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Computational model of the magnetic and transport properties of interacting fine particles
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A computational model is applied to the study of the hysteresis properties of a system of interacting single
domain particles. The model is based on Monte Carlo techniques and takes into account both magnetostatic and
exchange interactions. The results presented concentrate on a detailed study of the behavior of Co particles,
with the interaction strength varied by variations in the packing density. It is found that the magnetic properties
are strongly dependent on the paramg@erKV/kT, with K the anisotropy constant andthe mean particle
volume. For smallg—i.e., close to superparamagnetic systems—the microstructure is dominated by a ten-
dency to flux closure. However, the interactions lead to an increase in the local energy barriers, resulting in an
increase irH. with packing densitye. For larges the anisotropy and magnetostatic interaction fields become
comparable and the competition leads to a decrease in the coeldjvityith e. For intermediate values @&

a maximum in the variation oH; with € is predicted. The irreversible susceptibility is shown to have a
complex dependence on interactions, especially in small fields where frustration effects arising from the
competition between exchange and magnetostatic interactions are apparent. Exchange and magnetostatic in-
teractions give rise to local magnetic order which is strongly dependent on the relative strength of the exchange
interactions. The magnetic order has a strong bearing on the magnetic properties. A link is also made to the
transport properties of the system, which are dependent on a spin-spin correlation function. It is shown that
exchange interactions give rise to a significant deviation from the quadratic dependence of the giant magne-
toresistance o2,
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I. INTRODUCTION AE.=KkTIn(t,fp). (2

The magnetic properties of nanoscale magnetic particles Taking t,,=100 s gives the usual criterion for SPM be-
are unique in that, in this size range, energy considerationgavior asAE.=25kT.
restrict the magnetic state to a single domain in each particle. The combination of the SW and Hlemodels provides a
The magnetization process must then involve rotation of th&trong framework for the interpretation of the time and tem-
magnetic moment, a process which in energy terms is costlgerature dependence of the magnetic properties in terms of a
relative to domain wall motion, resulting in high coercivities. gradual evolution from TS to SPM behavior governed by the
This phenomenon was first investigated theoretically byBean-Livingston criterion. This gives rise to a semianalytical
Stoner and WohlfarttSW)." The SW model provides the formalism in terms of the energy barrier distribution, which
essential formalism for the understanding of the origin ofprovides an important framework for the understanding and
hysteresis and for the effects of, for example, the orientamterpretation of experimental data. However, a major contri-
tional texture of the system requested by the degree of oripution to the energy barriers—namely, the effect of interpar-
entation of the easy axes. However, it is a static, athermaicle interactions—cannot easily be implicitly included, ex-
theory, the idealizations of which provide a severe limitation.cept as a mean-field approximation. Interparticle interactions
In reality magnetization reversal takes place by thermal achave an important, occasionally dominant, effect on the mag-
tivation over finite energy barriers, which leads to a temperanetic properties of a fine-particle system. By the nature of the
ture and time dependence of magnetic behavior. systems a magnetostatidipolan interaction between par-
This effect was investigated by B who characterized ticles is inevitable. Because this is a long-range interaction,
the reversal probability in terms of a relaxation time given byits effects cannot be neglected except at the lowest densities.
the Arrhenius-Nel law In addition, there exists the possibility oz exchange interac-
_ tions between the particles. Dormaghal.* have reviewed
7="Toexp(—AE/KT), @) the effects of interparticle magnetostatic interactions on the
where AE is the energy barrier to rotation. The frequencygeneral magnetic properties, but most especially the low-
factor f, is normally taken to be~10° s™1. By settingr  field susceptibility. The results are interpreted in terms of an
equal to the characteristic measurement tige Bean and analytical theory which predicts an increase in the local en-
Livingstor? derived a criterion separating thermally stableergy barrier due to interaction effeCtsHowever, there is
(TS) from thermal equilibrium or superparamagndi8”M)  considerable evidence that interactions can lead to collective
behavior as magnetic behavior, with consequences which cannot be ex-
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plained in terms of simple increase of the energy barrier. Foing field distribution (SFD). The competition between the
example, Morup finds evidence for the existence of a “su- flux closure structures favored by the magnetostatic interac-
perferromagnetic” state arising from magnetostatic interactions and the “pseudodomains” favored by the exchange
tions. The ordered state depends on the physical microstrugoupling leads to frustration effects which are evident in the
ture of the system, which introduces the necessity to>FD.

distinguish between two material types. The first of these is a

system prepared by the solidification of a colloidal disper- Il. DESCRIPTION OF THE MODEL

sion, either by freezing or polymerization. Here the local . .
order has a form which arises from magnetostatic interac; The model used takes into account the_behav_lor of bOth
the thermally stable and superparamagnetic particles and is

tions and varies from flux closure structures for systems Sodescribed in Ref. 20. Interactions between the particles are
lidified in zero field to large-scale chain formation in field- . . Ce . P
solidified sample&. Tronc etal®® have shown included via the calculation of the local field. Importantly,

experimentally, for a system of frozen ferrotypes, that thethese interactions are responsible for coupling the SPM and

existence of the collective state depends on the number (Wermally stable fractions. The model consists of a cubic cell

nearest neighbors and, hence, on the preparation condition%f interacting single-domain particles. The microstructure is

The second type of system is a granular magnetic solid, greated by randomly positioning the particles within the cell,

netetogencous oy wnch can be prepare or example bFSCHS SrY assrment leaing o parile overia. Tre
sputtering® and which consists of isolated grains of the mag- by 9

retc phase csperse in = ronmagnete backgrour Sudf 19,2 gl dstrbuton fncton, T amsotopy,
systems exhibit interesting magnetic and transport properties y

including a giant magnetoresistand&MR).}>!® Recent Mmake the system comparable to granular systems.

computational studié$ have concluded that the randomness The magneug f'e"?' that acts on egch partfcle '_S the vector
in the physical microstructure of a heterogeneous alloy reSUm of the applied field,,, and the interaction fieltHy,,
sults in a transition to a state with short-ranged order, whos&€ latter having two componenksy, andHe,, the dipolar
effect on the energy barrier distribution is quite complex. field and the exchange coupling field produced by the neigh-

Magnetostatic intergranular interactions can be expecteBoring particles. The interaction field produced by flie
to be of importance in granular magnetic soli@&MS's). In  particle on theith particle is
the case of systems with grains dispersed within a metallic
background there also exists the possibility of exchange cou-
pling. Because of the oscillatory nature of the exchange cou-
pling, this is a complex problem. It is known that the nature
of the coupling in multilayer systems can change as thavhere C;; represents the exchange coupling between the
thickness of the interlayer is increased. In contrast, the cowdrains. Since the exchange coupling is not exactly known,
pling between spherical grains has not been extensively stui; is an empirical parameter. In order to model the short-
ied. However, it is known from experiment that the couplingranged nature of the exchange coupling we introduce a cutoff
tends to be ferromagnetic in nature. In two-dimensigaa)  distancer ¢, such that ford>r ¢, Cj;=0; otherwise C;;
sputtered films this is demonstrated from magnetic measure= C*, whereC* is an empirical exchange field scaled with
ments and simulation$:X® In GMS’s the recent work of respect toH,. We note that the model used here has ran-
Francoet all” has demonstrated the presence of ferromagdomly positioned grains, and as a result, even at low densi-
netic exchange interactions and highlighted the importancées there exists the possibility of statistical clustering, which
of the interplay between magnetostatic interactions and exgives rise to some degree of exchange coupling. In all the
change. The existence of a stripe domain structure in granigomputations given here, the cutoff radius was taken as 10%
lar alloys with a perpendicular anisotrdfyalso indicates the of the median grain diameter.
existence of a ferromagnetic intergranular exchange cou- The total local field acting on an individual particle is
pling. Consequently, we have developed a model taking into
account the intergranular exchange as a ferromagnetic term. g — E Gt H @)

In this paper we present a study of the magnetic and trans- b app:
port properties of a GMS with a random microstructure. This
problem has recently been studied by Kechrakos angvhere the summation is carried out over all particles within a
Trohidou'® using a Monte CarlgMC) model. These authors ranger <r ... The contribution from particles outside this
demonstrate that the magnetostatic interactions can introducenge is calculated using a mean-field approximation.
hysteresis effects. In this paper we study the relationship For every thermally stable particl¢i.e., with KV
between the hysteresis and induced magnetic correlations:In(tfy)], the equilibrium position of the moment in the local
This provides a link to the magnetotransport propertiesfield is calculated using the Stoner-Wohlfdrthodel. How-
which are themselves sensitive to local correlations of theever, if the SW model gives two equilibrium positions, the
magnetization. We also study the effects of exchange counoment is allowed to jump between the two positions with a
pling between grains, which is a feature of a GMS with aprobability that depends on the temperatdrievolume V,
conducting nonmagnetic background. We study the effects adind anisotropy constaiit of the particle. The probability is
interactions on the energy-barrier dispersions via the switchealculated using the Arrhenius-Blelaw? in which the en-

= B(py ) my -
Hij=— 5= 3 TCijHwn;, )
ij ij
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ergy barrier is calculated using a numerical approximation ] e
due to Pfeiffe’" If the transition is allowed, the momentis o 01 | Zo o esuebcos ket
assigned to either minimum with a probability —A— K=3.eBerg/ci*=0.0
0.65I | _y_K=3.e6erg/cic'=0.3 K=3
o060l | —* K=4.eBergicicr=00 v
p=e" Ei/(e_ Erp o Ez), (5) ossl —+— K=4.eBergichc*=0.3 // *=0.3
8 osop +/v
with i=1, 2 labeling the minima. Physically, this process € g4s| . k=2
allows thermal equilibrium to be established. g 040k \ﬁ, K=4
This process applies when there is a well-defined two- 0ssl A\K=3
state system, i.e., when the energy barrier is large enougl '\ a| C=0.0
that the moment is constrained to lie close to one or other of %% . K=2
the energy minima. For smaller energy barrief/(<3kT) 025F . . . =
we use a standard Metropdfisalgorithm: the angles of the 0.0 0.1 02 03 0.4
magnetic momentg and ¢, are modified randomly and the € temp=100K

differenceAE between the new energy state and the previous
one is calculated and the moment is allowed to remain in this FI!G. 1. Normalized remanence for different concentrations as a

new position with the probabilitp= min(l’e—AE/kBT)_ function of anisotropy constamt and exchange parametér .
It should also be noted that standard MC moves are ap-
plied to the thermally stable particléafter determining the IIl. RESULTS AND DISCUSSION

relevant minimunin order to model the thermal equilibrium All the calculations were made using a primary cell con-

distribution about the energy minimum. _ taining 5000 particles. The easy axes of the particles are
It is the intention of this paper to consider in detail the .5nqomly distributed. The particle diameters and size distri-
bulk magnetic and transport properties of a model granulag,,ion (assumed lognormpaivere usually kept constant with

solid. The essential link between the phenomena is a magy median diameter ob .= 150 A. a standard deviation of
netic correlation length which is shown to be central to bOthIn(D)zo.l andM .= 140”10 emu/cr’ﬁ corresponding to bulk

the magnetic and transport properties. It has been sHOWn ; “\we examined the effects of both dipolar and exchange

that the phenomena of GMR s related to the correlationyieractions on the magnetization process as well as the ef-
(m1-pp) between the magnetic moments of the grains. Thgact of the anisotropy constant. Dipolar interactions were in-
phenomenon results from the spin-dependent scattering,ged in all the calculations, and when required, exchange
probability of electrons passing from a nonmagnetic 10 & ypjing between grains was introduced by means of an ex-
ferromagnetic re.gior(in_terface scatteringand z_ilso within _change constant* =0.3, which corresponds to a strongly
the ferromagnetic regions. The model considers that thig, hange coupled system. In order to vary the interaction
probability exponentially decreases with the distance COVtrength the packing density of the system was varied. The

ered by the electrong,=exp(-r/ro), wherero, thespin dif-  15cking density of the systemis the volume fraction of
fusion length is the distance after which the probability of magnetic material in the cell.

the electron maintaining its initial polarization decreases by a
factor of 1k. Considering this expression for probability, the o
correlation function related to the GMR becomes A. Magnetization and remanence curves
Figure 1 introduces the effect of different anisotropy. In
the presence of exchange interactions and for a higher an-
isotropy constantK =4x 10° emu/cni the remanence in-
, (6)  creases with concentration due to the increase in the energy
_ z _ 2 pi barrier. For lower values of the anisotropy constant these
P= b= L calculations show an initial decrease of the remanence for
low concentrations =0.001,0.1,0.2), followed by an in-
wheren is the total number of particles in the system and crease in the remanence value for high packing fractions
is the number of neighbors considered for ttie particle. when exchange interactions are effective. For low Co con-
The paper presents a series of calculations of the bulkentrations, the particles are not close enough to experience
magnetic properties, with the aim of investigating the effecteexchange interactions, allowing the longer-range magneto-
of both dipolar and exchange interactions. static interactions to dominate; at higher concentrations, the
It is inferred from these data that correlated areas of magexchange interaction acts to keep the magnetic moments of
netization develop, especially under the influence of exthe particles aligned to reduce the exchange energy.
change interactions. Transport properties are described in For the case of zero-exchange coupling, the remanence
Sec. Il D using the simple model outlined above. It is showndecreases monotonically withfor all values ofK. This is in
that the deviation from the parabolic dependence of GMR ortontrast to 2D simulations, as Ref. 24, and indicates the pres-
M is predominantly due to interparticle exchange couplingence of strong demagnetizing fields. It might be expected
This leads to local ferromagnetically ordered areas largethat the presence of competing dipolar and exchange inter-
than the spin diffusion length. actions would have some effects of frustration on the mag-

2 2 ﬁi_ﬁniefr/ro

i=1nj=1n;

<ﬁ1'ﬁ2>=
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FIG. 3. Remanence for smaller values K¥/kT showing an
& temp=100K increase in irreversible behavior with concentration.

FIG. 2. Coercivity for different concentrations as a function of

anisotropy constark and exchange paramesgt. to note that, although the SPM fraction is treated separately,

it is linked to the ferromagnetically stable fraction via the

) ) o ) o ) dipolar and exchange coupling. For these systems unlike
netic properties. This is apparent in the minimum in the rethose in Fig. 2, the remanence increases for both cases of
manence predicted in Fig. 1 fot=2x10° emu/cmi: at  gipolar only and dipolar and exchange interactions. For the
low density the average particle separation is too large irase of dipolar interactions only, for small concentrations the
relation to the cutoff of the exchange field to have an appreparticles do not experience any interactions and the rema-
ciable effect: hence, the low-density behavior is dominatecﬁence is equal to zero, as expected for behavior of SPM
by the dipolar interactions. At higher densities the exchangarticles. When we increase the concentration, the particles
begins to dominate, leading to a predicted increase in remasart to experience the magnetic interactions of the surround-
nence. At larger values df the minimum vanishes and a ng particles. A study by Dormanat al* shows the addi-
monotonic increase o, with € is seen. This is because, tional energy barrier due to dipolar interactions. Because of
first, the large anisotropy mitigates against the formation othjs, some of the SPM particles become blocked, leading to

closed loop structures, leading to a relatively slow decreasgn increase in remanence, and consequently our predictions
in remanence. Second, it should be noted that in the calculgye in this sense supportive of the model of Dormanal.

tions here the magnitude of the exchange field scales with
Hy; thus, the magnitude of the exchange field relative to the
dipolar interactions is larger for large.

Figure 2 shows the decrease of the coercivity with the The effects of interactions on the energy barrier distribu-
packing fraction. For the case of dipolar interactions onlytion are evident in the switching field distribution, which is a
this decrease arises because the dipolar interactions favor theeasure of irreversible magnetization changes. Here the SFD
demagnetized staté When we add exchange, we see a mores calculated as the differential with respectHoof the dc
rapid decline in the coercivity with concentration, due to thedemagnetization remanence curve. This is obtained by apply-
onset of collective magnetization reversaln 2D simula- ing a negative field to a system initially in the saturated
tions such as those given in Ref. 16, exchange results in @manent state, following which the field is removed. The
large degree of correlation. In our case the correlation funcresulting remanencéy(H) is conventionally plotted as a
tion lengths are relatively small, due to the low packing denfunction of H. An important related quantity is the rema-
sity and the spatial disorder. However, there remains a strongence coercivityH, , which is the field for which 4=0.
tendency for the formation of flux closure configurations un-  Figure 4 shows the SFD, considering only dipolar inter-
der the influence of the magnetostatic interactions, leading tactions for a low-anisotropy constant ofK=2
a short-ranged order. The exchange interactions give an en<10° emu/cni. For the noninteracting case, we can see that
hancement of the remanence. However, the predicted hystestmost all the particles start to rotate at the same field with a
esis loops are significantly less square than the 2D case f@mall distribution due to the distribution of particle sizes.
similar parameters, suggesting that collective reversal is lesehe smaller particles rotate earlier due to the lower-energy
important. We ascribe this to the spatial disorder which willbarrier, which is proportional t&V. As the Co concentration
naturally limit the correlation length, as will be discussedis increased, the dipolar interactions spread out the SFD and
later. the shape of the curve becomes more asymmetric. From

The effects of interactions on superparamagnetic systemsomparing Figs. 1 and 4 we observe that the dipolar interac-
are somewhat complex in their dependence@mdK. Fig-  tions favor the demagnetized state, but make the rotation of
ure 3 shows the remanence of a system of particles with the particles towards negative saturation more difficult. This
lower median diameteD,,=30 A to illustrate the effects of is consistent with the formation of flux closure structures.
the superparamagnetic particles in the system. It is importarthe model of Dormaneet al* gives rise to a net increase in

B. Switching field distributions
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FIG. 4. Normalized switching field distribution as a function of

-5000 -4000

-3000 -2000

Applied field(Ce)

FIG. 6. Normalized switching field distribution as a function of
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concentration for a system with magnetostatic coupling only. Indi-concentration for a strongly exchange-coupled system. Individual
vidual curves refer to different packing densities, as given in thecurves refer to different packing densities, as given in the legend.
legend.

the mean energy barrier evidenced by the shift in the peak t

higher anisotropy. It is interesting to note that the SFD has
Become very broad and flat in this case. This is indicative of

larger negative fields. Clearly, the change in width of the2 VENY wide dispersion of energy barriers, perhaps resulting
energy-barrier distribution implied by the increased width offrom the appearance of a large number of shallow local

the SFD is also an important factor and is not predicted b)m
the model of Dormanret al. Essentially, the model of Dor-
mann et al. uses an averaging technique to determine th
change of mean energy barrier and ignores the fluctuations i
the local environment of each particle. The increase in widt
of the SFD arises from the local fluctuations, which are
clearly an important aspect of the physical description of th
problem.

ticed significant variations in the SFD when we increase the"

inima resulting from the competition between the anisot-
ropy and the magnetostatic energy. The magnetization rever-
al then proceeds via a number of intermediate states defined
these minima. These results are consistent with previous
ork on the initial susceptibility of interacting fine particle
system&* which showed that at high density the variation of
e'susceptibility with temperature becomes very flat, again in-
dicative of a very wide energy barrier distribution. We have

We are also interested in the study of the effect of thealso carried out some initial calculations of the time depen-
anisotropy on the switching field distribution. We have no-dence of the magnetizatiofto be published separatply

hich are also consistent with the existence of an energy

anisotropy constant value. Figure 5 shows the SFD for thgurface with many small local minima.

case with no exchange interactions for a valueKof 4

x 10° emu/cni. The high-anisotropy constant resists the for-
mation of flux closure loops, preventing the rapid demagne-
tizing seen in Fig. 4 for the case without exchange interac-
tions. This results in a more symmetric and broader SFI¥
whose peak position is shifted to higher fields due to the

For the case of low anisotropy, in the presence of ex-
change as shown in Fig. 6 there is remanence enhancement
due to exchange. However, the SFD in small negative fields
is not significantly different from the case of magnetostatic
oupling only. This is not consistent with the expected effect
of exchange being to stabilize the magnetized state. The low
anisotropy cannot stabilize the remanent state and the ten-
dency to flux closure due to the magnetostatic interactions is

o006 L | —=—0.001 T=100k the most significant factor as the field is made more negative.
—e—0.1 _/ Ko eserglom We note that the low-anisotropy case exhibits less coopera-

:8-2 Dm=15°A tive reversal as evidenced by the long tail in the SFD in large

o TR ——0a — fields. This suggests that coupling has a dramatic effect on
% . the dynamic behavior of the system, the frustration arising
B oooos | from competition between the dipolar and exchange interac-
§ P +_::I:+ tions. This same competi_tion results_ in the Qip observed in
S o002 |- /+ /A the remanence as a function of packing fraction for the same

X /0 valug of anisotropy constant shown in F!g. 1.
von00 = é:/' Figure 7 shows the same system with strong exchange

coupling, but this time with the higher-anisotropy constant of

-5000 -4000

-3000 -2000
Applied field(Oe)

K=4x10° emu/cni. Once again, for small concentrations
the dipolar interactions dominate, but when we increase the
concentration the cooperative effects due to the exchange

FIG. 5. Normalized switching field distribution as a function of interaction become significant and the remanence coercivity
concentration for a system with magnetostatic coupling only fordecreases. In negative fields, particles of smaller size and
systems with large anisotropy. Individual curves refer to differentanisotropy start to rotate first, with strong coupling to other
packing densities, as given in the legend. particles producing cooperative demagnetization. The effect
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FIG. 7. Normalized switching field distribution as a function of |G 9. Coercivity as a function of packing fraction for a system

concentration for a system with magnetostatic and exchange couith small K\V/kT. The peak reflects a slow transition to a system
pling for systems with large anisotropy. Individual curves refer to it |ocal magnetic order.

different packing densities, as given in the legend.

tion. Mgrup demonstrates that in samples of fine particles,
is more pronounced for the case of strong dipolar and exthe dipolar energy becomes comparable to the thermal en-
change interactions. We can also observe that initially thergy and therefore the particles start to bldekor small
SFD becomes wider, due to the dispersion in the local field¢oncentrations, the particles do not interact and the behavior
when we increase the concentration. As the concentration i8 purely superparamagnetic with zero coercivity. As the par-
increased, the exchange becomes more important, and thetgles become closer, the dipolar interactions start to be im-
after the increase of SFD in small fields is less pronouncedyortant and block the moments, generating a coercivity. At
The exchange energy tends to maintain the alignment of thgn intermediate temperature of 10 K the coercivity is con-
moments; this leads to a large gradient of the SFD in largetant with packing fraction.
fields, as once the field overcomes the energy barrier, coop- The variation of the coercivity for different concentrations
erative rotation occurs. is plotted in Fig. 9 for small particles and a small value of the
anisotropy constant. These data exhibit a maximum which
we ascribe to the competition of two different processes. At
To see the effects of the temperature in a system witAOW concentrations the particles are superparamagnetic, but if

dipolar interactions only, we have plotted the coercivity as awe increase the concentration and thereby the dipolar inter-

function of concentration for different temperatures in Fig. 8.act|on, then the particle moments begin to block. If we keep

- ; increasing the concentration, the interactions become more
For low temperatures the coercivity decreases with the con-

centration. Even when the particles are very small, if the PO Nt and leading to longer-range correlations, specifi-
C b Y . cally, the magnetostatic interaction produces flux closure
temperature is low enough, almost all the particles ar

blocked. In this case we expect behavior similar to that o oops which decrease the coercivity as can be seen for the

Fig. 2 in which the coercivity decreases with concentration case of bIockeq particles. Clearly, the effects _of interactions
If We increase the temperature to 100 K, all the particle on the properties of granu4|ar systems are hlghly_ complex.
become SPM and the coercivity increases 'with packing fracs—rhe model of I_Z)ormanlgt al pred|cts a monotonic increase

of energy barrier with interaction strength. However, Figs. 8

and 9 indicate that the model of Dormaehal. cannot be

C. Dependence of coercivity orKV/KT

K=2.e6, c*=0. applied under all circumstances, since it would be expected
12004 ‘kk\ ::: ;::gK to lead to an increase ¢f. with interaction strength. It can
kA\A\ —a— T=100K be seen that an increase i, with interaction strength is
1000+ A . . .
*\A\A\ only reserved for weakly interacting systems having small
8004 '\.\ 4 values ofKV/KT, in which the energy barriers arise princi-
8 — _———"* pally from interactions. The maximum observed in Fig. 9
g 500 — suggests that the transitions to an ordered state, leading gen-
'§ 4004 erally to a reduced coercivity, cannot be neglected in prac-
tice. We also note that Kechrakos and Trohitfoliave ob-
200 served a similar peak in the coercivity as a function of
0 concentration for a system with=0. Here we have demon-

strated that the important factor iV/KT. In order to ob-
serve the peak experimentally it is necessary to study a sys-
tem with KV/KT small enough to be predominantly
FIG. 8. Coercivity as a function of packing fraction showing superparamagnetic, but of sufficiently large moment so that
three regimes of behavior dependenttou/kT. the magnetostatic interactions are strong at high densities.

0.0 0.1 0.2 0.3 04
€

174417-6



COMPUTATIONAL MODEL OF THE MAGNETIC AND.. .. PHYSICAL REVIEW B65 174417

—~ 08 081 4 —4—C*=0.0, Theta=0
2 0.7- —=— C"=0.0, Theta=Pi/2
5 % —4&— C*=0.3, Theta=0
o 047 g —0— C*=0.3, Theta=Pi/2
© 0.5
c S o04- \
O o027 5 ] B
® ® 0.3
g 00 3 02 \A\
o - 0.1 — °
100S 5o 02.53'0 0.0—- I:,/E| p—"
150200 15 -0.1 ] — T 1
Dl' 250 300 < 0 5 10 \‘%& ' 1 M I i 1 M 1 i I M 1 M I !
Stan, 350 " Qe 100 150 200 250 300 350 400
Ce 4 4007>"0.0 ?S\Q
) Distance (A°)

FIG. 10. Radial and angular dependence of the correlation func- F|G. 11. Radial dependence of the correlation function for ori-
tion for a system with magnetostatic interactions only. entations parallel §=0) and perpendiculard= =/2) to the local
magnetization. The data refer to systems with magnetostatic cou-
Evidence for the existence of correlations can be obtainegling only and with both magnetostatic coupling and exchange.
by investigating a correlation function of the form

The magnetostatically coupled system shows a rapid de-
E=(1- o). (7)  crease in¢ with distance ford=0, which indicates that the

order in this case is either in the form of correlated particle
& is clearly dependent on the position relative to the particleyairs or that the flux closure structures have a small radius.
under consideration. Here we determigien a coordinate  The variation forf= /2 is less pronounced and indicates
system based on the magnetization direction of the particlgegative correlations out to several particle diameters, which
under consideration. By this meagsbecomes sensitive {0 s consistent with the formation of clusters or, in the case of
local anisotropies in the magnetic microstructure such aarticle pair formation, is indicative that the pairs order an-
closed loop configurations which would be averaged out ijparallel under the influence of the magnetostatic interac-
the global coordinate system. tion. As mentioned previously, the correlation length, at

Figure 10 gives the radial and angular dependence of thground two particle diameters, is rather small, which presum-

correlation function for a system with magnetostatic interacaply reflects the disordered physical microstructure. These
tions only, fork =2x10° ergen®, T=4K, ande=0.4. It  results are consistent with the experimental data of Franco
can be seen that the SyStem is Strongly correlated with @t a|_17 Here measurements of the paramM(H), de-
correlation length of a few particle diameters. Equally impor-rived from a comparison of the principal remanence curves,
tant is the form of the correlation fUnCtion, which is consis- demonstrate a Change from predominanﬂy magnetostatic in-
tent with the existence of flux closure Configurations. Spe'teractions tdferromagnetigz exchange interactions with en-
cifically, we note the strong angular dependenceédbr  hanced remanence as the exchange between grains is in-
small separations. The strong correlations occur along thgreased by annealing.
local magnetization direction, with Sma”er, negative, values C|ear|y' there is Strong evidence for Short-ranged correla-
at an orientation perpendicular to this direction, as would b&jons in the system, whose form depends on the strength and
expected for magnetostatically induced clusters. The correlgorm of the intergranular interactions. These correlations
tion function for a system with the same parameters, but nowaye a direct bearing on the magnetic properties. In addition,
including strong exchange coupling, does not show the anthe transport properties of the system themselves are depen-
isotropy evident in Fig. 10. This is a result of the exchangedent on local correlations, and so we conclude this study

coupling which leads to short-ranged ferromagnetic ordefyith an investigation of the effects of correlations on the
The difference in the form of local order between the twogMR.

cases is demonstrated in Fig. 11, which shows the radial

dependence of the correlation function for orientations par- i

allel (#=0) and perpendiculard= 7/2) to the local magne- D. Transport properties

tization. In the case of the magnetostatically coupled system The spin-dependent transport properties are studied via
the angular dependence is dramatic, with strong positive cothe spin-spin correlation functiofEq. (6)] according to the
relation parallel to the magnetization direction and a weakertheory of Gittlemaret al?® This has been evaluated by cal-
negative value perpendicular, which is to be expected givewulating the average spin-spin correlation function for the
the form of the dipolar magnetostatic interaction. The behavimagnetization at a given field. We calculated the correlations
ior of the exchange-coupled system shows stronger correlavithin a cutoff distance corresponding to twice the spin dif-
tions and the(isotropig form of the correlation function is fusion length which in this case was Dpj. Clearly, the
again consistent with the form of the exchange interactionGMR is a macroscopic reflection of the micromagnetic cor-
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relations considered at the end of the previous section. How:

ever, we stress the difference between the correlation func o E:ﬁ;ﬁgﬁﬁi:ﬁﬁ

tions described by Eq¥6) and (7) in that the former is es00. | —A—K=dsserychc-00 .
restricted in range by the spin diffusion length, which is a I :i;:;gzg:ﬁ;,;g;g Kea /
factor which must be considered in relating the GMR to mi- —+— K=4.eBerg/cHC*=0.3

cromagnetic correlations. The calculated MR curves at dif-  >*[ Kes / ¢=00

ferent concentrations for the dipolar-only and dipolar andg S°%r \

u
exchange cases show a form similar to that observed experig 4soof +>< K=2 /
. . . e A n
mentally. The experimental data given in Ref. 11 for Co-Ag = 4400 *

films show dramatically different behavior for films with % 3500: < >@
packing densities 0é=0.3 and 0.5. The lower packing den- yw
sity shows a GMR which is close to quadratichh whereas 3000[ ,/./‘\K:.x

the higher packing density shows strong deviations from  2soof

: : ; ; . $|Cc*=0.3
quadratic behavior. This change is accompanied by a chang g0 ! ! L . X
in character of the magnetic behavior from essentially super- 0.0 0.1 02 03 04
paramagnetic to ferromagnetic behavior at the higher density. & Temp=100K

dominated by the properties of quasidomains formed by the
intergranular exchange coupling. This behaviocluding a
reduction in the absolute magnitude of the GM&perfectly e .
consistent with our model calculations and the conclusiondIfoSIOn length. We can also observe that the GMR height

. . . increases for the dipolar interactions when we increase the
that the GMR is reduced in strongly ferromagnetically cor- . . .
concentration. For the case of exchange interactions we can
related systems.

observe a decrease in the height of the peak when we in-

Here we characterize the form of the GMR curves USingcrease the concentration due to the correlation in the system
the maximum height of the GMR curve and a “linewidth” y

given by the field width at half the maximum height of the between the magnetic moments of the particles. Finally, Fig.

GMR curve. The GMR can be used as a measure of th14 shows the GMR peak height versus the reduced magne-

L : . _ﬁzation, which is given byM/Mg. The exchange interac-
degree of local correlation in the system. For dipolar mtertﬁilons result in a reduction of the GMR and a deviation from

actions only, the maximum value of the magnetoresistance | e theoretically predicted parabola. If the moments within a

near the coercivity value in agreement with exloeriment'radius drawn out by the spin diffusion length are correlated
There is a small increase in the GMR when we increase thg y P . g )
ue to exchange, then there will be little or no spin-

concentration. This is due to two reasons: first because . o ;

when we increase the concentration, the grains are closer a?gpendent scattering and hence no GMR. This is evidence
more scattering events can occur. Second, the dipolar intef>" cooperative reversal.
actions encourage the formation of flux closure loops, which
increases the magnetic disorder of the system. On the other IV. CONCLUSIONS

hand, we observe an increase in the linewidth, which means |, this article we have studied the effect of both dipolar
der_mcreases the spin-dependent scatterlng an_d Increases Q@ﬁtching field distribution, and giant magnetoresistance for
resistance. The effect of the exchange interactions is to givgjfferent concentrations and anisotropy constant. The model

rise to a decrease in the magnetoresistance with concentrggstem consists of randomly situated fine particles of Co
tion. This supports the theory of cooperative effects betweeqjth yniaxial anisotropy.

neighboring grains which experience exchange coupling.

FIG. 12. GMR linewidth as a function of anisotropy constant.

The local alignment of the grains is detrimental to magne-  o.32 - - K=2
toresistance because it reduces the magnetic disorderand tt g ___—" a B ",JK=,3:
spin-dependent scattering of the electrons. 030 . o » C*=0.0
In order to quantify this behavior we consider first the T 4 — K=
A4

— o
variation of the magnetoresistance “linewidth” with concen- ~ 029f 74:“—‘§<:
g . —,

tration for different anisotropy constants and coupling asg oz —

shown in Fig. 12. For the case of dipolar interactions only we'® .|

observe an increase of the linewidth with concentration. Tak-& —m— K=2.eBerglohC*=0.0

ing into account that the GMR is a measure of the misalign-& %[ —e— K=2.6Borg/chC™=0.3

ment of the grains in the cell this means that spin-dependen 0.2} ::::g:::gzgﬁ:gg

scattering starts at lower fields. For the case of exchange, th  g24} e K=4 66erg/oAC*=0.0

GMR linewidth decreases with concentration because the .. —+—K=4.6erg/chC"=0.3 .\

moments of the particles are aligned. The peak height of the L I I L 1

GMR can be seen in Fig. 13 where the GMR can be seen t« 09 o1 02 03 Temp:‘i:JOK
decrease when increasing the anisotropy. A system with a

large value of anisotropy is less mobile, which means that FIG. 13. Maximum GMR as a function of concentration for
there is less disorder on the local scale defined by the spidifferent anisotropy valuek and exchange consta¥ .
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variation of coercivity with packing fraction for three differ-
o0l Temp=100K :.: :8'301 ent temperatures representing three different values of
' anisatropy=4.eGerg/éry ’ KV/KT. For the superparamagnetic case the coercivity in-
creases with dipolar interactions; for the blocked case the
coercivity decreases, and an intermediate temperature can be
found where the coercivity remains constant with increasing
packing fraction. Similarly, a system with low anisotropy
which is superparamagnetic at room temperature with zero
coercivity will become increasingly blocked as the packing
fraction is increased due to the increase in energy barrier
caused by the increasing interactions. However, as the pack-
ing fraction is increased still further, flux closure structures
. . . are able to form which have a demagnetizing effect, eventu-
-1.0 0.5 0.0 0.5 1.0 . .
M/Ms ally dep_ressmg the coercivity. _ _
The introduction of short-range exchange interactions
FIG. 14. GMR vs reduced magnetization as a function of con-typically results in alignment of the particle moments and
centration for an exchange coupled system wth=0.3. encourages cooperative reversal. This also tends to increase
the size of the vortex structures. The tendency for local

The results suggest that in the absence of exchange inteflignment results in an increased remanence and the coop-
actions, the system is dominated by the formation of cIosur@rat'Ve_ reversal ina d_ecrease in the co_erC|_V|ty. _Both features
vortex structures due to magnetostatic interactions. The cld€sult in & reduction in the GMR and its linewidth. As the
sure structures generally favor the demagnetized state arf¥change interaction is a much shorter range force than the
increase the magnetic disorder. As the packing fraction—angagnetostatic interactions, there is some competition be-
hence the magnetostatic interactions—is increased, the remglveen these effects as the packing fraction is increased and a
nence and coercivity therefore decrease and the GMR in_system_that was dominated by dipolar interactions becomes
creases. The SFD reveals a rapid demagnetizing process folicreasingly influenced by the exchange field. This can be
lowed by a slower approach to negative saturationS€en in the dip of Fhe remanence as a function of packing
producing an asymmetric curve. The presence of local inteffaction curve and in the SFD. In particular, the remanence
actions also has the effect of broadening the SFD and GMRecreases relatively rapidly in small fields, which is not con-
curves. sistent with the expected effect of exchange coupling in sta-

A strong partide anisotropy mitigates against the formabi”Zing the _r]jagnetization. This indicat-es the importance of
tion of these closure loop structures, thus adding extra inerti!® competition between magnetostatic and exchange cou-
to the reversal process. An increase in the anisotropy corRling which leads to a decrease in local energy barriers via
stant therefore results in a higher remanence and coercivif! effects of frustration. The computations indicate that even
and lower GMR. As the rapid demagnetizing is mitigated,n the relatively disordered systems studied here there are
the SFD becomes broader with increasednd more sym-  Significant correlations at the micromagnetic level which
metrical. must be considered in interpreting the magnetic and transport

For superparamagnetic particles with zero remanence iRroperties of the systems.
the noninteracting case, the increase in packing fraction and
the onset of intera_ction effectg represent an i_ncrease in the ACKNOWLEDGMENTS
energy barrier, which results in an increase in remanence.

This interdependence of the effect of interactions with the The financial support of the EU is gratefully acknowl-
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