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Quantitative structure factor and density measurements of high-pressure fluids
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We report quantitatively accurate high-pressure, structure-factor measurements of fluids in diamond anvil
cells (DAC’s) using x-ray diffraction. In the analysis of our diffraction data, we found it poss#doel neces-
sarny to determine the density directly. Thus, we also present a diffraction-based determination of the equation
of state for fluid water. The analysis of these measurements is difficult since the diamond anvils are many times
as thick as the sample and excessive care must be taken in the background subtraction. Due to the novel nature
of the experiment and the complexity of the analysis, this paper is concerned primarily with a careful expo-
sition of our analytical methods. Our analysis is applicable to both atomic and molecular fluids and glasses, and
we present results for the structure factor and density of two relativelyZldiguids: argon and water. In order
to validate our methods we present an extensive comparison of our measurements on Reat@rimta DAC
to recent state-of-the-art x-ray and neutron diffraction experiments and to first-principles simulations at ambi-
ent conditions.
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I. INTRODUCTION nately, the low scattering intensity of logmaterials and the
small sample size in DAC experiments make these studies
The study of the structure of liquids at high pressure andextraordinarily difficult. Even so, we report the measure-
temperature has been a long-standing goal in high-pressurgents and analysis that have allowed us to extract accurate
research. With the maturation of third-generation synchrostructure factors of both atomic and molecular liquids from
tron sources this goal is now attainabté.As with many ~DAC experiments. In order to analyze our data we have
new techniques applied at high pressure, the extraction d‘pund it possiblg and necessary to directly determine the de_n—
structural information at high pressure has led immediatelyity from the diffraction measurements. Thus, our experi-
to novel and interesting physics, as demonstrated by the rél€nts yield both structural and equation-of-state informa-
cent observation of a first-order liquid-liquid phase transitiont'o"- T_h|s paper will be_ aimed prlm_anly at presenting our
in phosphorus at 1 GPa and 1000 K in a large-volume d_ressanalyss, Wlth very detailed resglts given at several pressures
A major difficulty with liquid diffraction at high pressure Lor two reIatl\;]er lowZ ma#eﬂals—agggn and water—to
is the large background signal generated by the pressure Ves@monstrate the accuracy of the method.
sel. In large-volume presses this can be overcome using
energy-dispersive diffraction and careful spatial filtering of

the scattered radiatidror using angle-dispersive diffraction Using standard procedures, we loaded high—purity argon
and pl’ecise Soller SI”.%Ne”:her approach is pOSSible with and water Samp|es into Specia”y modified membrane-
the much smaller sample volumes required for diamonddiamond-anvil cel§ (MDAC's) with large-angle access
anvil-cell (DAC) studies. Thus, while qualitative estimates of (26,,45=36°) as shown in Fig. 1. The diamond-anvil seats
peak positions in the radial distribution function have beenyere made of boron to give high x-ray transmission over the
obtained in glassé; quantitative structural information has full aperture of the DAC's. The pressure was measured using
never before been obtained in DAC experiments. Highthe temperature-corrected hydrostatic ruby pressure Scale.
quality structure-factor determinations are critical to successwWhile we will only present results for room-temperature ex-
ful interpretation of the structure of liquids at extreme con-periments, we have performed experiments up to 8(B.
ditions, and it was the goal of the present research to obtaih0) and we will discuss the analytical difficulties presented
such data. by high temperatures.

Most of the recent work on the structure of liquids at high We performed angle-dispersive x-ray diffraction on the
pressure and temperature has been done on gatidsnbient  ID09 and ID30 beamlines at the European Synchrotron Ra-
conditions like phosphorou$,iron? seleniunt or GeSe.” It diation Facility (ESRH. We used a doubly focused mono-
is our desire to study relatively lo®- molecular systems chromatic beam with wavelength=0.3738 A, allowing a
such as argon, 0, O,, and CQ because of their high com- maximum momentum transfer 0fQu,ax= 4 Sin Gnax/\
pressibility, complex solid structures, dissociation, and elec~100 nm 1. The beam was focused to a diameter between
tronic and ionic transitions. These liquids and gaggsam- 20 and 80 xm depending on the sample size to avoid any
bient conditiony can be easily loaded into a DAC but are contamination of the spectra by diffraction from the gasket.
very difficult to study in large-volume presses. Unfortu- We used two types of on-line scanning image-plate detec-

Il. EXPERIMENT
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7 results with other x-ray and neutron diffraction experiments,

~20 cover and with simulations.
o membrane
piston A. Monatomic case
2N / A , 16.15 .
AN ] | XN The Debye scattering equati§rt® gives the spherically
Wz averaged coherent x-ray scattering frdhdisordered atoms
as
N sinQr
e —— NQ=2 2 fn(Qf Q5 @
m n mn

whereQ=41 sind/\ is the scattering momentur,,(Q) is
the atomic form factor for atonm, andr,, is the distance
between atoms andn. We first restrict ourselves to a mon-

A

cylinder oe e o .
boron seat atomic liquid of identical atoms and separate the terms with
diamond gasket m=n to find

FIG. 1. Diagram of the membrane-diamond-anvil ¢MDAC). h 5
1°°%(Q)=Nf%(Q)

1+2 m) 2

n+m mn

tors: a FASTSCANREef. 11) and a MAR345Ref. 12. The
sample-detector distance and the detector tilt angles wené/e define an average atomic density functign) such that
measured using powder diffraction from a silicon standardp(r)dV={p,(rm)dV,)s is the average number of atom
The x-ray beam was 99% horizontally polarized, and all geo<enters in the volume elemeahV/ at distance from a central
metric and polarization corrections were made during theatom, and rewrite the summation as an integral over the
angular integration by the programm2p.t314 x-ray-illuminated sample volums:

Since temperature diffuse scattering from the diamond an-
vils varies with temperature, it is necessary to use a back- coh )
ground reference spectra at the same temperature as the I"(Q)=Nf(Q)
sample. Thus, we found it useful to develop a way to utilize
both empty-cell and solid-sample reference spectra. To obAdding and subtracting an average atomic dengijfy(con-
tain empty—cell backgrounds we generally had to disasstant inS, and 0 elsewhejeve find
semble the MDAC and reposition the cell as accurately as

sinQr

1+Lp(r) ar dv). 3)

possible, while obtaining a solid-sample reference merely in- sinQr

volved raising the pressure to above freezing. To eliminate 1°°"(Q)=Nf%(Q) 1+f [p(r)—pol or dv
Bragg diffraction from the diamonds we masked the Bragg

peaks before performing the angular integrations, being sinQr

sure to use the same mask for all spectra in an experiment. +f Po Qr ] (4)

For the solid-sample backgrounds we eliminated the Bragg

peaks from the sample by peak fitting after the angular intewhere the integrals are now over all space. The last term in
gration. Typical exposure times were from 1 to 10 min tothis equation represents the scattering from a hypothetical
achieve high exposure over the image plates while avoidingbject with the shape of the sample and a constant density.
saturation. This “central scattering,” occurs at such small angles that it

is generally blocked along with the direct beam. Thus, we are
left with the experimentally observable coherent scattering

lll. ANALYSIS from N disordered atoms:

Since the diffuse scattering in a DAC experiment is domi- no
nated by background scatterify one or two orders of cohr N N1 2 * snQr -,
magnitude at larg€)), the analysis is necessarily different Q) =NT (Q)[1+ fo [p(r)=pol Qr Amredry.
than for most liquid diffraction experiments where back- (5)
ground scattering is minimized. Thus we will give a detailed ) _
derivation and very general equations applicable to monThe structure factor is defined as
atomic, molecular, polymeric, and alloy liquids so that our

results can be clearly interpreted. While we will refer to a B 1€°N(Q) ® sinQr )
liquid sample, our method can be applied to any amorphous S(Q)= NF(Q) =1+ . Lp(r)—pol or 4arredr.
material. The following two sections present a very standard 6)

treatment of liquid diffraction in monatomic and polyatomic
samples(e.g., Ref. 15 but are included here to define our Using the Fourier integral theorem we can transform this
subsequent notation and to allow proper comparison of ouequation to find
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2 (Qmax ; H coh 2 2
F(r)E4wr[p(r)—po]=;f0 Qi(Q)sin(Qr)dQ, 1#°(Q)=NTfS(Q) % Ko(Q)
| | - " ) sinQr
wherei(Q)=S(Q)—1. This expression is exact f@max +Ztotj Pmol(Q.T) or dvi. (13
=0, but any experiment must have a fini@g,, leading to s
extraneous peaks and a broadepgd). We shall consider ynfortunately, sincg,,,(Q,r) is a function of bottQ andr,
the effects of this finite-cutoff error later. we cannot directly transform this equation to find the mo-
lecular density as we did for E¢3) in the atomic case.
B. Polyatomic case Instead, we will adopt a standard approximation that,

while detracting from the exactness of the treatment, gives
useful results and allows us to procé@die remove theQ
dependence oK (Q) by defining an average effective
atomic number over th® range at which we are working:

For polyatomic liquids, we first define a compositional
unit, the choice of which is obvious for stoichiometric com-
positions and can be fractional for alloywith appropriate
interpretations made for thetramolecular summations

Equation(2) then becomes K,=(K,(Q)) (14)
p—\Rp Q-

inQry, As an example, for water wit =85 nm !, Ko andK

coh )+ ple, for water with,,, .« nm -, Ko andKy

Q= NE fp(Q 2 2 fm(Q)f”(Q) Qrmn ' are 9.00 and 0.50, respectively, while @¥,,,=95 nm !

(8 they are 9.08 and 0.4fhote that in the case aghonatomic
molecules such as oxygeld,(Q) is nota function ofQ and
the approximation is exaktThe effective molecular density
function also loses it® dependence,

whereN is now the total number of compositional units in
the sample. We have adopted the convention thand q
index atoms within a compositional unit, white andn in-
dex all atoms inS. As before, we can form an integral equa-

tion by defining average atomic density functiopg(r) 2 E KoKgpp,q(r)

such thatp,, o(r)dV={(p,(rp q)dVy)s is the average number Pmol(F)= 5 , (15)

of atom centers of typg in the volume elementdV at a Ziot

distancer from an atom of typep: and Eq.(13) becomes

1°°7(Q) =N, 3(Q) sinQr
PP 1°"(Q) =Nf2(Q) 2 K +ij Pmol(r)TdV :
sinQr (16
+NX X ffp<Q>fq<Q>pp,q<r>—dv. _ _ _ _
p aq JS Q which canbe Fourier transformed. As in the atomic case, we

(9) define an average molecular densjty, ignore the small-

_ _ _ angle central scattering and find
We now define several effective parameters in order to refor-

mulate this in terms of an effective molecular density func- coh
tion. We define an effective electronic form factor ' (Q):Nf (Q) 2 K3 +Ztot
o sinQr
2 Q) xf [Pmol(F) = po] ? 4aridry. (17)
fo(Q)= T Zo (10 0 Q
(o]

. i The molecular structure factor is now identified as
an effective atomic number

£5(Q) S Q)= D
Ke( Q=770 1y T NZL Q)
and an effective molecular density function —s+ fow[pmm(f)—Po]sg?r“”zdr’ (18)
2 2 Kp(Q)Kg(Q)ppq(r) where
Pmol(Q,1)= 72 ) (12
tot

where Z,,;=>Z,=2K,(Q) is the total atomic number of

the compositional unit, and we use the analytic tabulation of S.= th . ' (19
Hajdu'’ to evaluate the atomic form factorfs,(Q). With °
these definitions, Eq9) becomes and we can Fourier transform the equation to find
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2 (Qmax Scattering Angle, 20 (deg)
F(r)=47t[pmol(r) = pol= —J Qi(Q)sin(QNdQ, 0 5 10 15 20 25 30 3
s O a 100 1 | | 1 1 1 bl)
(20 & 098 -
=
where 2 096 L
1(Q)=Sno(Q)—S... (D) 2 0.4 I I m
L . o S 0924 —
We can easily identify our effective molecular radial dis- 3 090
tribution functiong,o(r) and note that Eq15) allows us to e 0 0 o %0 100

express it as a linear combination of the partial radial distri-

1 N Scattering Momentum, Q (nm'l)
bution functionsg, 4(r):

FIG. 2. The calculated transmission functidiQ) for the

Pmol(1) KpKq MDAC shown in Fig. 1 with a diamond anvil thickness of 2.5 mm
Omol(r)= = 2 2 > gp,q(r)- (22 anda=30°. Note that there are three distinct regions: I, the sample
Po Pd Ziot diffraction is only absorbed by the diamond anvil; Il, the sample
Likewise, diffraction is absorbed by the diamond anvil and the angled part of

the boron seafthis is not a step function because the cell is de-
K K signed to optimize theisible optical access to the sample, taking
Snol(Q) =2, >, %(sp ((Q—1)+S., (23  into account the refractive index of the diamond apvill, the
p a Z ' sample diffraction is absorbed by the diamond anvil and the boron
seat.

tot

where

. formulas given by Hajdd’ Thus, the experimental determi-
S|nQr4m2dr (24)  Nation ofI°°"(Q) appearing in Eq(17) is given by
Qr '

These equations enable us to quantitatively compare our re- 1°°7(Q) =N| I 58" Q) — > 17°°(Q) (27)
sults to simulations and to isotropic-substitution neutron P
scattering experiments. We note that unlike other accuratgngd
x-ray diffraction analysis at ambient pressure which rely on
neutron scattering determinations af, 4(r) in their s |meag Q) —s 1”99 Q)
analysist® ours is completely self-contained. 158 Q) = T(Q)

Our definition of fo(Q) ignores the effects of charge
transfer and covalent bonding. Although we could force |™M€2{Q) and|°k94Q) are obtained byp integration of
charge transfer by tweaking th€,'s, at high pressures we the image-plate signal including a polarization correction:
generally have no criteriésuch as dipole moment datfor
doing so, and we still would be left with the spherical charge 41 sin( 6) 27 1(26,0)
approximationt® However, as will be discussed below, we '(Q: T) - fo P(26,¢)
used a self-consistent procedure to “optimizZg(Q) which
compensates somewhat for these and other effects. where

Sp,q(Q)El_’_POf:(gp,q(r)_ 1)

(28)

do, (29

P(20,)=A|[SIrP(¢)+cos(¢)cos(26)]

C. Data treatment

We can separate the experimentally measured scattered +A, [coS () +sir(p)cos(26)]  (30)

[ ity|mea i I k ibuti . o . . :
L:\]t()edr:;g)é by ;(e?/)egﬁ;ggz? and background contributions is the polarization correction for partially-polarized x-ray

radiatiort® whereA| andA, are the relative x-ray intensities
Imeag Q) =T(Q)IS2MA Q)+ s1Pk99(Q), (25) in the. primar_y and perpendicular polarizqtion dire_ctions, re-
spectively, 6 is the scattering angle, angl is the azimuthal
whereT(Q) ands are DAC transmission and scale factors, angle from the primary polarization direction. At the ESRF
respectively, 94 Q) is the empty-cell background scatter- the x rays are 99% polarized and the polarization correction
ing, and was applied by the image analysis softwarezn.'® T(Q)
L was computed based on our DAC geometry, the absorption
sam _ coh incoh coefficients of diamond, and the boron se@srrected for
| ’{Q)_N_a | (Q)JFN% Q) (26) known impurity concentrationsas shown in Fig. 2T(Q)
was greater than 0.90 for &), and reasonable errors in the
is the total scattering from the sample, wheras the nor-  magnitude and shape @{(Q) had no affect on our results.
malization factor to put the signal into atomic units andSince the sample absorption is small for our wavelength and
I'p”°°“(Q) is the incoherentCompton scattering from atoms since DAC experiments have very thin samples, we did not
of type p in the sample computed using the analytic atomiccorrect for sample absorptigimnowever, this could easily be
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incorporated if found necessary for highmaterialg. Fi-  where(u2) is the mean-square component of the displace-

nally, we smoothed®**™{ Q) using a cubic-spline smoothing ment of the molecular units in the scattering direction. The

routiné® which allows the amount of smoothing to vary as atotal diffuse scattering arising from Compton scattering and

function of Q. TDS can thus be subtracted from the solid-sample back-
The proper determination of the reference backgroundjround to give an effective empty-cell background

spectra is probably the most difficult aspect of making and

analyzing these measurements. An inherent limitation of a .

DAC experiment is that scattering from the diamond anvils 1°K04 Q) =1 2575(Q) — ;,Q){ > 17°NQ)

dominates the signal. We attempted to minimize the back- @ P

ground signal by using thick samplésp to 100 wm) and - o

thin diamond anvilgdown to 500 wm), but diffuse scatter- —ZifAQ)[1—e (kR ]]- (32)

ing from the diamonds was still dominant by more than an

order of magnitude. Great care must be exercised in collecta’ is simply a normalization factor to convert from atomic

ing the reference spectra with the gasket-hole shape, sizanits to experimental intensity. We evaluate bbdthy’ and

and position identical to that used for the liquid spectra. Thig 42) by making use of the analysis described in the next

is because the metallic gasket serves as an aperture for tBection applied to several experimental liquid spectra at the

diffuse scattering from the first diamond and the shape oame temperature. Details appear in the Appendix.

1°k99Q) is intimately related to this aperture effect. Scatter-

ing from the diamonds takes the form @f Bragg scattering, D. Optimization procedure

which is easily removed by digitally masking the image in- ) L ) .

tegration: (i) Compton scattering, which is assumed to be W determmle the normalization facterin Eq.(27) using

independent of pressure and temperature; @ndtempera- e Krogh-Mqé and Normaf¥ method, which makes use of

ture diffuse scatteringTDS), which is far more insidious due the fact that lim_o[ pmo(r)]1=0, lim;_o[sin(Qr)]=Qr, and

to its temperature dependence and anisotropy. TDS in &d-(20) to find

single crystal is concentrated near Bragg peaks giving each Q

peak a broad, temperature-dependent footpriBince the _2772p02f "(0)0%d0. (33)

Bragg and Compton scattering could be treated indepen- 0

dently of temperature or pressure, neither offered particulay,... -

difficulties in obtaining background reference spectra. TDSat(rJ]SgnngorEn?;'i(zlgib(nzg’cgr?)' and(33) to solve fora, we find

on the other hand, necessitates a separate reference spectra

for each sample temperature. Qmax
Obtaining the empty-cell background“99Q) after the —2W2P0+J [J(Q)+S.]1Q%dQ
experiment is often complicated by severe distortion of the a=72, 0 . (39
sample shape due to sample reactivity and diffusion or cata- Qmax **™RQ) _,
strophic failure of the diamond anvils at high temperature. fo WQ dQ
These difficulties, coupled with the need for high- e
temperature reference spectra, led us to develop an alternahere
tive method for background subtraction involving the use of
a solid-sample background. Since we are often interested in E incoh
measurements near freezing, it is very easy to collect solid- Q)
sample reference spectra. Our ideal experimental procedure J(Q)EW- (35
tot' e

entails collecting data along an isothermal pressure scan that
crosses the melting curve. This method of background subgnfortunately, the finite value oR,,., and the lack of
traction relies on the fact that the coherent Scattering in Q(now|edge Ofpo for high-pressure ||qu|ds make the determi-
crystalline solid is confined to narrow Bragg peaks and theyation of @ somewhat uncertain. Due to the domination of
associated TDS. Since the sample Bragg peaks are mughe diamond diffuse background over scattering from the
sharper than any liquid information, they are easily removedample, we also need to determine the scale factorEq.
by peak fitting. The incoherent Compton scattering is the27) with high precision. Accurate direct measurement of the
same in the crystal or the liquid and has been discusse§eam intensity is not currently possible on the beamlines we
above. Unfortunately, TDS from the sample is again a majohave used, so an alternative method for findigas needed.
problem due to its complex momentum and temperature de- we now present a self-consistent, corrective procedure
pendence. In order to compensate approximately for the TDghat addresses all of the above-mentioned problems and even
we chose the most simple description of TDS possible, asallows us to experimentally determing,. Following the
suming that each molecular unit vibrates as a single uni§eneral outline of a method for minimizing errors in the
independently of any other atoms. In this case the TDS igletermination ofy(r) pioneered by Kaplowet al.?® we force
isotropic and proportional to a Debye-Waller factor: the behavior of(r) at smallr (below the firstintermolecu-
lar peak to match the expected behavior for a given sample.

DS s o2 62 (1A We have identified three areas of systematic uncertainty that

Q) =NZ fa(Q)[1—e™#s/~ ], (3D we would like to correct: errors i due to the limitedQ
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range of the integrals in Eq34), errors inf,(Q) due to )
molecular-bonding and charge-transfer effects and erras in 6 B
due to the impossibility of measuring accurate x-ray fluxes in '
our experiments. We assume that errors in these variables 47 i
take the following forms: a=ag(1+Aa), 1£3(Q) = i
=[1/f§_O(Q)][1+Afe(Q)], ands=sy+As, whereAa and = ‘
As are constant, and f,(Q) varies slowly withQ. Using E 04 L
Egs.(18), (21), (27), (28), and(34), we can express the error g \\
in i(Q)=ip(Q)+Ai(Q) to first order inAa, Afy(Q), and = 24 ' -
As as =
_ -4 = F(r) for Argon at 1.1 GPa B
Ai(Q)={Aa— S Af(Q)]+ S(AS)H[Sy(Q)+Io(Q)], N — AR, forAa=001 | |
S N T AF(r),  for As=0.0002
where T T T T T T T T
00 02 04 06 08 1.0 12 14
r (nm)
| MtdQIs@)+35@)1- 2 10%0 |
S[AfL(Q)]= FIG. 3. Effect of errors ina and s compared toF(r)
=47r[p(r)—pg] for argon at 295 K and 1.1 GPa usif@.x
f[so(Q)Ho(Q)]deQ =85 nmr't, py=27.2 atoms/nf ands=1.08347.
_ ATe(Q)S(Q) (37) tances. The contribution tQ) from the interaction of at-
So(Q)+Jo(Q) oms within the same molecule is then
and K.K.[sind. .Q)
si
inra(Q =2 2 —5 |~ (4]
1bkod( Q) 0%d0 ntra b azp Z2, | dpaQ
2 bkg
S(As)= T(Qfe(Q) _ Al Q) ] whered, 4 is the distance between atorpsand q in the
158MR Q) 5 T(Q)I°aMR Q) molecule. Fourier transformin®i, ,(Q) we find that the
f fzo(Q) intramolecular contribution t&(r) is
€l
(38)
KpK Sir[(r_dpq)Qmax]
23 ; . F. (ry= P *q ( ,
Kaplow et al** considered the special case intra % qu WZ'[zotdp,q r—dyq
QAI(Q)=QAaSy(Q)=Aa[Qix(Q)+QS.], (39 B sir{(wdp,q)qmax]] w
as in Eq.(36) whenAf4(Q)=0, As=0, andJo(Q)=0. The r+dpq '

first term in Eq.(39) leads to a simple rescaling &f(r) but
the second, “ramp” term, leads to oscillations at small

according to

This function has peaks at=d, ; and several weaker sec-
ondary peaks broadened according to the cutoff momentum
Qmax- In our calculations for molecular liquids we used the

. gas-phase values fat, , assumed to be pressure indepen-
2S,. | si 0 p.q
AFramp(r):Aa/— n(Q;naxr) _ Qmakc S{Qmaxr) ] dent_ - - - -
™ r r Note that Eq.(41) is not quite correct for polymeric lig-
(400 uids or framework glasses such as Sithere there is addi-
. . tional intermolecular coordination between compositional
Figure 3 showd=(r) for argon at 1.1 GPa as well as this . :
function for Aa=1%. Obviously, for even a 1% error im units. In this case Eq41) must be replaced by

the resultingg(r) is dominated by oscillations due to the )
error in a. These oscillations are unphysical, dominant at Q)= (2= 80 )Npn KpKq|sin(dp,oQ)
smallr, and can be used as an iterative feedback to determine '""® 5 POTFTPQ 72 | dpoQ |’
a corrected value forn(Q). (43

In determining the expected behavior 6fr) at smallr
we must bear in mind that the effective electronic form factorwhereP and Q denote atom types within the compositional
fo(Q) does not account for interference effects between atunit, 5p  is the Kronecker delta functiom is the number
oms in the same molecule. At smallintramolecular peaks of atoms of typeP in the compositional unitne o is the
should appear ifF (r) for molecular samples. Thus, we will number of atoms of typ® at distancedp  from each atom
use a frozen-molecule formulation and assume that eachf type P, and the primed summation denotes the sum over
molecule has a fixed geometry with known interatomic dis-all unique pairs of atom typeB and Q.
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For r less than the minimurmtermolecular contribution S o1 S
t0 gmol(r) (r<rmin) we evaluate the difference between 2 02 L
Foy(r) calculated from Eq(20) and its expected behavior, L 0.1+ B
(0) a0 0.0 P e et
AF )(N)=F (1)~ [Finua(r) =4 pol, (44 = f Argonat L1GPa i
E i=0
where the parenthetical subscripts denote the iteration num- ;
ber. We now inverse Fourier transforfyf o(r) to find the S
term responsible for the smail oscillations[the “ramp” £
term in Eq.(39)],
Mmin .
RaQS.= | = AFg(r)sin(Qrydr, (49)
and extract an improved estimatei¢Q): PR EEEE EE T S S
a0 . b L
1(1)(Q)=i(0)(Q) = A (0)S(0)(Q) =i (0)(Q) Z _28_“,.'/ F v S
1i0(Q) Tmin :5 -40:' ¥ . i _
(0) - 200 :
_ 6[ S +1 fo AF (0)(r)sin(Qr)dr. -
. £ 1004
(46) z
This leads to an improved value B{,)(r) with much better f 0
behavior at smalt. L L
We now extend this analysis to our situation involving 100 Y
errors ina, as well as inf,(Q) ands. Note that the first 00 02 04 06 08 10 12 14
terms in Eqs(37) and (38) are all independent d so that r (nm)
we have, as above, a part that simply sc&lés) and a ramp o _
part that leads to oscillations f(r) at smallr. The second ~ FIG. 4. The structure factd;,(Q) and the distribution function

term in Eq.(37), Af«(Q) is expected to vary slowly i@ and .Here.F(i)(.r) for argon at 1.1 GPa as gfunction of the .ngmber of
behaves similarlﬁ? However, the second term in E8) is iterationsi. Here F(O)(r)_shows oscillations at sm:_:til rem_lnlsgent
Q dependent and contributes a facidf(r) to the function of those due to errors I ands, as shown analy_tlcglly in Fig. 3.
. Note that these oscillations and any other deviations very nearly
F(0)(r). Figure 3 plotsAF(r) for argon at 1.1 GPa assum- converge after only one iteration
ing As=0.0002. Note the similarity of the effects at small '
of errors in @ and s. Relaxing the requirement that the .
Compton scattering correction be negligibl(Q) =0] has X(Zn)(po,S)Ef [AF (n(r)]2dr. (50)
little effect on the analysis as noted originally by Kaplow 0
et al?® Thus, we use the complete expression for the ramp
term given by Eq(36) to obtain an iterative procedure for From this discussion it is not at all apparent thét(po.S)
Fi+1)(r) given an estimate of, ands: is sufficiently well behaved to allow the determination of
eitherp, or s, not to mention both of them. However, it turns
2 (Qmax . _ out that there is a unique, well-defined minimumxifg,) (for
(1) F(i)(r):;fo Qi(Q)siN(QrdQ,  (47) n=<4) and that the variablgs, ands are surprisingly inde-
pendent. This can be seen in Fig. 5 which shows a contour
(2)  AF (N =F (N~ [Finwalr)—4mrpol, (48) plot of X(ZZ) in po-s space for our argon data o
=0.6 GPa and =295 K. The independence pf, andsis
demonstrated by the nearly circular symmetry near the mini-
mum ofx(zz) shown in Fig. 5. In fact, we are able to deter-
mine the minimum with a high degree of precision. Similar
Mmin . results are found for both atomic and molecular liquids.
X fo AF)(r)sin(Qrydr. (49 It should be noted that the method we have described is
very similar to an earlier approach by Gereben and
The convergence of this process is extremely rapid and tw@usztai*?°to determine the density by minimizing? for a
iterations were generally sufficient as shown in Fig. 4. variety of assumed densities in a reverse Monte Carlo
As Kaplowet al?® noted,p, is an independent variable in (RMC) simulation. Gereben and Pusztai found that the mini-
this analysis with a direct influence anand AF ,(r), so  mum x? corresponded within 3% to the actual density. Our
that pg can be extracted by minimizingF ,(r). The opti-  method represents a significant improvement over this RMC
mum value fors can similarly be extracted. Thus, we varied method in that the process is so much faster that we can
the values ofp, and s to minimize AF,(r) using ay? refine bothpy ands in a matter of minutes rather than the
figure of merit: hours required for a single RMC simulation.

i) (Q) i1

1
(3) i+ Q=i Q)— 3 S.+J30(Q)

Q
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FIG. 5. Contour plot of)((zz) as a function of the atomic density

po and the scale factas, for argon at 0.6 GPa. Note th,sgfz) has
been normalized to 1 at the minimum.

E. Effects of finite Qax
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TABLE |. Experimental densities at room temperature and two
pressures for argon determined in this experiment and with a piston-
cylinder device.

PressurdGPa Density (atoms/nif) Density (atoms/nri)

This experiment Ref. 27
0.6 24.2:0.3 24.23
1.1 27.7%0.4 27.74

Figure 7, similarly, shows our determination of the density
for liquid water at 295 K plotted against the Saul-Wagner
equation of staté® The open circles represent an empty-cell
reference, while the solid circles represent a solid-sample
reference. The agreement between the densities obtained us-
ing different references strongly supports the validity of our
solid-sample reference method. The excellent agreement be-
tween our measurements and the equations of state suggests
that our analysis rests on a sound foundation and that it is
possible to measure the density of liquids by x-ray diffrac-
tion to ~3% accuracy in diamond anvil cells. These density
measurements of liquids reported by x-ray diffraction at high

Now we need to address the difficult issue of the effectdressure open an exciting new possibility of directly measur-

of the limitedQ range over whicls,,,(Q) can be measured.
The weighting of the decreasing experimental sigAgll(Q)
by the rapidly increasing factor f(Q) in Eq. (18) makes

ing the equation of state of liquids.
To generate final values f&;,,(Q) andgmq(r) we fixed
po to its final average value and adjustedvhile varying

the highQ signal increasingly noisy and can lead to dramaticQmax OVer & range of values for each spectra. The results are

oscillations near the first peak B(r).?> We tested the sta-
bility of our analysis to varying values a®,,.x between

60 nm ! and 100 nm? and found that the optimum values
of po and s were coupled and varied systematically with
Qmax as shown in Fig. 6 for water very near ambient

pressure®

For our final, reported values @f, we averaged the de-
terminations from all values 00, between reasonable
limits determined by inspection of the resultiBg(Q) and
Imoi(r) spectra (60 NM'<Q,=92.5 nm!). The re-

shown in Figs. 8 and 9 for water. Note tHg,,(Q) is well

ported errors are the standard deviation of these values. Table
| shows the excellent agreement between our determination
of the density and piston—cylinder measurements for af§on.

Pressure (GPa)
0.0 0.2 04 0.6 08 10
1 1 1 | 1 1
— i 9} L
g le © 9 o o ° ., *®
g0 LA M
Z 2__ e © o b N
= e S  J
42 , ‘ ié
@ Solid-Sample Reference é §

(O Empty-Cell Reference

393 E1.04

38 —e— Density i E
] - O- Scale Factor ' E 102

Density, p, (molecules/nmz)
§ ‘10)08] 9[BOS

60 70 80 90 100
Qmm‘ (nm ")

FIG. 6. The optimum density, (left axis and scale factos
(right axig for water at nearly ambient pressuiRef. 26 and tem-
perature as a function d@,,x. The heavy line is the density of
water at ambient conditions.

IS
o

(O3]
o)}

w
=

Py (molecules / nm3)
\¥N]
[ee]
M T R S U R

T
34 36 38 R 40
Pgy (molecules / nm”)

FIG. 7. Our experimental determination of the dengity of
liquid water at 295 K plotted against the Saul-Wagner equation of
state densitygy (Ref. 28. The pressure scale is shown on the top
axis and extends from very nearly 1 bar to above the freezing pres-
sure of 1.0 GPa. The percent-deviation scale shows that our density
determination for liquid water has an accuracy of aba®%.
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FIG. 8. The molecular structure fact8,,(Q) for nearly am-
bient pressurédRef. 26 water determined as a function & ayx

using an empty-cell background subtraction and the experimental

density, po=234.3 molecules/nth Note that the positions of the
peaks and valleys, and the shape of the structure factor are ve
consistent over a wide range @, until the obvious distortions
due to absorption by the MDAC body begin to appearQaf.x
=95 nm L.

behaved over the entire span ©f,,, while g, /(r) shows
oscillations associated with the finit® cutoff whenever
Qmayx Corresponds to a local extremum 8),,,(Q). Since
Shol(Q) changes only slightly withQ,,.,, we believe that
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FIG. 9. F(,(r) for water determined from the structure factors
shown in Fig. 8. Note that the position of the first intermolecular
peak atQ~0.29 nn 1, the next minimum, and the peak width all

decrease a®,,ay iNcreases. In addition, there are strong oscillations

in F)(r) wheneverS;,,(Qmay is a local extrema. All these effects
are due to the finiteQ,,,x cutoff in the Fourier transform of
Smol(Q). In addition, the very detrimental effect of the MDAC
absorption abov®,,,,= 95 nm ™! is clearly seen. Note that the first
peak atr =0.095 nm is due to thatramolecular OH distance and
was forced by our analysis procedyfey. (47)]. The width of this
peak is entirely due to the finit®,,,, according to Eq(42).
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FIG. 10. Results of our experiments on argon at 0.6 and 1.1
GPa.(a) The structure factoB,,(Q). (b) The radial distribution
function gn,0((r), as well as a molecular dynamics simulation of
argon at the experimental densities.

Smol(Q) is relatively unaffected by th@,,,,-cutoff problem.

We believe that our structure factdsg,(Q) obtained in this
way are accurate to the point where obvious problems with
the Spoi(Q) Or thegmo(r) spectra Qmax=92.5 nm'1) be-

gin to appear in Figs. 8 and 9. This is not the caseyfqy(r)
where theQ,,,, cutoff is a serious problem for al,, .-
Even so, a simple way to get a reasonable, if not completely
accurate, g0 (r) is to simply choose the largest value of
Qmax that minimizes the unphysical fringes seen in Fig. 9

(Qmax=85 nmil)-

IV. DISCUSSION

Figure 10 shows our experimental structure fac®(®)
and radial distribution functiong(r) for argon at 0.6 and 1.1
GPa. Theg(r)'s were computed as described above with a
“best” Qmay Of 85 nm 1. As expectedS(Q) andg(r) are
more highly structured as the freezing pressr8 GPa is
approached. Also shown are classical molecular dynamics
simulations ofg(r) using the Aziz pair potenti&l and 512
atoms fixed at the experimental densities. The figure shows
very good agreement between the experimental and theoret-
ical peak positions ig(r) and good agreement in the peak
heights.

Figure 11a) shows our gy (r) for nearly ambient
pressuré® water compared to recent measurements using
x-ray’®18 and neutroft* diffraction, as well as recent first-
principles simulationg? In order to compare our results with
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e L L this view, as does the fact that the integrated intensities of
‘ @ r’gmo(r) are all consistent. All the subsequent broader
: peaks ing,o(r) are in quite good agreement.

To further test our proposition that our determinations of
Smol(Q) are accurate, even though our determinations of

Omol(r) are hampered by th®,,., problem, we compare in

gﬁ:fff‘ y i Fig. 11(b) our measured structure factsf,,(Q) with those
_____ ste}, et. al from the same three data sets. To allow a direct comparison,
— — Schwegler, et. al [- we have performed the inverse Fourier transfEy. (23)]

L L L A B A B
0.0 0.2 0.4 0.6 0.8 1.0
r (nm)

of the gimo(r)’s shown in Fig. 11a). We find that our deter-
mination ofS;,,,(Q) is in excellent agreement with the other
experimental structure factors. All of the peak positions are

1 1 1 1 1
12 ] in good agreement and the peak intensities are very nearly
1.0 so. The small discrepancy in the relative and total intensities
08_‘ of the primary doublet is entirely consistent with a small
s (~0.05 GPa) applied pressafeaccording to our and pre-
5 067 vious high-pressure measuremetit3here is a distinct dif-
“ 04_' —— Our data i ference between the experiments and simulation in the posi-
] / - Hura, et. al : tion of the third peak near 72 nm, but overall, the
027, o ggﬁf;égeltéflet al agreement in the variol8,,,(Q)’s is very good.
0.0 LE" i Based upon the comparisons shown in Fig. 11 we feel
0 20 40 60 80 100 confident that our determinations of the structure factor
Q (nm™) Smol(Q) are reliable. In the future, we plan to determine the

radial distribution functiorg,,o(r) in a more robust way to

FIG. 11. Results of our experiments on nearly ambient pressurg|iminate theQ,,.« problem. We are presently examining
(Ref. 26 water and comparison to other recent experiments by, : . - -
Hura and co-workergéRefs. 30 and 18and Sopeet al, (Ref. 3] several approaches including fitting to a basis seg()

. 18 . . . .
and to first-principles simulation&Ref. 32. (a) Comparisons for functions;” the minimum-noise algomhrﬁl’ and aQ-space

Omoi(r) are to the linear combinations of reported site-site distriby-coNntinuation method
tion functions according to E@22. (b) Comparisons t&,,(Q) are
made to the Fourier transform of the respectiyg,(r)’s according

to EqQ. (23). The intensity discrepancy between dbi,(Q) and V. CONCLUSION
other experimental determinations is consistent with the existence o .
of a small residual pressur®£0.05 GPa). We have performed a quantitative measurements of a lig-

uid structure factor in a DAC. In order to account for the

temperature-dependent background scattering of the dia-
previous results we have plotted the linear combinations ofnond anvil we have developed a solid-sample background
reported site-site distribution functions according to &2).  subtraction procedure that substantially improves the experi-
The “best” Qmay Used to find ougy, (r) was 80 nm*so  mental procedure. Due to the substantial diffuse scattering
that the coefficients areKo=8.96, Ky=0.52, andS.  (Compton and TDSfrom the diamond anvil, we were forced
=0.808. The first peak in oW () atr=0.095 nmisthe {5 develop a iterative analysis procedure for our measure-
intramolecular-OH peak imposed by our analydis). (47)]  ments. A fortuitous by-product of this analysis is that the
and was not actually measured by us or in any other diffracp,,\ gensity of the fluid can be measured, thereby eliminat-
tion eXPe””;ef?tS' but it was f_ound in the f|r§t prInCIIOIeSing a free parameter in all previous studies of high-pressure
simulations>* Since the broadening of this peak in our anally'fluid diffraction. We have demonstrated that the density can
sis is entirely due to th@ma Cutoff, its width gives a good be measured to within about 3% in liquid argon and water.

representation of our experimental resolutiorrirrhe sec- - : . .
ond peak atr=0.18 nm is theintermolecular—OH peak This is an accurate and direct method for measuring fluid
X Sguations of state in a DAC.

measured in the neutron experiments and the simulations, b . .
We have performed extensive tests of our analytical

not in the x-ray experiments. We could find no reliable way ;
to introduce this peak in our analysis, and our data are insufmethod and believe that our resultant structure factors are
ficient to measure it. The dominant peak in @,(r) at highly accurate. At this time, we have not obtained radial

r~0.28 nm is too broad, too weak, and at too higbom- distribution functions with similar accuracy due to Qg4
pared to the other functions. However, we believe that thesBroblem, but many methods have been previously developed
inconsistencies can be explained by our fitg,, since the ~and we are confident that these methods applied to our
other experiments were analyzed to explicitly eliminate theSmoi(Q) measurements will yield good results. Ultimately,
Qmax Problem by fitting to a basis set g{r) functioné®and ~ we hope to employ reverse Monte Carlo algoritfifite bet-

by a minimum-noise algorithrit The similarity in peak ter determine the structure of our samples. RMC algorithms
width of the peaks at=0.095 and 0.28 nm lends support to require quantitatively accurate structure factors that have
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FIG. 13. The measured spectrd®?{Q) for H,O at ambient
conditions; the solid background signal at 1.1 GP43%(Q); the
corrected solid-background spectt&“99Q), given in Eq.(AL);

Lind a subsequently obtained empty-cell-background spectra,
loxd9(Q). Note the strong similarity between the corrected solid-
background spectra and the empty-cell-background spectra. This
reementcannotbe obtained without explicitly considering the

S of the sample.

FIG. 12. Contour plot oﬁ((zz) as a function of the diffuse scat-
tering intensityN/«’ and the mean-square displacemé,mf), for
metastable liquid water at 1.11 GPa and 295 K using a solid ice V
reference spectra taken at 1.08 GPa. Note )Jﬁgt has been nor-
malized to 1 at the minimum.

previously been impossible to measure at high pressures. It &
our hope that our analysis will providg,,(Q)’s at high
pressures and temperatures of sufficient accuracy to permit
structural studies of novel fluids at very extreme conditionsthen averaged the values B e’ and(u3) so obtained to
find a corrected background spectrum for use in the analysis.
ACKNOWLEDGMENTS In this way we were able to obtain reliable background spec-
tra from our solid-sample reference spectra for use on liquid
We acknowledge the European Synchrotron Radiation Fagpectra at similar temperatures. As an example, Fig. 13
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One final caution should be mentioned at this point: the
APPENDIX

The equation to correct a solid-background reference By = T
spectrum for diffuse scattering from the solid is given by Eq. 1.0 -/ 3
(32) (reproduced belopwand includes Compton and tempera- 3 E
ture diffuse scattering terms: 0.8_3 _

NT . ~ 0.6 3

1P499Q) = 12445 Q) — )[Z (o) it

“ i 043 — Solid Background 3

- iy Empty Background E

— 7%, f2(Q)[1—e (kQ J] . (A1) 024

We treatN/«' and(u?2) as free parameters to be optimized. B e —

Figure 12 shows a contour map of the optimiz\efg) versus 0 20 40 o0 80 100
N/a' and(,uﬁ) for room-temperature liquid water at nearly 0 Q(m-)

GPa(Ref. 26 and a solid reference at 1.1 GPa. Note thatthe £ 14, structure factors of ambient condition® calculated

contour shape is far from circular, but that there is a ,We”'using the empty-cell and corrected-solid background spectra with
defined minimum. We found the optimum values Nfa Qmax=80 nm 1. The structure factors are very similar which is

and (u2) by minimizing X?z) for several spectra at or near only the case when the solid background is very carefully corrected
the same temperature using a single reference spectrum. Ve described in this appendix.

174105-11



EGGERT, WECK, LOUBEYRE, AND MEZOUAR PHYSICAL REVIEW B5 174105

isotropic form of the TDS used in Eq$32) and (Al) is is always true at lowQ. We found that very careful peak
really only appropriate in the case of a powder sample witHitting was necessary to subtract the TDS sidebands near the
many diffraction peaks distributed @ so that the anisotropy first Bragg peaks in the region &f near the dominant liquid

in the TDS is effectively averaged otrOur approach must peak. Fortunately, the TDS intensity is weak at snqa#nd

be used with extreme caution if the solid is nearly a singlecareful attention the peak subtraction was sufficient to obtain
crystal or if there are few diffraction peaks in the vicinity, as the results shown in Figs. 13 and 14.
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