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Quantitative structure factor and density measurements of high-pressure fluids
in diamond anvil cells by x-ray diffraction: Argon and water
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We report quantitatively accurate high-pressure, structure-factor measurements of fluids in diamond anvil
cells ~DAC’s! using x-ray diffraction. In the analysis of our diffraction data, we found it possible~and neces-
sary! to determine the density directly. Thus, we also present a diffraction-based determination of the equation
of state for fluid water. The analysis of these measurements is difficult since the diamond anvils are many times
as thick as the sample and excessive care must be taken in the background subtraction. Due to the novel nature
of the experiment and the complexity of the analysis, this paper is concerned primarily with a careful expo-
sition of our analytical methods. Our analysis is applicable to both atomic and molecular fluids and glasses, and
we present results for the structure factor and density of two relatively low-Z liquids: argon and water. In order
to validate our methods we present an extensive comparison of our measurements on water atP.0 in a DAC
to recent state-of-the-art x-ray and neutron diffraction experiments and to first-principles simulations at ambi-
ent conditions.

DOI: 10.1103/PhysRevB.65.174105 PACS number~s!: 62.50.1p, 61.20.2p, 61.10.2i
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I. INTRODUCTION

The study of the structure of liquids at high pressure a
temperature has been a long-standing goal in high-pres
research. With the maturation of third-generation synch
tron sources this goal is now attainable.1–3 As with many
new techniques applied at high pressure, the extraction
structural information at high pressure has led immedia
to novel and interesting physics, as demonstrated by the
cent observation of a first-order liquid-liquid phase transit
in phosphorus at 1 GPa and 1000 K in a large-volume pre1

A major difficulty with liquid diffraction at high pressure
is the large background signal generated by the pressure
sel. In large-volume presses this can be overcome u
energy-dispersive diffraction and careful spatial filtering
the scattered radiation1 or using angle-dispersive diffractio
and precise Soller slits.4 Neither approach is possible wit
the much smaller sample volumes required for diamo
anvil-cell ~DAC! studies. Thus, while qualitative estimates
peak positions in the radial distribution function have be
obtained in glasses,6,5 quantitative structural information ha
never before been obtained in DAC experiments. Hig
quality structure-factor determinations are critical to succe
ful interpretation of the structure of liquids at extreme co
ditions, and it was the goal of the present research to ob
such data.

Most of the recent work on the structure of liquids at hi
pressure and temperature has been done on solids~at ambient
conditions! like phosphorous,1 iron,2 selenium,3 or GeSe2.7 It
is our desire to study relatively low-Z molecular systems
such as argon, H2O, O2, and CO2 because of their high com
pressibility, complex solid structures, dissociation, and el
tronic and ionic transitions. These liquids and gases~at am-
bient conditions! can be easily loaded into a DAC but a
very difficult to study in large-volume presses. Unfort
0163-1829/2002/65~17!/174105~12!/$20.00 65 1741
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nately, the low scattering intensity of low-Z materials and the
small sample size in DAC experiments make these stu
extraordinarily difficult. Even so, we report the measu
ments and analysis that have allowed us to extract accu
structure factors of both atomic and molecular liquids fro
DAC experiments. In order to analyze our data we ha
found it possible and necessary to directly determine the d
sity from the diffraction measurements. Thus, our expe
ments yield both structural and equation-of-state inform
tion. This paper will be aimed primarily at presenting o
analysis, with very detailed results given at several press
for two relatively low-Z materials—argon and water—t
demonstrate the accuracy of the method.

II. EXPERIMENT

Using standard procedures, we loaded high–purity ar
and water samples into specially modified membra
diamond-anvil cells8 ~MDAC’s! with large-angle acces
(2umax536°) as shown in Fig. 1. The diamond–anvil sea
were made of boron to give high x-ray transmission over
full aperture of the DAC’s. The pressure was measured us
the temperature-corrected hydrostatic ruby pressure sc9

While we will only present results for room-temperature e
periments, we have performed experiments up to 800 K~Ref.
10! and we will discuss the analytical difficulties present
by high temperatures.

We performed angle-dispersive x-ray diffraction on t
ID09 and ID30 beamlines at the European Synchrotron
diation Facility ~ESRF!. We used a doubly focused mono
chromatic beam with wavelengthl50.3738 Å , allowing a
maximum momentum transfer ofQmax54p sinumax/l
;100 nm21. The beam was focused to a diameter betwe
20 and 80mm depending on the sample size to avoid a
contamination of the spectra by diffraction from the gask
We used two types of on–line scanning image-plate de
©2002 The American Physical Society05-1
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tors: a FASTSCAN~Ref. 11! and a MAR345~Ref. 12!. The
sample-detector distance and the detector tilt angles w
measured using powder diffraction from a silicon standa
The x-ray beam was 99% horizontally polarized, and all g
metric and polarization corrections were made during
angular integration by the programFIT2D.13,14

Since temperature diffuse scattering from the diamond
vils varies with temperature, it is necessary to use a ba
ground reference spectra at the same temperature as
sample. Thus, we found it useful to develop a way to util
both empty-cell and solid-sample reference spectra. To
tain empty–cell backgrounds we generally had to dis
semble the MDAC and reposition the cell as accurately
possible, while obtaining a solid-sample reference merely
volved raising the pressure to above freezing. To elimin
Bragg diffraction from the diamonds we masked the Bra
peaks before performing the angular integrations, be
sure to use the same mask for all spectra in an experim
For the solid-sample backgrounds we eliminated the Br
peaks from the sample by peak fitting after the angular in
gration. Typical exposure times were from 1 to 10 min
achieve high exposure over the image plates while avoid
saturation.

III. ANALYSIS

Since the diffuse scattering in a DAC experiment is dom
nated by background scattering~by one or two orders of
magnitude at largeQ), the analysis is necessarily differe
than for most liquid diffraction experiments where bac
ground scattering is minimized. Thus we will give a detail
derivation and very general equations applicable to m
atomic, molecular, polymeric, and alloy liquids so that o
results can be clearly interpreted. While we will refer to
liquid sample, our method can be applied to any amorph
material. The following two sections present a very stand
treatment of liquid diffraction in monatomic and polyatom
samples~e.g., Ref. 15!, but are included here to define ou
subsequent notation and to allow proper comparison of

FIG. 1. Diagram of the membrane-diamond-anvil cell~MDAC!.
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results with other x-ray and neutron diffraction experimen
and with simulations.

A. Monatomic case

The Debye scattering equation16,15 gives the spherically
averaged coherent x-ray scattering fromN disordered atoms
as

I coh~Q!5(
m

N

(
n

N

f m~Q! f n~Q!
sinQrmn

Qrmn
, ~1!

whereQ54p sinu/l is the scattering momentum,f m(Q) is
the atomic form factor for atomm, and r mn is the distance
between atomsm andn. We first restrict ourselves to a mon
atomic liquid of identical atoms and separate the terms w
m5n to find

I coh~Q!5N f2~Q!S 11 (
nÞm

sinQrmn

Qrmn
D . ~2!

We define an average atomic density functionr(r ) such that
r(r )dV[^rm(r mn)dVn&S is the average number of atom
centers in the volume elementdV at distancer from a central
atom, and rewrite the summation as an integral over
x-ray-illuminated sample volumeS:

I coh~Q!5N f2~Q!H 11E
S
r~r !

sinQr

Qr
dVJ . ~3!

Adding and subtracting an average atomic densityr0 ~con-
stant inS, and 0 elsewhere! we find

I coh~Q!5N f2~Q!H 11E @r~r !2r0#
sinQr

Qr
dV

1E r0

sinQr

Qr
dVJ , ~4!

where the integrals are now over all space. The last term
this equation represents the scattering from a hypothe
object with the shape of the sample and a constant den
This ‘‘central scattering,’’ occurs at such small angles tha
is generally blocked along with the direct beam. Thus, we
left with the experimentally observable coherent scatter
from N disordered atoms:

I coh~Q!5N f2~Q!H 11E
0

`

@r~r !2r0#
sinQr

Qr
4pr 2drJ .

~5!

The structure factor is defined as

S~Q![
I coh~Q!

N f2~Q!
511E

0

`

@r~r !2r0#
sinQr

Qr
4pr 2dr.

~6!

Using the Fourier integral theorem we can transform t
equation to find
5-2
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F~r ![4pr @r~r !2r0#5
2

pE0

Qmax
Qi~Q!sin~Qr !dQ,

~7!

where i (Q)5S(Q)21. This expression is exact forQmax
5`, but any experiment must have a finiteQmax leading to
extraneous peaks and a broadenedr(r ). We shall consider
the effects of this finite-cutoff error later.

B. Polyatomic case

For polyatomic liquids, we first define a composition
unit, the choice of which is obvious for stoichiometric com
positions and can be fractional for alloys~with appropriate
interpretations made for theintramolecular summations!.
Equation~2! then becomes

I coh~Q!5N(
p

f p
2~Q!1(

m
(

nÞm
f m~Q! f n~Q!

sinQrmn

Qrmn
,

~8!

whereN is now the total number of compositional units
the sample. We have adopted the convention thatp and q
index atoms within a compositional unit, whilem andn in-
dex all atoms inS. As before, we can form an integral equ
tion by defining average atomic density functionsrp,q(r )
such thatrp,q(r )dV[^rp(r p,q)dVq&S is the average numbe
of atom centers of typeq in the volume elementdV at a
distancer from an atom of typep:

I coh~Q!5N(
p

f p
2~Q!

1N(
p

(
q
E

S
f p~Q! f q~Q!rp,q~r !

sinQr

Qr
dV.

~9!

We now define several effective parameters in order to re
mulate this in terms of an effective molecular density fun
tion. We define an effective electronic form factor

f e~Q![
( f p~Q!

Ztot
, ~10!

an effective atomic number

Kp~Q![
f p~Q!

f e~Q!
, ~11!

and an effective molecular density function

rmol~Q,r ![
( ( Kp~Q!Kq~Q!rp,q~r !

Ztot
2

, ~12!

where Ztot5(Zp5(Kp(Q) is the total atomic number o
the compositional unit, and we use the analytic tabulation
Hajdu17 to evaluate the atomic form factorsf p(Q). With
these definitions, Eq.~9! becomes
17410
l
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I coh~Q!5N fe
2~Q!H(

p
Kp

2~Q!

1Ztot
2 E

S
rmol~Q,r !

sinQr

Qr
dVJ . ~13!

Unfortunately, sincermol(Q,r ) is a function of bothQ andr,
we cannot directly transform this equation to find the m
lecular density as we did for Eq.~3! in the atomic case.

Instead, we will adopt a standard approximation th
while detracting from the exactness of the treatment, gi
useful results and allows us to proceed.15 We remove theQ
dependence ofKp(Q) by defining an average effectiv
atomic number over theQ range at which we are working:

Kp[^Kp~Q!&Q . ~14!

As an example, for water withQmax585 nm21, KO andKH
are 9.00 and 0.50, respectively, while forQmax595 nm21

they are 9.08 and 0.46@note that in the case ofmonatomic
molecules such as oxygen,Kp(Q) is not a function ofQ and
the approximation is exact#. The effective molecular density
function also loses itsQ dependence,

rmol~r ![
( ( KpKqrp,q~r !

Ztot
2

, ~15!

and Eq.~13! becomes

I coh~Q!5N fe
2~Q!H(

p
Kp

21Ztot
2 E

S
rmol~r !

sinQr

Qr
dVJ ,

~16!

which canbe Fourier transformed. As in the atomic case,
define an average molecular densityr0, ignore the small-
angle central scattering and find

I coh~Q!5N fe
2~Q!H(

p
Kp

21Ztot
2

3E
0

`

@rmol~r !2r0#
sinQr

Qr
4pr 2drJ . ~17!

The molecular structure factor is now identified as

Smol~Q!5
I coh~Q!

NZtot
2 f e

2~Q!

5S`1E
0

`

@rmol~r !2r0#
sinQr

Qr
4pr 2dr, ~18!

where

S`[
( Kp

2

Ztot
2

, ~19!

and we can Fourier transform the equation to find
5-3
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F~r ![4pr @rmol~r !2r0#5
2

pE0

Qmax
Qi~Q!sin~Qr !dQ,

~20!

where

i ~Q!5Smol~Q!2S` . ~21!

We can easily identify our effective molecular radial d
tribution functiongmol(r ) and note that Eq.~15! allows us to
express it as a linear combination of the partial radial dis
bution functionsgp,q(r ):

gmol~r ![
rmol~r !

r0
5(

p
(

q

KpKq

Ztot
2

gp,q~r !. ~22!

Likewise,

Smol~Q![(
p

(
q

KpKq

Ztot
2 ~Sp,q~Q!21!1S` , ~23!

where

Sp,q~Q![11r0E
0

`

~gp,q~r !21!
sinQr

Qr
4pr 2dr. ~24!

These equations enable us to quantitatively compare ou
sults to simulations and to isotropic-substitution neutr
scattering experiments. We note that unlike other accu
x-ray diffraction analysis at ambient pressure which rely
neutron scattering determinations ofgp,q(r ) in their
analysis,18 ours is completely self-contained.

Our definition of f e(Q) ignores the effects of charg
transfer and covalent bonding. Although we could for
charge transfer by tweaking theKp’s, at high pressures we
generally have no criteria~such as dipole moment data! for
doing so, and we still would be left with the spherical char
approximation.18 However, as will be discussed below, w
used a self-consistent procedure to ‘‘optimize’’f e(Q) which
compensates somewhat for these and other effects.

C. Data treatment

We can separate the experimentally measured scatt
intensityI meas(Q) into sample and background contributio
modified by several factors:

I meas~Q!5T~Q!I samp~Q!1sIbkgd~Q!, ~25!

whereT(Q) ands are DAC transmission and scale facto
respectively,I bkgd(Q) is the empty-cell background scatte
ing, and

I samp~Q!5
1

Na F I coh~Q!1N(
p

I p
incoh~Q!G ~26!

is the total scattering from the sample, wherea is the nor-
malization factor to put the signal into atomic units a
I p

incoh(Q) is the incoherent~Compton! scattering from atoms
of type p in the sample computed using the analytic atom
17410
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formulas given by Hajdu.17 Thus, the experimental determ
nation of I coh(Q) appearing in Eq.~17! is given by

I coh~Q!5NFaI samp~Q!2(
p

I p
incoh~Q!G ~27!

and

I samp~Q!5
I meas~Q!2sIbkgd~Q!

T~Q!
. ~28!

I meas(Q) and I bkgd(Q) are obtained byf integration of
the image-plate signal including a polarization correction

I S Q5
4p sin~u!

l D5E
0

2p I ~2u,f!

P~2u,f!
df, ~29!

where

P~2u,f!5Ai@sin2~f!1cos2~f!cos2~2u!#

1A'@cos2~f!1sin2~f!cos2~2u!# ~30!

is the polarization correction for partially-polarized x-ra
radiation19 whereAi andA' are the relative x-ray intensitie
in the primary and perpendicular polarization directions,
spectively,u is the scattering angle, andf is the azimuthal
angle from the primary polarization direction. At the ESR
the x rays are 99% polarized and the polarization correc
was applied by the image analysis softwareFIT2D.13 T(Q)
was computed based on our DAC geometry, the absorp
coefficients of diamond, and the boron seats~corrected for
known impurity concentrations! as shown in Fig. 2.T(Q)
was greater than 0.90 for allQ, and reasonable errors in th
magnitude and shape ofT(Q) had no affect on our results
Since the sample absorption is small for our wavelength
since DAC experiments have very thin samples, we did
correct for sample absorption~however, this could easily be

FIG. 2. The calculated transmission functionT(Q) for the
MDAC shown in Fig. 1 with a diamond anvil thickness of 2.5 m
anda530°. Note that there are three distinct regions: I, the sam
diffraction is only absorbed by the diamond anvil; II, the samp
diffraction is absorbed by the diamond anvil and the angled par
the boron seat~this is not a step function because the cell is d
signed to optimize thev isible optical access to the sample, takin
into account the refractive index of the diamond anvil!; III, the
sample diffraction is absorbed by the diamond anvil and the bo
seat.
5-4
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QUANTITATIVE STRUCTURE FACTOR AND DENSITY . . . PHYSICAL REVIEW B65 174105
incorporated if found necessary for high-Z materials!. Fi-
nally, we smoothedI samp(Q) using a cubic-spline smoothin
routine20 which allows the amount of smoothing to vary as
function of Q.

The proper determination of the reference backgrou
spectra is probably the most difficult aspect of making a
analyzing these measurements. An inherent limitation o
DAC experiment is that scattering from the diamond anv
dominates the signal. We attempted to minimize the ba
ground signal by using thick samples~up to 100 mm) and
thin diamond anvils~down to 500 mm), but diffuse scatter-
ing from the diamonds was still dominant by more than
order of magnitude. Great care must be exercised in coll
ing the reference spectra with the gasket-hole shape,
and position identical to that used for the liquid spectra. T
is because the metallic gasket serves as an aperture fo
diffuse scattering from the first diamond and the shape
I bkgd(Q) is intimately related to this aperture effect. Scatt
ing from the diamonds takes the form of~i! Bragg scattering,
which is easily removed by digitally masking the image
tegration;~ii ! Compton scattering, which is assumed to
independent of pressure and temperature; and~iii ! tempera-
ture diffuse scattering~TDS!, which is far more insidious due
to its temperature dependence and anisotropy. TDS i
single crystal is concentrated near Bragg peaks giving e
peak a broad, temperature-dependent footprint.15 Since the
Bragg and Compton scattering could be treated indep
dently of temperature or pressure, neither offered partic
difficulties in obtaining background reference spectra. TD
on the other hand, necessitates a separate reference s
for each sample temperature.

Obtaining the empty-cell backgroundI bkgd(Q) after the
experiment is often complicated by severe distortion of
sample shape due to sample reactivity and diffusion or c
strophic failure of the diamond anvils at high temperatu
These difficulties, coupled with the need for hig
temperature reference spectra, led us to develop an alte
tive method for background subtraction involving the use
a solid-sample background. Since we are often intereste
measurements near freezing, it is very easy to collect so
sample reference spectra. Our ideal experimental proce
entails collecting data along an isothermal pressure scan
crosses the melting curve. This method of background s
traction relies on the fact that the coherent scattering i
crystalline solid is confined to narrow Bragg peaks and
associated TDS. Since the sample Bragg peaks are m
sharper than any liquid information, they are easily remov
by peak fitting. The incoherent Compton scattering is
same in the crystal or the liquid and has been discus
above. Unfortunately, TDS from the sample is again a ma
problem due to its complex momentum and temperature
pendence. In order to compensate approximately for the T
we chose the most simple description of TDS possible,
suming that each molecular unit vibrates as a single
independently of any other atoms. In this case the TDS
isotropic and proportional to a Debye-Waller factor:15

I TDS~Q!5NZtot
2 f e

2~Q!@12e2^ms
2&Q2

#, ~31!
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where^ms
2& is the mean-square component of the displa

ment of the molecular units in the scattering direction. T
total diffuse scattering arising from Compton scattering a
TDS can thus be subtracted from the solid-sample ba
ground to give an effective empty-cell background

I bkgd~Q!5I solid
bkgd~Q!2

NT~Q!

a8
H(

p
I p

incoh~Q!

2Ztot
2 f e

2~Q!@12e2^ms
2&Q2

#J . ~32!

a8 is simply a normalization factor to convert from atom
units to experimental intensity. We evaluate bothN/a8 and
^ms

2& by making use of the analysis described in the n
section applied to several experimental liquid spectra at
same temperature. Details appear in the Appendix.

D. Optimization procedure

We determine the normalization factora in Eq. ~27! using
the Krogh-Moe21 and Norman22 method, which makes use o
the fact that limr→0@rmol(r )#50, limr→0@sin(Qr)#5Qr, and
Eq. ~20! to find

22p2r05E
0

Qmax
i ~Q!Q2dQ. ~33!

Using Eqs.~18!, ~21!, ~27!, and~33! to solve fora, we find
the normalization factor

a5Ztot
2

22p2r01E
0

Qmax
@J~Q!1S`#Q2dQ

E
0

QmaxI samp~Q!

f e
2~Q!

Q2dQ

, ~34!

where

J~Q![
( I p

incoh~Q!

Ztot
2 f e

2~Q!
. ~35!

Unfortunately, the finite value ofQmax and the lack of
knowledge ofr0 for high-pressure liquids make the determ
nation of a somewhat uncertain. Due to the domination
the diamond diffuse background over scattering from
sample, we also need to determine the scale factors in Eq.
~27! with high precision. Accurate direct measurement of t
beam intensity is not currently possible on the beamlines
have used, so an alternative method for findings was needed.

We now present a self-consistent, corrective proced
that addresses all of the above-mentioned problems and
allows us to experimentally determiner0. Following the
general outline of a method for minimizing errors in th
determination ofg(r ) pioneered by Kaplowet al.,23 we force
the behavior ofF(r ) at smallr ~below the firstintermolecu-
lar peak! to match the expected behavior for a given samp
We have identified three areas of systematic uncertainty
we would like to correct: errors ina due to the limitedQ
5-5



in
i

b

r

l

is

e
a
i

to
a

ll
a
is

-
tum
e
n-

al

al

ver

EGGERT, WECK, LOUBEYRE, AND MEZOUAR PHYSICAL REVIEW B65 174105
range of the integrals in Eq.~34!, errors in f e(Q) due to
molecular-bonding and charge-transfer effects and errorss
due to the impossibility of measuring accurate x-ray fluxes
our experiments. We assume that errors in these varia
take the following forms: a5a0(11Da), 1/f e

2(Q)
5@1/f e0

2 (Q)#@11D f e(Q)#, and s5s01Ds, whereDa and
Ds are constant, andD f e(Q) varies slowly withQ. Using
Eqs.~18!, ~21!, ~27!, ~28!, and~34!, we can express the erro
in i (Q)5 i 0(Q)1D i (Q) to first order inDa, D f e(Q), and
Ds as

D i ~Q!5$Da2d@D f e~Q!#1d~Ds!%@S0~Q!1J0~Q!#,
~36!

where

d@D f e~Q!#[
E D f e~Q!@S0~Q!1J0~Q!~12Ztot

2 !#Q2dQ

E @S0~Q!1J0~Q!#Q2dQ

2
D f e~Q!S0~Q!

S0~Q!1J0~Q!
~37!

and

d~Ds![

DsE I bkgd~Q!

T~Q! f e0
2 ~Q!

Q2dQ

E I samp~Q!

f e0
2 ~Q!

Q2dQ

2
DsIbkgd~Q!

T~Q!I samp~Q!
.

~38!

Kaplow et al.23 considered the special case

QD i ~Q!5QDaS0~Q!5Da@Qi0~Q!1QS̀ #, ~39!

as in Eq.~36! whenD f e(Q)50, Ds50, andJ0(Q)50. The
first term in Eq.~39! leads to a simple rescaling ofF(r ) but
the second, ‘‘ramp’’ term, leads to oscillations at smalr
according to

DFramp~r !5Da
2S`

p Fsin~Qmaxr !

r 2
2

Qmaxcos~Qmaxr !

r G .

~40!

Figure 3 showsF(r ) for argon at 1.1 GPa as well as th
function for Da51%. Obviously, for even a 1% error ina
the resultingg(r ) is dominated by oscillations due to th
error in a. These oscillations are unphysical, dominant
smallr, and can be used as an iterative feedback to determ
a corrected value fori (Q).

In determining the expected behavior ofF(r ) at smallr
we must bear in mind that the effective electronic form fac
f e(Q) does not account for interference effects between
oms in the same molecule. At smallr, intramolecular peaks
should appear inF(r ) for molecular samples. Thus, we wi
use a frozen-molecule formulation and assume that e
molecule has a fixed geometry with known interatomic d
17410
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tances. The contribution toi (Q) from the interaction of at-
oms within the same molecule is then

i intra~Q!5(
p

(
qÞp

KpKq

Ztot
2 Fsin~dp,qQ!

dp,qQ G , ~41!

where dp,q is the distance between atomsp and q in the
molecule. Fourier transformingQip,q(Q) we find that the
intramolecular contribution toF(r ) is

Fintra~r !5(
p

(
qÞp

KpKq

pZtot
2 dp,q

H sin@~r 2dp,q!Qmax#

r 2dp,q

2
sin@~r 1dp,q!Qmax#

r 1dp,q
J . ~42!

This function has peaks atr 5dp,q and several weaker sec
ondary peaks broadened according to the cutoff momen
Qmax. In our calculations for molecular liquids we used th
gas-phase values fordp,q assumed to be pressure indepe
dent.

Note that Eq.~41! is not quite correct for polymeric liq-
uids or framework glasses such as SiO2 where there is addi-
tional intermolecular coordination between composition
units. In this case Eq.~41! must be replaced by

i intra~Q!5(
P,Q

8~22dP,Q!nPnP,Q

KPKQ

Ztot
2 Fsin~dP,QQ!

dP,QQ G ,
~43!

whereP andQ denote atom types within the composition
unit, dP,Q is the Kronecker delta function,nP is the number
of atoms of typeP in the compositional unit,nP,Q is the
number of atoms of typeQ at distancedP,Q from each atom
of type P, and the primed summation denotes the sum o
all unique pairs of atom typesP andQ.

FIG. 3. Effect of errors ina and s compared toF(r )
54pr @r(r )2r0# for argon at 295 K and 1.1 GPa usingQmax

585 nm21, r0527.2 atoms/nm3, ands51.083 47.
5-6
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For r less than the minimumintermolecular contribution
to gmol(r ) (r ,r min) we evaluate the difference betwee
F (0)(r ) calculated from Eq.~20! and its expected behavior

DF (0)~r !5F (0)~r !2@Fintra~r !24prr0#, ~44!

where the parenthetical subscripts denote the iteration n
ber. We now inverse Fourier transformDF (0)(r ) to find the
term responsible for the smallr oscillations @the ‘‘ramp’’
term in Eq.~39!#,

Da (0)QS̀ 5E
0

r min
DF (0)~r !sin~Qr !dr, ~45!

and extract an improved estimate ofi (Q):

i (1)~Q!5 i (0)~Q!2Da (0)S(0)~Q!5 i (0)~Q!

2
1

Q F i (0)~Q!

S`
11G E

0

r min
DF (0)~r !sin~Qr !dr.

~46!

This leads to an improved value ofF (1)(r ) with much better
behavior at smallr.

We now extend this analysis to our situation involvin
errors in a, as well as inf e(Q) and s. Note that the first
terms in Eqs.~37! and ~38! are all independent ofQ so that
we have, as above, a part that simply scalesF(r ) and a ramp
part that leads to oscillations inF(r ) at smallr. The second
term in Eq.~37!, D f e(Q) is expected to vary slowly inQ and
behaves similarly.23 However, the second term in Eq.~38! is
Q dependent and contributes a factorDFs(r ) to the function
F (0)(r ). Figure 3 plotsDFs(r ) for argon at 1.1 GPa assum
ing Ds50.0002. Note the similarity of the effects at smalr
of errors in a and s. Relaxing the requirement that th
Compton scattering correction be negligible@J0(Q)50# has
little effect on the analysis as noted originally by Kaplo
et al.23 Thus, we use the complete expression for the ra
term given by Eq.~36! to obtain an iterative procedure fo
F ( i 11)(r ) given an estimate ofr0 ands:

~1! F ( i )~r !5
2

pE0

Qmax
Qi ( i )~Q!sin~Qr !dQ, ~47!

~2! DF ( i )~r !5F ( i )~r !2@Fintra~r !24prr0#, ~48!

~3! i ( i 11)~Q!5 i ( i )~Q!2
1

Q F i ( i )~Q!

S`1J0~Q!
11G

3E
0

r min
DF ( i )~r !sin~Qr !dr. ~49!

The convergence of this process is extremely rapid and
iterations were generally sufficient as shown in Fig. 4.

As Kaplowet al.23 noted,r0 is an independent variable i
this analysis with a direct influence ona and DF (n)(r ), so
that r0 can be extracted by minimizingDF (n)(r ). The opti-
mum value fors can similarly be extracted. Thus, we varie
the values ofr0 and s to minimize DF (n)(r ) using a x2

figure of merit:
17410
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o

x (n)
2 ~r0 ,s![E

0

r min
@DF (n)~r !#2dr. ~50!

From this discussion it is not at all apparent thatx (n)
2 (r0 ,s)

is sufficiently well behaved to allow the determination
eitherr0 or s, not to mention both of them. However, it turn
out that there is a unique, well-defined minimum inx (n)

2 ~for
n&4) and that the variablesr0 ands are surprisingly inde-
pendent. This can be seen in Fig. 5 which shows a con
plot of x (2)

2 in r0-s space for our argon data atP
50.6 GPa andT5295 K. The independence ofr0 ands is
demonstrated by the nearly circular symmetry near the m
mum of x (2)

2 shown in Fig. 5. In fact, we are able to dete
mine the minimum with a high degree of precision. Simil
results are found for both atomic and molecular liquids.

It should be noted that the method we have describe
very similar to an earlier approach by Gereben a
Pusztai24,25 to determine the density by minimizingx2 for a
variety of assumed densities in a reverse Monte Ca
~RMC! simulation. Gereben and Pusztai found that the m
mum x2 corresponded within 3% to the actual density. O
method represents a significant improvement over this R
method in that the process is so much faster that we
refine bothr0 and s in a matter of minutes rather than th
hours required for a single RMC simulation.

FIG. 4. The structure factorS( i )(Q) and the distribution function
Here F ( i )(r ) for argon at 1.1 GPa as a function of the number
iterationsi. HereF (0)(r ) shows oscillations at smallr reminiscent
of those due to errors ina ands, as shown analytically in Fig. 3
Note that these oscillations and any other deviations very ne
converge after only one iteration.
5-7
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E. Effects of finite Qmax

Now we need to address the difficult issue of the effe
of the limitedQ range over whichSmol(Q) can be measured
The weighting of the decreasing experimental signalI coh(Q)
by the rapidly increasing factor 1/f e

2(Q) in Eq. ~18! makes
the high-Q signal increasingly noisy and can lead to drama
oscillations near the first peak inF(r ).23 We tested the sta
bility of our analysis to varying values ofQmax between
60 nm21 and 100 nm21 and found that the optimum value
of r0 and s were coupled and varied systematically wi
Qmax as shown in Fig. 6 for water very near ambie
pressure.26

For our final, reported values ofr0 we averaged the de
terminations from all values ofQmax between reasonabl
limits determined by inspection of the resultingSmol(Q) and
gmol(r ) spectra (60 nm21<Qmax<92.5 nm21). The re-
ported errors are the standard deviation of these values. T
I shows the excellent agreement between our determina
of the density and piston–cylinder measurements for argo27

FIG. 5. Contour plot ofx (2)
2 as a function of the atomic densit

r0 and the scale factors, for argon at 0.6 GPa. Note thatx (2)
2 has

been normalized to 1 at the minimum.

FIG. 6. The optimum densityr0 ~left axis! and scale factors
~right axis! for water at nearly ambient pressure~Ref. 26! and tem-
perature as a function ofQmax. The heavy line is the density o
water at ambient conditions.
17410
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Figure 7, similarly, shows our determination of the dens
for liquid water at 295 K plotted against the Saul-Wagn
equation of state.28 The open circles represent an empty-c
reference, while the solid circles represent a solid-sam
reference. The agreement between the densities obtaine
ing different references strongly supports the validity of o
solid-sample reference method. The excellent agreemen
tween our measurements and the equations of state sug
that our analysis rests on a sound foundation and that
possible to measure the density of liquids by x-ray diffra
tion to ;3% accuracy in diamond anvil cells. These dens
measurements of liquids reported by x-ray diffraction at h
pressure open an exciting new possibility of directly meas
ing the equation of state of liquids.

To generate final values forSmol(Q) andgmol(r ) we fixed
r0 to its final average value and adjusteds while varying
Qmax over a range of values for each spectra. The results
shown in Figs. 8 and 9 for water. Note thatSmol(Q) is well

TABLE I. Experimental densities at room temperature and t
pressures for argon determined in this experiment and with a pis
cylinder device.

Pressure~GPa! Density (atoms/nm3) Density (atoms/nm3)
This experiment Ref. 27

0.6 24.260.3 24.23
1.1 27.760.4 27.74

FIG. 7. Our experimental determination of the densityr0 of
liquid water at 295 K plotted against the Saul-Wagner equation
state densityrSW ~Ref. 28!. The pressure scale is shown on the t
axis and extends from very nearly 1 bar to above the freezing p
sure of 1.0 GPa. The percent-deviation scale shows that our de
determination for liquid water has an accuracy of about63%.
5-8
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behaved over the entire span ofQmax while gmol(r ) shows
oscillations associated with the finiteQ cutoff whenever
Qmax corresponds to a local extremum inSmol(Q). Since
Smol(Q) changes only slightly withQmax, we believe that

FIG. 8. The molecular structure factorSmol(Q) for nearly am-
bient pressure~Ref. 26! water determined as a function ofQmax

using an empty-cell background subtraction and the experime
density, r0534.3 molecules/nm3. Note that the positions of the
peaks and valleys, and the shape of the structure factor are
consistent over a wide range ofQmax until the obvious distortions
due to absorption by the MDAC body begin to appear atQmax

595 nm21.

FIG. 9. F (2)(r ) for water determined from the structure facto
shown in Fig. 8. Note that the position of the first intermolecu
peak atQ;0.29 nm21, the next minimum, and the peak width a
decrease asQmax increases. In addition, there are strong oscillatio
in F (2)(r ) wheneverSmol(Qmax) is a local extrema. All these effect
are due to the finiteQmax cutoff in the Fourier transform of
Smol(Q). In addition, the very detrimental effect of the MDAC
absorption aboveQmax595 nm21 is clearly seen. Note that the firs
peak atr 50.095 nm is due to theintramolecular OH distance and
was forced by our analysis procedure@Eq. ~47!#. The width of this
peak is entirely due to the finiteQmax according to Eq.~42!.
17410
Smol(Q) is relatively unaffected by theQmax-cutoff problem.
We believe that our structure factorsSmol(Q) obtained in this
way are accurate to the point where obvious problems w
the Smol(Q) or thegmol(r ) spectra (Qmax592.5 nm21) be-
gin to appear in Figs. 8 and 9. This is not the case forgmol(r )
where theQmax cutoff is a serious problem for allQmax.
Even so, a simple way to get a reasonable, if not comple
accurate,gmol(r ) is to simply choose the largest value
Qmax that minimizes the unphysical fringes seen in Fig.
(Qmax585 nm21).

IV. DISCUSSION

Figure 10 shows our experimental structure factorsS(Q)
and radial distribution functionsg(r ) for argon at 0.6 and 1.1
GPa. Theg(r )’s were computed as described above with
‘‘best’’ Qmax of 85 nm21. As expected,S(Q) andg(r ) are
more highly structured as the freezing pressure~1.3 GPa! is
approached. Also shown are classical molecular dynam
simulations ofg(r ) using the Aziz pair potential29 and 512
atoms fixed at the experimental densities. The figure sh
very good agreement between the experimental and the
ical peak positions ing(r ) and good agreement in the pea
heights.

Figure 11~a! shows our gmol(r ) for nearly ambient
pressure26 water compared to recent measurements us
x-ray30,18 and neutron31 diffraction, as well as recent first
principles simulations.32 In order to compare our results wit

tal

ry

r

s

FIG. 10. Results of our experiments on argon at 0.6 and
GPa.~a! The structure factorSmol(Q). ~b! The radial distribution
function gmol(r ), as well as a molecular dynamics simulation
argon at the experimental densities.
5-9
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previous results we have plotted the linear combinations
reported site-site distribution functions according to Eq.~22!.
The ‘‘best’’ Qmax used to find ourgmol(r ) was 80 nm21 so
that the coefficients areKO58.96, KH50.52, and S`

50.808. The first peak in ourgmol(r ) at r 50.095 nm is the
intramolecular-OH peak imposed by our analysis@Eq. ~47!#
and was not actually measured by us or in any other diffr
tion experiments, but it was found in the first principl
simulations.32 Since the broadening of this peak in our ana
sis is entirely due to theQmax cutoff, its width gives a good
representation of our experimental resolution inr. The sec-
ond peak atr 50.18 nm is theintermolecular–OH peak
measured in the neutron experiments and the simulations
not in the x-ray experiments. We could find no reliable w
to introduce this peak in our analysis, and our data are in
ficient to measure it. The dominant peak in ourgmol(r ) at
r;0.28 nm is too broad, too weak, and at too highr com-
pared to the other functions. However, we believe that th
inconsistencies can be explained by our finiteQmax since the
other experiments were analyzed to explicitly eliminate
Qmax problem by fitting to a basis set ofg(r ) functions18 and
by a minimum-noise algorithm.31 The similarity in peak
width of the peaks atr 50.095 and 0.28 nm lends support

FIG. 11. Results of our experiments on nearly ambient pres
~Ref. 26! water and comparison to other recent experiments
Hura and co-workers~Refs. 30 and 18! and Soperet al., ~Ref. 31!
and to first-principles simulations~Ref. 32!. ~a! Comparisons for
gmol(r ) are to the linear combinations of reported site-site distri
tion functions according to Eq.~22. ~b! Comparisons toSmol(Q) are
made to the Fourier transform of the respectivegmol(r )’s according
to Eq. ~23!. The intensity discrepancy between ourSmol(Q) and
other experimental determinations is consistent with the existe
of a small residual pressure (P,0.05 GPa).
17410
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this view, as does the fact that the integrated intensities
r 2gmol(r ) are all consistent. All the subsequent broad
peaks ingmol(r ) are in quite good agreement.

To further test our proposition that our determinations
Smol(Q) are accurate, even though our determinations
gmol(r ) are hampered by theQmax problem, we compare in
Fig. 11~b! our measured structure factorSmol(Q) with those
from the same three data sets. To allow a direct compari
we have performed the inverse Fourier transform@Eq. ~23!#
of the gmol(r )’s shown in Fig. 11~a!. We find that our deter-
mination ofSmol(Q) is in excellent agreement with the othe
experimental structure factors. All of the peak positions
in good agreement and the peak intensities are very ne
so. The small discrepancy in the relative and total intensi
of the primary doublet is entirely consistent with a sma
(;0.05 GPa) applied pressure26 according to our and pre
vious high-pressure measurements.33 There is a distinct dif-
ference between the experiments and simulation in the p
tion of the third peak near 72 nm21, but overall, the
agreement in the variousSmol(Q)’s is very good.

Based upon the comparisons shown in Fig. 11 we f
confident that our determinations of the structure fac
Smol(Q) are reliable. In the future, we plan to determine t
radial distribution functiongmol(r ) in a more robust way to
eliminate theQmax problem. We are presently examinin
several approaches including fitting to a basis set ofg(r )
functions,18 the minimum-noise algorithm,31 and aQ-space
continuation method.33

V. CONCLUSION

We have performed a quantitative measurements of a
uid structure factor in a DAC. In order to account for th
temperature-dependent background scattering of the
mond anvil we have developed a solid-sample backgro
subtraction procedure that substantially improves the exp
mental procedure. Due to the substantial diffuse scatte
~Compton and TDS! from the diamond anvil, we were force
to develop a iterative analysis procedure for our measu
ments. A fortuitous by-product of this analysis is that t
bulk density of the fluid can be measured, thereby elimin
ing a free parameter in all previous studies of high-press
fluid diffraction. We have demonstrated that the density c
be measured to within about 3% in liquid argon and wa
This is an accurate and direct method for measuring fl
equations of state in a DAC.

We have performed extensive tests of our analyti
method and believe that our resultant structure factors
highly accurate. At this time, we have not obtained rad
distribution functions with similar accuracy due to theQmax

problem, but many methods have been previously develo
and we are confident that these methods applied to
Smol(Q) measurements will yield good results. Ultimate
we hope to employ reverse Monte Carlo algorithms34 to bet-
ter determine the structure of our samples. RMC algorith
require quantitatively accurate structure factors that h

re
y

-

ce
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previously been impossible to measure at high pressures.
our hope that our analysis will provideSmol(Q)’s at high
pressures and temperatures of sufficient accuracy to pe
structural studies of novel fluids at very extreme conditio
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APPENDIX

The equation to correct a solid-background refere
spectrum for diffuse scattering from the solid is given by E
~32! ~reproduced below! and includes Compton and temper
ture diffuse scattering terms:

I bkgd~Q!5I solid
bkgd~Q!2

NT~Q!

a8
H(

p
I p

incoh~Q!

2Ztot
2 f e

2~Q!@12e2^ms
2&Q2

#J . ~A1!

We treatN/a8 and^ms
2& as free parameters to be optimize

Figure 12 shows a contour map of the optimizedx (2)
2 versus

N/a8 and^ms
2& for room-temperature liquid water at nearly

GPa~Ref. 26! and a solid reference at 1.1 GPa. Note that
contour shape is far from circular, but that there is a we
defined minimum. We found the optimum values ofN/a8
and ^ms

2& by minimizing x (2)
2 for several spectra at or nea

the same temperature using a single reference spectrum

FIG. 12. Contour plot ofx (2)
2 as a function of the diffuse scat

tering intensityN/a8 and the mean-square displacement^ms
2&, for

metastable liquid water at 1.11 GPa and 295 K using a solid ice
reference spectra taken at 1.08 GPa. Note thatx (2)

2 has been nor-
malized to 1 at the minimum.
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We

then averaged the values ofN/a8 and ^ms
2& so obtained to

find a corrected background spectrum for use in the analy
In this way we were able to obtain reliable background sp
tra from our solid-sample reference spectra for use on liq
spectra at similar temperatures. As an example, Fig.
shows the results of such an analysis. The background s
tra obtained from solid and empty cells are seen to be v
similar and Fig. 14 shows the structure factor obtained us
the two backgrounds, respectively. The value of the optim
density obtained from each background was 33.860.5 and
34.361.1 molecules/nm3, while the expected value is
33.5 molecules/nm3.

One final caution should be mentioned at this point:

I

FIG. 13. The measured spectraI meas(Q) for H2O at ambient
conditions; the solid background signal at 1.1 GPa,I solid

bkgd(Q); the
corrected solid-background spectra,I bkgd(Q), given in Eq. ~A1!;
and a subsequently obtained empty-cell-background spe
I empty

bkgd (Q). Note the strong similarity between the corrected sol
background spectra and the empty-cell-background spectra.
agreementcannot be obtained without explicitly considering th
TDS of the sample.

FIG. 14. Structure factors of ambient condition H2O calculated
using the empty-cell and corrected-solid background spectra
Qmax580 nm21. The structure factors are very similar which
only the case when the solid background is very carefully correc
as described in this appendix.
5-11
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isotropic form of the TDS used in Eqs.~32! and ~A1! is
really only appropriate in the case of a powder sample w
many diffraction peaks distributed inQ so that the anisotropy
in the TDS is effectively averaged out.15 Our approach mus
be used with extreme caution if the solid is nearly a sin
crystal or if there are few diffraction peaks in the vicinity,
-
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17410
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is always true at lowQ. We found that very careful pea
fitting was necessary to subtract the TDS sidebands nea
first Bragg peaks in the region ofQ near the dominant liquid
peak. Fortunately, the TDS intensity is weak at smallQ and
careful attention the peak subtraction was sufficient to ob
the results shown in Figs. 13 and 14.
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Häusermann, High Press. Res.14, 235 ~1996!.
15B. E. Warren,X-Ray Diffraction~Addison-Wesley, Reading, MA

1969!.
16P. Debye, Ann. Phys.~Leipzig! 46, 809 ~1915!.
17F. Hajdu, Acta Crystallogr., Sect. A: Cryst. Phys., Diffr., Theo

Gen. Crystallogr.A28, 250 ~1972!.
18J. M. Sorenson, G. Hura, R. M. Glaeser, and T. Head-Gordon
-

-

rt,

s.

r-

.

J.

Chem. Phys.113, 9149~2000!.
19As as long as the x-ray energy is much less than the electron

mass, the Klein-Nishina equation for the polarization dep
dence of incoherent Compton scattering reduces to Eq.~30! for
the polarization dependence of coherent scattering. Thus,
polarization correction can be applied to the coherent and in
herent scattering simultaneously.

20C. H. Reinsch, Numer. Math.10, 177 ~1967!. As implemented in
the programIGOR PROby WaveMetrics, www.wavemetrics.com

21J. Krogh-Moe, Acta Crystallogr.9, 951 ~1956!.
22N. Norman, Acta Crystallogr.10, 370 ~1957!.
23R. Kaplow, S. L. Strong, and B. L. Averbach, Phys. Rev.138,

A1336 ~1965!.
24O. Gereben and L. Pusztai, Phys. Rev. B50, 14 136~1994!.
25O. Gereben and L. Pusztai, Phys. Chem. Liq.31, 159 ~1996!.
26Our sample was confined in the DAC with no applied force an

measured pressure of 060.05 GPa. However, it is highly likely
that some small pressure remained.

27D. H. Liebenberg, R. L. Mills, and J. C. Bronson, J. Appl. Phy
45, 741 ~1974!.

28A. Saul and W. Wagner, J. Phys. Chem. Ref. Data18, 1537
~1989!.

29R. A. Aziz, J. Chem. Phys.99, 4518~1993!.
30G. Hura, J. M. Sorenson, R. M. Glaeser, and T. Head-Gordon

Chem. Phys.113, 9140~2000!.
31A. K. Soper, F. Bruni, and M. A. Ricci, J. Chem. Phys.106, 247

~1997!.
32E. Schwegler, G. Galli, and F. Gygi, Phys. Rev. Lett.84, 2429

~2000!.
33A. V. Okhulkov, Y. N. Demianets, and Y. E. Gorbaty, J. Chem

Phys.100, 1578~1994!.
34R. L. McGreevy and L. Pusztai, Mol. Simul.1, 359 ~1988!.
5-12


