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Kinetic roughening of GaAs„001… during thermal Cl 2 etching
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The surface morphology of Cl2-etched GaAs~001! is measured as a function of etch time by atomic force
microscopy and elastic light scattering. A flat surface is found to become rougher during the etch whereas a
textured substrate becomes smoother. We have numerically simulated this behavior. It is found that the evo-
lution of surface roughness at length scales between 50 nm and 5mm can be described with excellent

accuracy by a continuum equation for the surface heighth(xW ,t), which is given by dh/dt5n¹2h
2l/2(¹h)22K¹4h1h, whereh is a random noise input.

DOI: 10.1103/PhysRevB.65.155315 PACS number~s!: 68.55.2a, 81.15.Aa, 81.65.Cf
rn
itio

pr
at
t
ro

ca
d
it
in

tic
ro

se
ta
c
o
n
o
t

u
ub
-
o

u
hi
ce
tin
ed
e
hi

u
ie
d
ys
th
ce
th
ua

ive
oef-
lly
en-

ier
e
on

es.
ling
or-

ers

ch

te
ire
al
a-

wn

ain
thin
ate

hy-
s is

the
ace
mi-

e
m,
ere-
an
t.

re-
a

cal-

no
of
Typical processes in nanofabrication involve the patte
ing of surfaces by various etching techniques, and depos
or regrowth of thin films on these patterned substrates
create three-dimensional nanostructures. In the etching
cess, atoms on the surface chemically react and form vol
etch products. The chemical reactions and the removal of
etch products from the surface are inherently random p
cesses, which are subject to fluctuations on the atomic s
Surface roughness at mesoscopic length scales create
these fluctuations sets an ultimate limit to the precision w
which nanostructures can be fabricated by chemical etch
processes. It is, therefore, of great fundamental and prac
importance to gain a quantitative understanding of this p
cess.

The reaction of GaAs~001! with molecular chlorine is one
of the most widely studied and employed etching proces
In recent years, much progress has been made in unders
ing the adsorption of halogens on semiconductor surfa
and in identifying the main reactions that are taking place
the surface.1–4 In contrast, little is known about the evolutio
of surface roughness during the etch. It was found early
by optical microscopy that the thermal chlorine etch leads
a smooth surface at a substrate temperature of 300 °C, b
a lower (150 °C) or higher temperature (500 °C) the s
strate becomes rough5. Scanning tunneling microscopy stud
ies of GaAs~110! surfaces show that halogen etching pr
ceeds by formation of one layer deep etch patches.6 In this
work, we report a quantitative description of the etched s
face morphology using a continuum etch equation. In t
approach, the discrete nature of the atoms on the surfa
averaged out and the surface height is taken to be a con
ous functionh(xW ,t) whose time rate of change can be relat
to various spatial derivatives ofh. Possible terms that can b
included in a continuum equation have been derived wit
the framework of kinetic roughening theory.7–9 Generally, in
the limit of long times and large length scales, these eq
tions lead to surfaces with characteristic scaling propert
and most experimental studies to date have concentrate
determining the relevant scaling coefficients for a given s
tem. However, a sufficiently wide range of time and leng
scales to obtain reliable scaling exponents is often not ac
sible experimentally. In this work we demonstrate that
comparison of numerical simulations of the continuum eq
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tions with the experimental data provides a comprehens
test of the theory even in cases where reliable scaling c
ficients cannot be obtained experimentally. An especia
useful measure for this comparison is the power spectral d
sity ~PSD!, which is defined as the square of the Four
transform ofh. We remark that the scaling properties of th
particular equation used in this work depend sensitively
various saturation and crossover times and length scal10

To obtain accurate measurements of the predicted sca
behavior one would need an experiment that spans five
ders of magnitude in interface width and more than 20 ord
of magnitude in time.10

Etching experiments were carried out in a UHV et
chamber attached to a V80H molecular-beam epitaxy~MBE!
system. Thermal Cl2 etching was performed at a substra
temperature of 200 °C measured with a thermocouple w
on the heater, which was originally calibrated by optic
band-gap thermometry11 to read the actual sample temper
ture. The etch chamber has a base pressure of 531029 Torr
and etching was performed at a partial Cl2 pressure of 1
31024 Torr. Under these conditions the etch rate is kno
to be limited by the Cl2 flux incident on the sample,5 and the
surface remains visually smooth during the etch. To obt
smooth starting surfaces that are free of contaminants,
GaAs films were grown by solid source MBE at a substr
temperature of 550 °C under an As2 overpressure. Prior to
growth the native oxide was removed using an atomic
drogen etch. The surface morphology of these grown film
known to be very smooth ('0.2 nm rms roughness!.12 After
growth the samples were transferred under UHV into
etch chamber without intermediate exposure to air. Surf
roughness was measured by tapping mode atomic force
croscopy ~AFM! after removing the samples from th
vacuum system. The radius of the AFM tip is about 30 n
which tends to round off the smallest surface features. Th
fore the PSD is cut off at spatial frequencies greater th
about 150mm21, where tip effects may become importan

In Fig. 1 we show the PSDs as a function of spatial f
quency for etch times of 1 min and 30 min obtained from
series of different sized AFM scans of each sample. We
culate the PSD in the@110# and@11̄0# crystal directions and
then plot the average of the two directions since there is
visible anisotropy of the surface morphology. After 1 min
©2002 The American Physical Society15-1
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etching, the surface has become significantly rougher
short length scales but has hardly changed for spatial
quencies smaller than about 10mm21. After 30 min of etch-
ing, the sample is much rougher at large length sca
whereas for spatial frequencies of more than 80mm21 the
PSD has remained unchanged. We note that the limi
slope at large spatial frequencies of the PSD on a log-log
is close to24. This behavior is expected for a fourth-ord
linear continuum equation.7 At lower spatial frequencies th
PSD exhibits a rounded shape with a lower slope. This s
gests that the surface evolution can be described by an e
tion of the form

]h

]t
5n¹2h2

l

2
~“h!22K¹4h1h, ~1!

whereh(xW ,t) is a noise input that represents fluctuations
the surface height due to random processes present d
the etch. PSDs of simulations, based on a numerical solu
of this equation using AFM images of the grown thin film
a starting condition, are also shown in Fig. 1 for comparis
The parameters used in the simulations aren54 nm2/s, K
5600 nm4/s, andl51 nm/s.

The agreement with experiment is excellent over the
tire range of spatial frequencies probed by the AFM. N
that the we have usedl equal to the etch rate, which i
expected theoretically if the etch propagates along the lo
surface normal. There is, however, no clear indication for
presence of the nonlinearity from either the AFM images
the PSDs obtained from them, as settingl50 does not sig-
nificantly change the results of the simulations. This is
pected as even the surface that was etched for 30 min h
rms roughness of only'0.8 nm, while the nonlinearity is
expected to play a dominant role only for a rms roughn
larger than 2n/l58 nm.13

Nonconservative noise is included in the simulations
the same way as described in Ref. 12. The amplitude of

FIG. 1. PSDs of GaAs surfaces after 1 min and 30 min
etching compared to simulations based on Eq.~1! using the param-
eters given in the text. The PSD of the starting surface is a
shown.
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noise added in each time step is described by a constanG,
which we use as a fitting parameter. For noise that origina
from the random removal of individual atoms during th
etch, corresponding to our etch rate of 1 nm/s,G51. In our
simulations we useG512, as discussed below.

On the left side of Fig. 2 we show two AFM images o
surfaces after 1 min and 30 min of etching corresponding
the PSDs shown in Fig. 1. After the 1-min etch the image
dominated by short length scale roughness, which, after
longer etch time, evolves to a larger length scale correspo
ing to a shift in the correlation length. For the 1-min etch, t
rms surface roughness caused by the atomic scale noi
about 0.8% of the etch depth. The images are compare
simulations using Eq.~1! with the parameters given abov
~images on the right side of Fig. 2!. The simulations repro-
duce the dominant surface structures well. The simulation
the 30-min etch~top right! shows slightly more roughness a
low spatial frequencies than the experimental AFM ima
~top left!. This is visible both in the image and in the PSD
Fig. 1.

The model can be tested further with samples that hav
different initial surface morphology, namely, the mound
surface of a GaAs thin film grown on a substrate from wh
the native oxide was removed by thermal desorption prio
growth rather than by an atomic H etch.12 An AFM image of
this starting surface is shown in the top part of Fig. 3. T
mounds are elongated along the@11̄0# crystal direction and
have a height of approximately 3 nm. In the middle part
Fig. 3 we show a simulation of a 10-min-long etch with E
~1! using the same parameters as given above and the A
image of the grown buffer layer as an initial condition. O
short length scales the morphology of this simulated surf
looks very similar to those shown in Fig. 2, but at lon
length scales the remnants of the mounds are still cle
visible after the etch. The experiment confirms this pred

f

o

FIG. 2. Surface morphologies of GaAs thin films etched for
min ~top! and for 1 min~bottom!. AFM images~left column! are
compared to simulations using Eq.~1! with the parameters given in
the text ~right column!. The size of all images is 5mm35 mm
and the gray scale is 1.5 nm for the top pictures and 0.7 nm for
bottom pictures.
5-2
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KINETIC ROUGHENING OF GaAs~001! DURING . . . PHYSICAL REVIEW B65 155315
tion, as shown in the bottom part of Fig. 3, which depicts
AFM image of a surface etched for 10 min under the sa
conditions as before. Note that the sample orientation is
ferent for the top and the bottom images. This explains
different direction of elongation of the mounds. The fact th
the long length scale mound structure with an amplitude
'3 nm remains nearly unchanged after an approxima
600-nm-deep etch is a remarkable experimental fact that
important implications for maskless pattern transfer
chemical etching processes.

To quantify the agreement between experiment and si
lations, Fig. 4 shows the PSDs of the surfaces seen in Fi
The mounds on the surface lead to a characteristic br
peak at low spatial frequencies (q&10 mm21). The agree-
ment between the experimental PSD and that obtained f
the simulation is excellent. They both show that the pe
originating from the mounds on the surface is not chan
by the etch whereas there is significant surface roughenin
high spatial frequencies (q*10 mm21). The power of the
surface roughness at short length scales has the sameq de-
pendence as for the surfaces obtained by etching a flat in
surface. This can be seen by comparing an experimental
obtained in the same way as those in Fig. 1, which is sho
in Fig. 4 as open circles.

We have further investigated the evolution of a random
textured starting surface during the etch. This starting surf
was obtained by a standard thermal-desorption process
substrate temperature of 610 °C under an As overpressu
the MBE growth chamber. This process is known to crea
surface that is randomly textured with submicron sized p
with depths of up to 30 nm.12 An AFM scanline of this
starting surface is shown in Fig. 5~a!. The samples were the
moved into the etch chamber where thermal Cl2 etching was

FIG. 3. AFM image of the mounded surface of a GaAs thin fi
~top!, and a simulation of a 10-min-long etch with Eq.~1! using the
AFM image above as an initial condition~middle!. The same pa-
rameters were used in this simulation as in the previous ones.
tom: An AFM image obtained from a surface etched for 10 m
under the same conditions as described before but with a mou
starting surface. The size of all images is 10mm33.3 mm and the
gray scale is 3.5 nm.
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performed under the same conditions as described abov
is found that the pits on the surface become wider and s
lower during the etch, which can be seen in Fig. 5~c!. This is
consistent with the behavior expected from the line
smoothing terms in Eq.~1!. In fact, a good fit to the surface
profile can be obtained with the same parameters as use
the flat starting surface, as shown in Fig. 5~b!. Note that the
AFM scanline was used as an initial condition for the sim
lations whereas the scanline of the etched surface was
essarily obtained from a different sample.

The smoothening of the textured surface can also be
served by using real-time elastic light scattering~ELS!. For

t-

ed

FIG. 4. Comparison of simulated and experimentally obtain
PSDs of the surfaces corresponding to the images in Fig. 3.
large broad peak at low spatial frequencies corresponds to
mounds on the surface. For comparison, the open circles show
experimental PSD of a 10-min etched surface but with the smoo
initial condition that is shown in Fig. 1.

FIG. 5. ~a! AFM scanline of the textured starting surface o
tained by a thermal-desorption process,~b! simulations using Eq.
~1! with the same parameters as before in comparison to a sca
of a surface etched for 20 min under the same conditions as
scribed before~c!. The scanlines are offset for clarity.
5-3
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these experiments, light from a He:Ne laser was inciden
the sample during the etch and the diffusely scattered l
from the sample surface was measured with a photom
plier tube~PMT! fitted with a wavelength selective filter us
ing lock-in techniques. The etch chamber has four viewpo
with line of sight to the sample at different angles allowi
for different measurement geometries. In this way we
able to probe surface roughness at spatial frequenciesq of
16 mm21, 9 mm21, and 6 mm21. In the limit of surface
roughness that is much smaller than the wavelength of
incident light ~632 nm in our case!, the scattered intensity
measured by the PMT is directly proportional to the PSD
the surface at the spatial frequency probed.14

Results of the ELS measurements of the smoothenin
the textured surface at three different spatial frequencies
shown in Fig. 6 on a logarithmic scale and compared
simulations using Eq.~1!. For a purely linear etch equation
an exponential decay to the equilibrium value of the P
with a q-dependent rate constant given by (nq21Kq4)
would be expected. Since a small amount of light scatte
inside the etch chamber contributes to the measured in
sity, we have subtracted a constant background from the
nal. Again we have used the same parameter set to obta
excellent fit for the initial smoothening of the pits. For the
parameters the second-order linear term dominates
smoothening at the length scales probed in the ELS meas
ments. Clearly, the dependence of the smoothening rat
the spatial frequency is well described by this term. We a
note that there is a small deviation from the purely expon
tial decay at the early stage of the measurements. This i
cates the presence of nonlinear terms in the etch equa
The inclusion of the nonlinearity in our simulations do
improve the fit to the data although the effect is quite sm
The nonlinear term is more important in this case than in
roughening experiments because the initial surface rou

FIG. 6. Elastic light-scattering signals recorded during etch
of a textured surface for three different spatial frequencies o
logarithmic scale~dotted!. Results from simulations using Eq.~1!
are shown as dashed lines.
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ness~5 nm rms! is comparable to 2l/n58 nm. One might
expect that other nonlinear or nonlocal effects not includ
in Eq. ~1! could also be important for the evolution of
textured surface. We mention here the shadow effec15

which, for the case of etching, leads to addition
smoothening.16 This may explain the initially faster than ex
ponential decay of the ELS signal at 16mm21, a feature
that was observed quite consistently in the course of the E
measurements.

Having identified an equation that describes the surf
evolution of GaAs~001! during thermal chlorine etching, it is
important to consider the physical meaning of the vario
terms in Eq.~1!. First, the second-order linear termn¹2h
describes the effect of different desorption rates of ato
depending on a surface chemical potential that is prop
tional to the curvature of the surface.7 For the etching pro-
cess, which proceeds by desorption of atoms from the
face, the presence of this term is expected. Even though
have only weak evidence for the nonlinearity (l/2)(“h)2, as
it is overshadowed by the linear terms, its presence is
pected for etching that propagates along the local surf
normal. The fourth-order linear termK¹4h is known to arise
from surface diffusion of atoms driven by a curvature dep
dent chemical potential.17 The exact species of molecule
that are diffusing on the surface is not important for this te
to be present as long as they contain Ga or As. The sur
reactions in the etching process are very complex. Howe
for the etch conditions chosen for our measurements, i
known that the chlorination proceeds stepwise from
monochlorides to the trichlorides.1 We believe that the dif-
fusing species on the surface are As or Ga chlorides,
though it is not known which of the chlorides are the impo
tant ones. Finally, the random noise inputh corresponds to
the random desorption process of atoms leaving the surf
To fit the data it was necessary to use a value forh 12 times
larger than expected from the random removal of surf
atoms at the etch rate. The origin of the excess noise is
known, however, the noise term in Eq.~1! increases with the
size of the surface unit cell. We speculate that the exc
noise is due to atomic scale correlations, namely, that
atoms are removed in patches. This is consistent with S
studies of etched surfaces.6

In conclusion, we have shown that the surface evolut
of GaAs~001! during thermal chlorine etching can be acc
rately described by a simple stochastic differential equat
for the surface height. In particular, we use the same eq
tion to model quantitatively both the roughening of an in
tially flat surface due to atomic scale noise and the smoo
ening of a textured starting surface. The results provid
stringent experimental test for the kinetic roughening the
as well as new insights into the mechanism of thermal2
etching of GaAs.

We thank Richard Mar for assistance with some of t
AFM scans, and NSERC and the BC Science Council~M.A.!
for financial support.
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