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Proposed experiments to grow nanoscalep-n junctions
and modulation-doped quantum wires and dots

V. Narayan and M. Willander
Physical Electronics and Photonics, Department of Physics, Fysikgra¨nd 3, University of Go¨teborg, Göteborg, Sweden

and Chalmers University of Technology, S-412 96 Go¨teborg, Sweden
~Received 9 October 2001; published 14 March 2002!

We propose and model several experiments where the field effect defined by split gates is used to restrict
acceptors and donors to regions of a semiconductor layer. The nonlinear potential defined by split gates
restricts positive donors to the center of the layer, whereas the negative acceptors localize near the edges. The
Arrhenius equation modified to include effects of the external and internal fields is used to calculate time- and
position-dependent impurity hopping probabilities for Monte Carlo simulations of the experiments. The results
show that at high doping levels, the internal field resists high concentrations of net charge, and ‘‘flattens’’ the
doping profile. In addition, we perform Monte Carlo simulations, where the split gates move relative to the
semiconductor sample, to demonstrate how regions of a semiconductor layer can be cleared of unwanted
impurities. Finally, we discuss how a ‘‘chessboard’’ arrangement of square gates can be employed to create
modulation-doped quantum dot arrays.
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I. INTRODUCTION

The electronic and optical properties of modulation dop
semiconductor heterostructures,1 quantum wires,2 and quan-
tum dots3,4 has attracted a great deal of interest, both th
retically and experimentally. These structures all have
gions that are selectively doped, a common feature sh
with conventional devices such asp-n ~Ref. 5! diodes and
heterojunction bipolar transistors~HBT’s!.6,7 Typical struc-
tures are grown using a combination of molecular-beam
itaxy ~MBE!, ion implantation, and selective masking of a
eas, to createn- andp-doped regions.8 The contamination of
areas by unwanted impurities can occur, subsequently
grading device performance. It is well known that the imp
rities ionize at high temperature, then randomly diffu
through the crystal. These charged particles may be acc
ated by an external potential9–11 ~usually linear!, allowing a
measure of control of the doping profile. A recent promisi
paper demonstrates that an electrically conducting scan
probe microscopy tip can be used to fabricatenm scale
p-n-p junctions.12 Recently, we have proposed an expe
ment and performed supporting Monte Carlo simulatio
where doping profiles in semiconductor layers are contro
by a nonlinear potential defined by split gates.13

The split gates defined an approximately harmo
potential,14 accelerating the impurities to the potenti
minima. Our model includes both the internal and exter
fields, and can predict the equilibrium and nonequilibriu
impurity profiles as a function of temperature, external vo
age, and initial doping profile. The imhomogenous distrib
tion of impurities gives rise to an internal field that will cau
considerable broadening of the doping profile15 at high dop-
ing levels. In this paper, we apply the model for a semic
ductor layer containing both donors and acceptors. Th
oppositely charged particles shall be accelerated in oppo
directions by the external field, hence a natural separatio
particles occurs resulting in the creation ofp-n junctions.
0163-1829/2002/65~12!/125330~6!/$20.00 65 1253
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The ‘‘sharpness’’ of the doping profile shall be limited by th
internal potential, which in turn depends on the impur
concentration gradient.

In addition, we consider an experiment where the s
gates can be moved relative to the semiconductor sam
during heat treatment. The external voltage will sweep aw
unwanted impurities from regions of the semiconductor.
aim to demonstrate the concept rather than carry out an
haustive study, which is best performed in parallel with f
ture experiments. The split gates which can be moved m
perhaps be constructed by borrowing and modifying stand
scanning tunneling microscopy~STM! ~Refs. 16 and 17!
technology. The time dependence of the external poten
can be easily incorporated into the Monte Carlo simulati
In comparison, a numerical solution of the drift-diffusio
equation coupled to the Poisson equation,18,19 with an exter-
nal field that is time dependent, would be difficult, perha
impossible. Finally, we discuss how low dimensionalp-n
junctions and modulation doped quantum wires and d
maybe fabricated by using a correct configuration of gate

II. PROPOSED EXPERIMENTS

The cross section of the experimental setup is schem
cally shown in Fig. 1. The structure is infinitely long in thez
direction. The semiconductor-oxide interfaces define a c
tral semiconductor layer of length of 70 nm in they direction
and width of 30 nm in thex direction. The split gates can b
mechanically moved, their mutual separationd and their dis-
tanceh from the semiconductor sample may be varied. T
gates are kept at a fixed voltagevg and the resulting field
effect defines an approximately parabolic potential. In a p
posed experiment, the central semiconductor layer has
equal concentration of donors and acceptors. The samp
heated and the impurities ionize, and are accelerated by
external potential. The impurities are assumed to be refle
at the interfaces with the oxide, as the oxide is doped w
diffusion inhibiting elements such as nitrogen. The oxide
©2002 The American Physical Society30-1
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assumed to be polycrystalline, hence diffusion through
oxide would be much slower than diffusion in a near perf
crystal.

The experimental setup for the second proposed exp
ment contains no oxide layers, only a continuous semic
ductor layer. The semiconductor layer is initially evenlyn or
p doped. The sample is heated and the impurities rando
diffuse in the layer. The split gates are switched on and t
from left to right, sweeping impurities in the direction of th
split gate motion. We only consider movement in they di-
rection. The external potentialVext ~assuming the gates mov
at constant velocity in they direction! is now time dependen
and has a parabolic form between the gates,

Vext~y,t !5~y2ct!2, ~1!

wheret is the time andc is a velocity constant. The potentia
would be constant for the region under the gates~but not too
close to the edge of the gate!. One would expect that the
potential around the edges of the split gates will smoothly
the parabolic potential and the constant potential regio
The aim of the experiment is to clear impurities from the l
region of the semiconductor layer.

III. IMPURITY DIFFUSION WITH A TIME
AND POSITION DEPENDENT POTENTIAL

We employ the same Monte Carlo simulation proced
previously used to model the diffusion of a single species
impurity in a semiconductor layer.13 The method converge
rapidly when increasing the number of particles, and shal
easily generalized to include both donors and acceptors.
impurities hop from site to site in the semiconductor lattic
The hopping probability between neighboring sites can

FIG. 1. The diagram of a proposed experiment, not shown
scale. The cross section in thex-y plane is shown of a structure tha
extends to infinity in thez direction. A doped semiconductor layer
between oxide layers. The metal split gates are movable similar
scanning tunneling microscope tip. The field effect produced by
gates defines a potential that has an approximate parabolic for
the y direction and is shown to be centered in the middle of
semiconductor layer. The separation between the split gates
distance from the sample, and the gate voltage can be varie
tailor the curvature of the parabola.
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obtained by modifying the Arrhenius equation to include t
potential difference between different sites, thus the hopp
probabilityWi j between neighboring sitesi and j is given by

Wi j 5D0expS 2Ea2Vi j /2

kBT Ddt, ~2!

whereEa the activation energy,D0 is the diffusion constant,
andVi j is the total potential difference between lattice sitei
and j. The activation energies and diffusion constants can
fitted empirically,8 or estimated by first-principles density
function theory calculations.20,21The potential differenceVi j
is the sum of the external fieldVext produced by the split
gates and the internal fieldVint manifesting from a nonho-
mogeneous distribution of impurities. An effectiv
temperature-dependent timedt5D0exp(2Ea /kBT)dt is in-
troduced to express the above equation in the simpler fo

Wi j 5D0expS Vi j

2kBTDdt, ~3!

where the hopping probability is a function of position in th
y direction.

The internal potential shall be calculated by ignoring t
discrete nature of the impurities, to allow a simple numeri
solution of the Poisson equation,

¹2Vint~y!52
rd~y!2ra~y!

e
, ~4!

whererd(y) and ra(y) are the donor and acceptor char
densities, ande is the static dielectric constant of the mat
rial. We impose the boundary conditions thatVint50 and
r(y)50 for y→6`. We ignore the boundary effects in th
x direction, the charge density is assumed to only vary w
the y direction.

The electronic charge has been evenly smeared ou
ensure charge neutrality of the system, allowing a phys
treatment of the Poisson equation. The Debye length at t
cal growth temperatures and carrier densities is much la
than the intersite distance.8 The electric field resulting from
inhomogeneities in the electron/hole density shall be sm
for distances much less than the Debye length, and sha
neglected.15

The Monte Carlo simulation has the following steps.
constant distribution of impurities are placed at each s
~5000 per site in the present study! of a one-dimensiona
~1D! lattice ~each site represents a 2D plane of lattice site!.
The internal potential is evaluated to determine the left a
right hopping probabilities for each site. A set of rando
numbers is generated and the impurities are moved. The
cess is repeated until the impurity density profile has reac
equilibrium. The simulation takes roughly 15 min for a la
tice with 141 sites on a Sun Ultra 5 machine.

The Monte Carlo approach has been previously used
study the role of the Coulomb repulsion between ioniz
impurities in effecting doping profiles.22,15 The simulation
approach used in this paper is also reminiscent of a Mo
Carlo model on the influence of the local electric field
ionic transport during redox switching of conductin
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polymers.23 The Monte Carlo method described is equivale
to numerically solving coupled drift-diffusion equations~one
for each species of impurity! coupled to the Poisson
equation.24 The Monte Carlo approach will converge to th
numerical solution as the number of particles approaches
finity and the time step approaches zero.25 An analytic solu-
tion of the problem is only possible for the simplest ca
where the internal and external potentials are set to ze26

and the Monte Carlo method has been shown to be equ
lent to the analytic solution.27

We have chosen the Monte Carlo method for its ease
flexibility. A time-dependent external potential representin
moving gate is easily incorporated into the simulatio
whereas in a numerical scheme it would not be so triv
Furthermore, the Monte Carlo approach we believe is sim
to implement when modeling real experiments. During d
vice processing, there are usually several steps, each
separate lengths of time and temperature. The Monte C
simulation carefully used can be easily modified to simul
the time-dependent temperature. In addition, the Mo
Carlo approach is most appropriate for considering c
trolled diffusion to fabricate quantum dots, since the syst
will contain a finite number of impurities, which for a low
doping level can be a relatively small number. The Mon
Carlo method can also be easily modified to consider a
ered system where the diffusion constant is material dep
dent.

IV. NUMERICAL RESULTS

The results are presented for a 1D lattice with 141 s
and the separation between sites is fixed to 0.5431 nm.
dielectric constante511.4 which is the value for silicon
The parameters are set as follows: unit timet50.37 and
temperatureT5600 K, to allow a significant probability o
impurity hopping per unit time. The value of unit time
arbitrary as we are interested in the general time depend
of the diffusion. The donors and acceptors have been se
have equal diffusion constants and Arrhenius activation
ergies. However, these parameters can be easily chan
The form of the external potential is shown in Fig. 2 whi
has a parabolic form for the sites labeled between250 and
50. The maximum value of the potential in this region
defined asVext(P). The potential for sites between670 to
655 is fixed to a constant value of 1.1Vext(P). Then cubic
spline is performed, to smoothly fit the parabolic potent
and the constant potential regions. The constant potentia
gions are directly under the split gates, whereas the parab
potential is located in the gap region between the gates.
connecting region represents the potential around the e
of the split gates.

Figures 3~a! and ~b! show the distribution of donors an
acceptors after 1000 units of time, forVext(P) between 2.0
and 0.3 eV, where the initial doping level has been se
1017 cm23. The sign of the external potential is chosen
that the positive charges of the donors are accelerated to
center and the acceptors migrate to the edges. A clear s
ration of the positive and negative charges has occurred
n-p-n structure has been created. These doping profiles h
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been compared with a simulation that neglects the inte
potential. We infer for this doping level that the internal fie
is very weak, and the impurity migration is dominated by t
external potential. The external field accelerates accep
from the central region to sites655, whereas acceptors i
the constant potential regions are reflected at the interfa
with the oxide and perform a random walk, with equal pro
ability of hopping left or right, the net result being that th
acceptor concentration peaks at sites655. We note a region
with a very low concentration of impurities. Evidently, th
width of this region, including the ‘‘sharpness’’ of the dono
and acceptor regions, can be controlled by the curvatur
the external potential.

Figures 4~a! and ~b! show the distribution of donors an
acceptors, after 1000 units of time, forVext(P) between 2.0
and 0.3 eV, where the initial doping level has been set
1018 cm23. The donor distributions have been broadened
the internal potential which is relatively strong. The intern
field builds up at the middle when donors flood the cen
and resists further net migration of donors. The internal fi
also resists buildup of acceptors at the edges, accelera
acceptors to sites655. However, there is a limit to how
much charge can be built up around sites655, since this is
also resisted by the internal field. We note that the acce
distribution has become sharper for this doping level, and
attribute this feature to being caused by a stronger inte
field. The donor distributions, however, are much broa
and a stronger external field is required to separate the n
tive and positive charges.

Figures 5~a! and ~b! show the distribution of donors an
acceptors for an initial doping density 1019 cm23. The inter-
nal field is extremely strong at this doping level and t
donor distributions are nearly constant except near the ed
The acceptors are also evenly distributed, but still pe
around sites655, though the peaks are low in comparison
distributions presented for the other lower doping levels. T

FIG. 2. The form of the external potential. The region of co
stant potential is directly below the gates, whereas the parab
region is located at the gap between the gates. These region
fitted using cubic spline.
0-3
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V. NARAYAN AND M. WILLANDER PHYSICAL REVIEW B 65 125330
external field has failed to separate the positive and nega
charge, and no clearp-n junctions have been created.

The modeling of real experiments would require an ac
rate modeling of the split gates, which should be done
conjunction with real experiments. The height of the peak
the acceptor concentration depends on the form of the po
tial in the region at the edges of the split gates, and the w
of the regions of constant potential. We are confident that
model describes the trends of the real physical system.
ther experiments may be performed where a series of
gates are used to create a series of quantum wirep-n junc-
tion and modulation-doped quantum wire arrays.

We finally consider Monte Carlo simulations where t
split gates are moved from left to right in they direction. The
lattice in the simulation consists of 1001 sites. The first 1
sites are defined as in Fig. 2. During the simulation the
gion shown in Fig. 2 is moved at a rate of one site per u
time, from left to right. The potential at the remaining sites
fixed to 1.1 eV. The simulation is run for 1000 units of tim

FIG. 3. The graph of the number of~a! positive and~b! negative
impurities at each site after 1000 time steps. The external pote
Vext(P) imposed by the split gates has the values 2.0 eV~solid
lines!, 1.0 eV~crosses!, and 0.3 eV~dashed line!, respectively. The
doping density at the start of the simulation is set to 1017 cm23.
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and the split gates only move for the first 9860 time steps
that the potential shown in Fig. 2 has been displaced to
right edge of the sample. Figure 6 shows the impurity dis
bution after 1000 units of time for initial doping levels fixe
to 1018 and 1019 cm23, respectively. The impurity distribu
tion peaks at the final position of the parabolic region. Ho
ever, a constant density of impurities remains throughout
sample. The gates should be moved more slowly to t
more particles in the parabola. The clearing of impurit
would be effective for low impurity levels and low gate ve
locity.

V. FABRICATING ARRAYS OF QUANTUM DOTS

The ideas presented can be generalized to fabricate
array of quantum dots. A chessboard arrangement of g
shown in Fig. 7 may be fabricated on top of an oxide lay
that protects a doped semiconductor layer resting on an o
substrate. We assume the impurities diffuse much faste

ial
FIG. 4. The graph of the number of~a! positive and~b! negative

impurities at each site after 1000 time steps. The external pote
Vext(P) imposed by the split gates has the values 2.0 eV~solid
lines!, 1.0 eV~crosses!, and 0.3 eV~dashed line!, respectively. The
doping density at the start of the simulation is set to 1018 cm23.
0-4
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the semiconductor than the oxide layers. Ideally, one wo
like to replace the oxide layer by a material which cannot
penetrated by the impurities. The square gates will defin
potential that is approximately harmonic in thex and y
directions.28 During heat treatment the donors will migrate
a line in thez direction which passes through the center
the gates, whereas the acceptors would migrate away f
the gates, thus quantum dotp-n junctions are formed.
Modulation-doped quantum dot arrays can be created on
donors or acceptors are present in the semiconductor la

The short-range impurity-impurity interaction15 would
most likely be very important for such a system particula
at high doping levels, and our model would need consid
able refinement. Furthermore, during the processing of qu
tum dots which have sizes of the order of the bulk Deb
screening length, the approximation of evenly smearing
the electronic charge would not be physical. Therefore
quantum mechanics of the electronics states should be
sidered, as well as many-body effects. The gates shoul

FIG. 5. The graph of the number of~a! positive and~b! negative
impurities at each site after 1000 time steps. The external pote
Vext(P) imposed by the split gates has the values 2.0 eV~solid
lines!, 1.0 eV~crosses!, and 0.3 eV~dashed line!, respectively. The
doping density at the start of the simulation is set to 1019 cm23.
12533
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identical to ensure that nearly identical dots are formed.
note that using self-assembled techniques,29 quantum dots
are formed at random sites with a statistical distribution
sizes. In contrast, our proposed method can in principle p
duce dots at selected positions and sizes. The quantum a
could be used as quantum dot lasers and photodetector
addition, more intricate arrays of gates can be employed
customize the quantum dot arrays.

VI. SUMMARY AND DISCUSSION

Experiments have been proposed to achieve contro
impurity diffusion of donors and acceptors on the nanome

ial

FIG. 6. The graph of the number of positive impurities at ea
site after 1000 time steps. The initial doping density was se
1019 cm23 ~dotted line! and 1018 cm23 ~solid line!. The lattice
contains 1000 sites. The external potential has a maximum valu
1.1 eV.

FIG. 7. The diagram shows a chessboard arrangement of sq
gates. The gates are placed on an oxide layer that is grown
n-doped semiconductor layer resting on an oxide substrate.
0-5
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scale to fabricate nanometer scalep-n junctions. The simu-
lations show that a charge segregation fails at high dop
levels, which is in agreement with experiment and supp
ing simulations that show that the Coulomb interaction i
poses a maximum concentration of impurities in
semiconductor.22 In addition, a model has been propos
which is simple but we believe accurately describes
physical trends of the system. The Monte Carlo simulatio
indicate that nanometer scalep-n-p or n-p-n junctions
maybe fabricated and the doping profile can be control
The doping profile will depend on the split gate voltages,
diffusion constants, and Arrhenius activation energies. T
model has also been generalized to included a tim
dependent external field. Monte Carlo simulations were p
formed where the gates move relative to the semicondu
sample. Using this setup, areas contaminated by impur
may be cleaned. Finally, experiments where proposed w
arrays of near identical quantum dots can be formed.

The model described only treats the internal field in
mean-field sense, this would most likely be accurate for l
M

G

K.

pl

J.
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and moderate doping levels. At high doping levels, howev
the true internal potential can produce large random po
tials in the vicinity of a given impurity caused by short ran
impurity interactions. The random potentials have a grea
chance of occurring with increasing doping density, whi
may cause broadening ofd-doped layers after a critical dop
ing density.15 The technology exists at present, where m
of the described experiments can be tried. However, mova
split gates have not yet been created. We hope this paper
inspire experimental work and complementary theoreti
analysis.
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