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Proposed experiments to grow nanoscalp-n junctions
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We propose and model several experiments where the field effect defined by split gates is used to restrict
acceptors and donors to regions of a semiconductor layer. The nonlinear potential defined by split gates
restricts positive donors to the center of the layer, whereas the negative acceptors localize near the edges. The
Arrhenius equation modified to include effects of the external and internal fields is used to calculate time- and
position-dependent impurity hopping probabilities for Monte Carlo simulations of the experiments. The results
show that at high doping levels, the internal field resists high concentrations of net charge, and “flattens” the
doping profile. In addition, we perform Monte Carlo simulations, where the split gates move relative to the
semiconductor sample, to demonstrate how regions of a semiconductor layer can be cleared of unwanted
impurities. Finally, we discuss how a “chessboard” arrangement of square gates can be employed to create
modulation-doped quantum dot arrays.
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[. INTRODUCTION The “sharpness” of the doping profile shall be limited by the
internal potential, which in turn depends on the impurity
The electronic and optical properties of modulation dopedconcentration gradient.

semiconductor heterostructureguantum wire€,and quan- In addition, we consider an experiment where the split
tum dot$* has attracted a great deal of interest, both theogates can be moved relative to the semiconductor sample,
retically and experimentally. These structures all have reduring heat treatment. The external voltage will sweep away
gions that are selectively doped, a common feature Sharéﬂwwanted impurities from regions of the semiconductor. We
with conventional devices such @sn (Ref. 5 diodes and &M to demonstrate the concept rather than carry out an ex-

heterojunction bipolar transisto(${BT’s).5” Typical struc- haustive study, which is best performed in parallel with fu-

tures are grown using a combination of molecular-beam ept_ure experiments. The split gates which can be moved may

itaxy (MBE), ion implantation, and selective masking of ar- perhaps be constructed by borrowing and modifying standard

eas, to create- andp-doped region&.The contamination of scanning tunneling microscop$5TM) (Refs. 16 and 17

areas by unwanted impurities can occur, subsequently CIt(_achnology. The time dependence of the external potential

. : : . an be easily incorporated into the Monte Carlo simulation.
grading device performance. It is well known that the Impu-y, comparison, a numerical solution of the drift-diffusion
rities ionize at high temperature, then randomly diffuse '

_ equation coupled to the Poisson equafidi,with an exter-
through the crystal. These chlarged particles may be accelegy field that is time dependent, would be difficult, perhaps
ated by an external potentiaf! (usually lineay, allowing a

] ) 4 impossible. Finally, we discuss how low dimensionqeh
measure of control of the doping profile. A recent promisingjynctions and modulation doped quantum wires and dots
paper demonstrates that an electrically conducting scanningaybe fabricated by using a correct configuration of gates.
probe microscopy tip can be used to fabricaen scale
p-n-p junctions!? Recently, we have proposed an experi-
ment and performed supporting Monte Carlo simulations
where doping profiles in semiconductor layers are controlled The cross section of the experimental setup is schemati-
by a nonlinear potential defined by split gatés. cally shown in Fig. 1. The structure is infinitely long in the
The split gates defined an approximately harmonicdirection. The semiconductor-oxide interfaces define a cen-
potential* accelerating the impurities to the potential tral semiconductor layer of length of 70 nm in theirection
minima. Our model includes both the internal and externabnd width of 30 nm in thex direction. The split gates can be
fields, and can predict the equilibrium and nonequilibriummechanically moved, their mutual separattband their dis-
impurity profiles as a function of temperature, external volt-tanceh from the semiconductor sample may be varied. The
age, and initial doping profile. The imhomogenous distribu-gates are kept at a fixed voltagg and the resulting field
tion of impurities gives rise to an internal field that will cause effect defines an approximately parabolic potential. In a pro-
considerable broadening of the doping prdfilat high dop-  posed experiment, the central semiconductor layer has an
ing levels. In this paper, we apply the model for a semicon-equal concentration of donors and acceptors. The sample is
ductor layer containing both donors and acceptors. Theskeated and the impurities ionize, and are accelerated by the
oppositely charged particles shall be accelerated in opposixternal potential. The impurities are assumed to be reflected
directions by the external field, hence a natural separation dit the interfaces with the oxide, as the oxide is doped with
particles occurs resulting in the creation pfn junctions.  diffusion inhibiting elements such as nitrogen. The oxide is

Il. PROPOSED EXPERIMENTS
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potential difference between different sites, thus the hopping
probability W;; between neighboring sitésandj is given by

Movable split gates

X‘ obtained by modifying the Arrhenius equation to include the

W agd ZEVaf2)
In 1= P8R T T

Doped whereE, the activation energ\p, is the diffusion constant,
andV;; is the total potential difference between lattice sites
andj. The activation energies and diffusion constants can be
fitted empirically? or estimated by first-principles density-
\/r function theory calculation¥:* The potential differenc¥;;
is the sum of the external field,,; produced by the split
gates and the internal fieM;,; manifesting from a nonho-
B | | semiconductor mogeneous distribution of impurities. An effective
temperature-dependent timger= D gexp(—E,/kgT)dt is in-
FIG. 1. The diagram of a proposed experiment, not shown tqroduced to express the above equation in the simpler form,
scale. The cross section in tkey plane is shown of a structure that
extends to infinity in the direction. A doped semiconductor layer is Vi
between oxide layers. The metal split gates are movable similar to a Wij = Doex% m) dr, (©)]
scanning tunneling microscope tip. The field effect produced by the B
gates defines a potential that has an approximate parabolic form iwhere the hopping probability is a function of position in the
the y direction and is shown to be centered in the middle of they direction.
semiconductor layer. The separation between the split gates, the The internal potential shall be calculated by ignoring the
distance from the sample, and the gate voltage can be varied @iscrete nature of the impurities, to allow a simple numerical

, @

30nm

oxide barriers

tailor the curvature of the parabola. solution of the Poisson equation,

assumed to be polycrystalline, hence diffusion through the pa(Y) = pa(y)

oxide would be much slower than diffusion in a near perfect VAVin(y)=— c : (4)
crystal.

The experimental setup for the second proposed experivhere p4(y) and p,(y) are the donor and acceptor charge
ment contains no oxide layers, only a continuous semicondensities, and is the static dielectric constant of the mate-
ductor layer. The semiconductor layer is initially evenlpr  rial. We impose the boundary conditions tht,=0 and
p doped. The sample is heated and the impurities randomly(y) =0 for y— . We ignore the boundary effects in the
diffuse in the layer. The split gates are switched on and ther direction, the charge density is assumed to only vary with
from left to right, sweeping impurities in the direction of the they direction.
split gate motion. We only consider movement in theli- The electronic charge has been evenly smeared out to
rection. The external potentigl,,; (assuming the gates move ensure charge neutrality of the system, allowing a physical
at constant velocity in thg direction is now time dependent treatment of the Poisson equation. The Debye length at typi-

and has a parabolic form between the gates, cal growth temperatures and carrier densities is much larger
) than the intersite distan&eThe electric field resulting from
Vexdy,H)=(y—ct)?, @ inhomogeneities in the electron/hole density shall be small

wheret is the time and is a velocity constant. The potential for distances much less than the Debye length, and shall be
would be constant for the region under the gdteg not too neglected: . . .

close to the edge of the gateOne would expect that the ~ The Monte Carlo simulation has the following steps. A
potential around the edges of the split gates will smoothly ficonstant distribution of impurities are placed at each site
the parabolic potential and the constant potential regiond5000 per site in the present stydgf a one-dimensional
The aim of the experiment is to clear impurities from the left(1D) lattice (each site represents a 2D plane of lattice sites

region of the semiconductor layer. The internal potential is evaluated to determine the left and
right hopping probabilities for each site. A set of random

Il IMPURITY DIEEUSION WITH A TIME numb_ers is generate_d anql the i_mpuritie_s are moved. The pro-

AND POSITION DEPENDENT POTENTIAL cess is repeated until the impurity density profile has reached

equilibrium. The simulation takes roughly 15 min for a lat-
We employ the same Monte Carlo simulation procedurdice with 141 sites on a Sun Ultra 5 machine.

previously used to model the diffusion of a single species of The Monte Carlo approach has been previously used to
impurity in a semiconductor layéf. The method converges study the role of the Coulomb repulsion between ionized
rapidly when increasing the number of particles, and shall bémpurities in effecting doping profileé€:'® The simulation
easily generalized to include both donors and acceptors. Thapproach used in this paper is also reminiscent of a Monte
impurities hop from site to site in the semiconductor lattice.Carlo model on the influence of the local electric field on
The hopping probability between neighboring sites can béonic transport during redox switching of conducting
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polymers?® The Monte Carlo method described is equivalent 1.5
to numerically solving coupled drift-diffusion equatiof@me

for each species of impurity coupled to the Poisson
equatior?* The Monte Carlo approach will converge to the
numerical solution as the number of particles approaches in
finity and the time step approaches z&@én analytic solu-
tion of the problem is only possible for the simplest case,
where the internal and external potentials are set to Zero,
and the Monte Carlo method has been shown to be equiva
lent to the analytic solutiof.

We have chosen the Monte Carlo method for its ease oi%¥ o5 |
flexibility. A time-dependent external potential representing a
moving gate is easily incorporated into the simulation,
whereas in a numerical scheme it would not be so trivial.
Furthermore, the Monte Carlo approach we believe is simple
to implement when modeling real experiments. During de- 4,4 s
vice processing, there are usually several steps, each fc =~ -70 —60 -50 —40 =30 -20 -10. 0 10 20 30 40 50 60 70
separate lengths of time and temperature. The Monte Carlu Site
simulation carefully used can be easily modified to simulate g, 2. The form of the external potential. The region of con-
the time-dependent temperature. In addition, the Mont&tant potential is directly below the gates, whereas the parabolic
Carlo approach is most appropriate for considering conregion is located at the gap between the gates. These regions are
trolled diffusion to fabricate quantum dots, since the systeniitted using cubic spline.
will contain a finite number of impurities, which for a low
doping level can be a relatively small number. The Montepeen compared with a simulation that neglects the internal
Carlo method can also be easily modified to consider a laypotential. We infer for this doping level that the internal field
ered system where the diffusion constant is material depens very weak, and the impurity migration is dominated by the
dent. external potential. The external field accelerates acceptors
from the central region to sites 55, whereas acceptors in
the constant potential regions are reflected at the interfaces
with the oxide and perform a random walk, with equal prob-

The results are presented for a 1D lattice with 141 sitesbility of hopping left or right, the net result being that the
and the separation between sites is fixed to 0.5431 nm. Thacceptor concentration peaks at siteS5. We note a region
dielectric constante=11.4 which is the value for silicon. with a very low concentration of impurities. Evidently, the
The parameters are set as follows: unit time 0.37 and  width of this region, including the “sharpness” of the donor
temperaturelT =600 K, to allow a significant probability of and acceptor regions, can be controlled by the curvature of
impurity hopping per unit time. The value of unit time is the external potential.
arbitrary as we are interested in the general time dependence Figures 4a) and (b) show the distribution of donors and
of the diffusion. The donors and acceptors have been set @mcceptors, after 1000 units of time, fag,(P) between 2.0
have equal diffusion constants and Arrhenius activation enand 0.3 eV, where the initial doping level has been set to
ergies. However, these parameters can be easily changetD™® cm™ 3. The donor distributions have been broadened by
The form of the external potential is shown in Fig. 2 which the internal potential which is relatively strong. The internal
has a parabolic form for the sites labeled betweesD and  field builds up at the middle when donors flood the center
50. The maximum value of the potential in this region isand resists further net migration of donors. The internal field
defined asv,(P). The potential for sites between70 to  also resists buildup of acceptors at the edges, accelerating
+55 is fixed to a constant value of ¥,(P). Then cubic acceptors to sites-55. However, there is a limit to how
spline is performed, to smoothly fit the parabolic potentialmuch charge can be built up around site§5, since this is
and the constant potential regions. The constant potential redso resisted by the internal field. We note that the acceptor
gions are directly under the split gates, whereas the parabolidistribution has become sharper for this doping level, and we
potential is located in the gap region between the gates. Thattribute this feature to being caused by a stronger internal
connecting region represents the potential around the edgéield. The donor distributions, however, are much broader

—_
o
T

ternal Voltage (eV)

IV. NUMERICAL RESULTS

of the split gates. and a stronger external field is required to separate the nega-
Figures 3a) and (b) show the distribution of donors and tive and positive charges.
acceptors after 1000 units of time, fu,(P) between 2.0 Figures %a) and(b) show the distribution of donors and

and 0.3 eV, where the initial doping level has been set tacceptors for an initial doping density focm™2. The inter-

10*” cm™3. The sign of the external potential is chosen sonal field is extremely strong at this doping level and the
that the positive charges of the donors are accelerated to thimnor distributions are nearly constant except near the edges.
center and the acceptors migrate to the edges. A clear sepBhe acceptors are also evenly distributed, but still peak
ration of the positive and negative charges has occurred, around sites: 55, though the peaks are low in comparison to
n-p-n structure has been created. These doping profiles hawdistributions presented for the other lower doping levels. The
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FIG. 3. The graph of the number () positive andb) negative FIG. 4. The graph of the number ¢ positive andb) negative

impurities at each site after 1000 time steps. The external potentighpurities at each site after 1000 time steps. The external potential
Vex((P) imposed by the split gates has the values 2.0(edlid v, (P) imposed by the split gates has the values 2.0(sdfid
lines), 1.0 eV(crossek and 0.3 eMdashed ling respectively. The |ineg), 1.0 eV(crossel and 0.3 eM(dashed ling respectively. The
doping density at the start of the simulation is set t&’16m™>. doping density at the start of the simulation is set t6®16m™3.

external field has failed to separate the positive and negativand the split gates only move for the first 9860 time steps so
charge, and no clegr-n junctions have been created. that the potential shown in Fig. 2 has been displaced to the
The modeling of real experiments would require an accu+ight edge of the sample. Figure 6 shows the impurity distri-
rate modeling of the split gates, which should be done irbution after 1000 units of time for initial doping levels fixed
conjunction with real experiments. The height of the peaks irto 108 and 13° c¢m™3, respectively. The impurity distribu-
the acceptor concentration depends on the form of the potettion peaks at the final position of the parabolic region. How-
tial in the region at the edges of the split gates, and the widtlever, a constant density of impurities remains throughout the
of the regions of constant potential. We are confident that ousample. The gates should be moved more slowly to trap
model describes the trends of the real physical system. Fumore particles in the parabola. The clearing of impurities
ther experiments may be performed where a series of splivould be effective for low impurity levels and low gate ve-
gates are used to create a series of quantum pvingunc-  locity.
tion and modulation-doped quantum wire arrays.
We finally consider Monte Car_lo si_mulati_ons_where the V. FABRICATING ARRAYS OF QUANTUM DOTS
split gates are moved from left to right in tigeirection. The
lattice in the simulation consists of 1001 sites. The first 141 The ideas presented can be generalized to fabricate an
sites are defined as in Fig. 2. During the simulation the rearray of quantum dots. A chessboard arrangement of gates
gion shown in Fig. 2 is moved at a rate of one site per unitshown in Fig. 7 may be fabricated on top of an oxide layer
time, from left to right. The potential at the remaining sites isthat protects a doped semiconductor layer resting on an oxide
fixed to 1.1 eV. The simulation is run for 1000 units of time substrate. We assume the impurities diffuse much faster in
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FIG. 6. The graph of the number of positive impurities at each
site after 1000 time steps. The initial doping density was set to
10'° cm~3 (dotted line@ and 168 cm™2 (solid line). The lattice
contains 1000 sites. The external potential has a maximum value of

l.1leV.
10000

identical to ensure that nearly identical dots are formed. We
note that using self-assembled technigtfeguantum dots

are formed at random sites with a statistical distribution of
sizes. In contrast, our proposed method can in principle pro-
duce dots at selected positions and sizes. The quantum arrays
could be used as quantum dot lasers and photodetectors. In
addition, more intricate arrays of gates can be employed to
customize the quantum dot arrays.

number of impurities

0 Il Il Il 1
-70 -60 -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 VI. SUMMARY AND DISCUSSION

(b site

Experiments have been proposed to achieve controlled

~ FIG. 5. The graph of the number @ positive andb) negative  jmpurity diffusion of donors and acceptors on the nanometer
impurities at each site after 1000 time steps. The external potential

Vexd P) imposed by the split gates has the values 2.0(sdid Top view
lines), 1.0 eV(crosseys and 0.3 eMdashed ling respectively. The

doping density at the start of the simulation is set té°16m™3. N

the semiconductor than the oxide layers. Ideally, one would

like to replace the oxide layer by a material which cannot be y
penetrated by the impurities. The square gates will define a

potential that is approximately harmonic in theand y

directions?® During heat treatment the donors will migrate to

a line in thez direction which passes through the center of

4 Chess board arrangement of square gates
the gates, whereas the acceptors would migrate away from
the gates, thus quantum d@-n junctions are formed. Side view
Modulation-doped quantum dot arrays can be created only if o Gate

donors or acceptors are present in the semiconductor layer.

The short-range impurity-impurity interactibh would
most likely be very important for such a system particularly oxide < Semiconductor
at high doping levels, and our model would need consider-

able refinement. Furthermore, during the processing of quan-
tum dots which have sizes of the order of the bulk Debye
screening length, the approximation of evenly smearing out
the electronic charge would not be physical. Therefore the FIG. 7. The diagram shows a chessboard arrangement of square
quantum mechanics of the electronics states should be cogates. The gates are placed on an oxide layer that is grown on a
sidered, as well as many-body effects. The gates should bedoped semiconductor layer resting on an oxide substrate.

Z
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scale to fabricate nanometer scala junctions. The simu- and moderate doping levels. At high doping levels, however,
lations show that a charge segregation fails at high dopinghe true internal potential can produce large random poten-
levels, which is in agreement with experiment and supporttials in the vicinity of a given impurity caused by short range
ing simulations that show that the Coulomb interaction im-impurity interactions. The random potentials have a greater
poses a maximum concentration of impurities in achance of occurring with increasing doping density, which
semiconductof? In addition, a model has been proposed may cause broadening éfdoped layers after a critical dop-
which is simple but we believe accurately describes théng density:® The technology exists at present, where most
physical trends of the system. The Monte Carlo simulationgf the described experiments can be tried. However, movable
indicate that nanometer scale-n-p or n-p-n junctions  spjit gates have not yet been created. We hope this paper will

maybe fabricated and the doping profile can be controlledinspire experimental work and complementary theoretical
The doping profile will depend on the split gate voltages, th&analysis.

diffusion constants, and Arrhenius activation energies. The
model has also been generalized to included a time-
dependent external field. Monte Carlo simulations were per-
formed where the gates move relative to the semiconductor
sample. Using this setup, areas contaminated by impurities This work was funded by a TMR netwofkontract num-
may be cleaned. Finally, experiments where proposed whetger ERB4061PL9bof the fifth framework program of the
arrays of near identical quantum dots can be formed. European Union. V. Narayan would like to thank M. Yousif,

The model described only treats the internal field in al. Choquet, J. K. Vincent, and P. Sunqvist for useful and
mean-field sense, this would most likely be accurate for lowstimulating discussions.
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