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Parallel magnetoconductance of interacting electrons in a two-dimensional disordered system
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The transport properties of interacting electrons for which the spin degree of freedom is taken into account
are numerically studied for small two-dimensional clusters for which the localization length is larger than the
system size. On-site electron-electron interactions tend to delocalize the electrons, while long-range interac-
tions enhance localization. On careful examination of the transport properties, we reach the conclusion that it
does not show a two-dimensional metal-insulator transition driven by interactions. A parallel magnetic field
leads to enhanced resistivity, which saturates once the electrons become fully spin polarized. The strength of
the magnetic field for which the resistivity saturates decreases as the electron density goes down. Thus, the
numerical calculations capture some of the features seen in recent experimental measurements of parallel
magnetoconductance.
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There has been much recent interest in the influence
electron-electron interaction~EEI! on the localization prop-
erties of electrons in two-dimensional disordered syste
Behind this renewed interest in the topic are different exp
mental observations pertaining to the behavior of the c
ductance of low-density two-dimensional electrons. The c
ductance exhibits a crossover from an insulatingl
temperature dependence at low densities to a metallic on
higher densities.1,2 A second transition back to an insulatin
dependence at even higher densities was also observed.3 This
transition, which is known as the 2DMIT~two-dimensional
‘‘metal-insulator’’ transition!, has drawn a flurry of theoreti
cal activity since it is at odds with the prevailing singl
parameter scaling theory of localization.4 This scaling theory
asserts that for noninteracting electrons all states in 2D
localized by any amount of disorder. Since in low-dens
systems the ratio between the typical interaction energy
the Fermi energy,r s , is large~i.e., r s.1!, a natural expla-
nation for the 2DMIT is that it is the result of the EEI no
taken into account in the original scaling theory. This h
prompted an intensive theoretical effort including analytic5

and numerical6–13 work that tried to explain the 2DMIT as
result of delocalization by the EEI. On the other hand, o
may argue that the observed temperature dependence o
conductance is not a result of a metallic zero-tempera
phase but rather a manifestation of essentially ‘‘hig
temperature’’ physics. Thus, some other physical mechan
~such as traps,14 interband spin-dependent scattering,15,16

temperature-dependent screening,17–19 or percolation20! sets
a very low-temperature scale and the observed metallic
havior occurs at higher temperatures. Accordingly there is
2DMIT and the systems are insulating at zero temperat
This viewpoint may find support in some recent experim
tal results that show a suppression of the 2DMIT once in
band scattering is reduced,15,16and from the observation tha
the bulk of the metallic behavior occurs at temperatures
which there is no quantum interference contributions to
conductance, while weak localization corrections are
served at very low temperatures.21–24

Since it is extremely difficult to go beyond the perturb
tive treatment of strong EEI in disordered systems, ma
0163-1829/2002/65~12!/125308~8!/$20.00 65 1253
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numerical studies have been performed in order to clarify
role played by the EEI on the localization properties of d
ordered systems. While for spinless electrons the EEI qu
tatively changes properties of the system such as ma
particle energy-level statistics,7,8,11,25persistent current-flow
patterns9,26–28 and charge-density response to an exter
perturbation,10 it does not lead to delocalization of electron
at the Fermi level, which would manifest itself in enhanc
conductivity.29–31

The electron-spin degree of freedom nevertheless play
important role in the so-called 2DMIT. When the influen
of the EEI on the conductance of disordered systems is c
sidered using a combination of perturbative and renormal
tion group techniques32 it leads to the conclusion that there
a divergence in the Cooperon channel at medium inte
tions, while the ladder channel monotonously decrease
function of the interaction strength. Thus, for polarized~spin-
less! electrons EEI should indeed decrease the conducta
at zero temperature, while the situation for unpolarized el
trons is unclear.

The purpose of this paper is to investigate the influence
the EEI on the transport through a disordered system o
the spin degree of freedom is taken into account. In previ
studies in which spin was considered the effect of EEI
various properties of mesoscopic systems, such as the pe
tent current33–38and the addition spectrum and spin polariz
tion of quantum dots in the Coulomb blockade regime39–46

was studied. In this paper we shall study the role played
EEI on the tunneling amplitude. The tunneling amplitu
represents the probability amplitude for injecting an elect
into the system at a pointrW with a given energy«. For a
noninteracting system the tunneling amplitude is given
the amplitude of the single-electron eigenfunction with
eigenvalue« at rW, while for an interacting system it is define
further on. By evaluating the statistical properties of the tu
neling amplitude of an interacting system one obtains inf
mation on the localization of the electrons, akin to the pro
erties revealed by the statistics of the wave functions
noninteracting electrons, which is directly connected to
conductance.31
©2002 The American Physical Society08-1
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The effect of EEI on the localization of the system is qu
subtle. While the long-range part of the interaction alwa
enhances the localization of the electrons, the short-ra
~Hubbard! part tends to delocalize the electrons. Thus, wh
both interactions are taken into account there is a compe
influence, resulting in some delocalization for weak inter
tions while the localization is enhanced for stronger inter
tions. Although there are some superficial similarities to
2DMIT, there are nevertheless some important differenc
which in our opinion rule out delocalization due to the Hu
bard interaction as an explanation for the 2DMIT. In ord
for a substantial delocalization to occur the Hubbard inter
tion must be significantly stronger than the long-range C
lomb part, i.e., the system is in the high-density regi
where good screening occurs. Indeed, for any reasonabl
timation of interaction parameters, this delocalization occ
for electron densities corresponding tor s,2, while the
2DMIT occurs at much lower densities corresponding tor s
'4 – 20.

Another striking feature exhibited by some systems
which a 2DMIT was observed is the strong decrease in
conductance once an in-plane magnetic field is applied.47–52

This decrease coincides with the appearance
magnetization53,54 and saturates around the point for whi
the system becomes fully spin polarized. The saturation fi
decreases as the density goes down and becomes zero
‘‘metal-insulator’’ transition point.51,52 Naturally, one would
like to relate the decrease in conductance to the appear
of spin polarization. In fact, we find that the tunneling am
plitude depends on the ground-state spin state once Hub
interactions are considered, and since the application o
external in-plane magnetic field changes the ground-s
spin45 it leads to a dependence of the conductance on
spin polarization. We observe a positive magnetoresista
which is akin in some aspects to the experimental one
well as saturation of the resistance at a critical magnetic fi
corresponding to full polarization. Unlike the enhancem
in the conductance due to the Hubbard interaction this
havior is robust to the addition of long-range Coulomb int
actions. Moreover, the critical magnetic field is reduced
the interaction strength is enhanced~i.e., corresponding to
lower densities!. Nevertheless, as we shall discuss later
direct comparison between the numerical and experime
behavior leaves some open questions.

We consider the following tight-binding Hamiltonian:

Ĥ5 (
k, j ;s

ek, jnk, j ;s2gmBBŜz

2V (
k, j ;s

@ak, j 11;s
† ak, j ;s1ak11,j ;s

† ak, j ;s1H.c.#

1UH (
k, j

nk, j ;11/2nk, j ;21/2

1U (
k, j . l ,p;s,s8

~nk, j ;s2K !

3~nl ,p,s82K !s/urWk, j2rW l ,pu, ~1!

where rW5(k, j ) denotes a lattice site,ak, j ;s
† is an electron

creation operator~with spins521
2,1

1
2!, the number operato
12530
s
ge
n
g
-
-
e
s,

r
-
-

e
es-
s

r
e

f

ld
the

ce

rd
an
te
e
e,

as
ld
t

e-
-
s

a
al

is nk, j ;s5ak, j ;s
† ak, j ;s , ek, j is the site energy, chosen ran

domly between2W/2 andW/2 with uniform probability,V
51 is a constant hopping matrix element,K5n is a positive
background charge equal to the electronic filling ands is the
lattice constant. As discussed above, there are two type
electron-electron interaction. The Hubbard interactionUH
due to the repulsion of electrons with opposite spin on
same site has a short range only, while the Coulomb inte
tion U has a long range. We include an in-plane magne
field B, that couples only to the totalz component of the
electron spinŜz .

We consider systems composed ofN54 electrons resid-
ing on 636 lattices and systems ofN56 electrons on 434
lattices, corresponding to fillings ofn51/9 and 3/8, respec
tively. We choseW55 and 8, respectively, so that the singl
particle localization length is comparable to the system siz
Hard-wall boundary conditions are chosen, since the low
single-electron state for periodic boundary conditions is
tually much more delocalized than neighboring states, res
ing in an unusual behavior of the conductance close to
fully polarized state.55 It is of course not possible here t
directly mimic the experimental procedure in which electr
density is varied. Instead, the physical content of this den
variation can be captured by controlling the ratio of t
Fermi energy to the interaction energy. In the present mo
it is achieved simply by changing the interaction strengthsU
andUH while keeping other parameters constant. The va
of U may be related to the electronic density viaU
5VA4pnr s . On the other hand, there is no generally a
cepted value for the ratio betweenUH and U for two-
dimensional electron gas~2DEG!. In Hubbard’s original
work the ratio was estimated asUH5(10/3)U for weakly
overlapping hydrogenlike wave functions,56 but there is no
estimation of the ratio for relevant Si or GaAs samples. W
therefore, will investigate both physical limits,U/UH51 and
U/UH50, as well as other intermediate values.

We carry out our exact diagonalization in the subspace
the total number of electronsN and the total spin componen
Sz5M2N/2 with M being the number of spin-up electron
Since there is no mechanism for spin flip in the model,
many-particle wave functions with different values ofSz do
not interact, and they can be calculated separately by b
diagonalization. Using the Lanczos method we obtain
many-particle eigenvalues«a

N,Sz and eigenfunctionsuaN,Sz&.
Because of spin symmetry, as long asB50, «a

N,2Sz5«a
N,Sz

and uaN,2Sz&5uaN,Sz&.
The zero-temperature local tunneling amplitu

^0NuarW,s
† u0N21& between the ground state ofN and N21

electrons can be employed here in order to characterize
transport properties of the many-particle interacting syste
It has the advantage that only the ground-state energy
eigenvector forN andN21 electrons need to be calculate
The use of the tunneling amplitude in this context has b
motivated and substantiated in our previous work.31,57 If one
compares the tunneling density of statesn~«! in the
independent-particle approximation on the one hand and
the many-body interacting system on the other hand, it
comes evident that the tunneling amplitude^0NuarW,s

† u0N21&
8-2
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PARALLEL MAGNETOCONDUCTANCE OF INTERACTING . . . PHYSICAL REVIEW B65 125308
replaces the single-electron wave function. The same is
for the transmissiont(rW,rW8,«,s) of an electron with energy«
and spins between two pointsrW, rW8 on the interface of the
system with external leads, which is related to the cond
tance s~«! through the Landauer formula58 s(«)
5(e2/h)( rW,rW8,sut(rW,rW8,«,s)u2, where the sumrW,rW8 is over all
points on the interface. This behavior suggests that the
neling amplitude is the appropriate quantity to replace
single-electron wave function in studying transport prop
ties of interacting systems. A similar procedure is employ
in Ref. 59 in order to generalize the concept of inverse p
ticipation ratio for interacting systems.

Note, however, that once interactions are present a m
particle state is a superposition of many different Slater
terminants. Hence, the tunneling amplitude is not norm
ized, as is the single-electron wave function, which is
result of the fact that the spectral weight for interacting s
tems is not necessarily equal to one. Therefore, in orde
study the influence of EEI on quantum localization it is us
ful to define an effective tunneling amplitudef(rW,s)
5^0NuarW,s

† u0N21&/(( rW^0
NuarW,s

† u0N21&2)1/2. In the following,
the effective tunneling amplitudef(rW,s) is traced for sev-
eral Hubbard and Coulomb-interaction strengthsUH and U
as well as for different in-plane magnetic fieldsB. In order to
analyze the tunneling amplitude and to derive the degre
localization, we calculate the inverse participation ratioP
5( rW,suf(rW)u4 averaged over 100 realizations.

It is also possible to discuss the tunneling amplitudes
tween the lowest eigenvectors of a given spin sectorSz . Of
course, when adding an additional electron, the total s
componentSz can either increase or decrease by one h
Denoting the lowest eigenvalue for a given spin sectorSz
with N electrons asu0N,Sz&, the tunneling amplitudes betwee
the lowest eigenvectors for a given spin sector

^0N,Sz
final

uarW;61/2
† u0N21,Sz

initial
& with Sz

final5Sz
initial61/2 for all

values of Sz
initial , i.e., Sz

initial5 1
2 , 3

2 for N54 and Sz
initial

5 1
2 , 3

2 , 5
2 for N56. The results for the corresponding partic

pation ratios are shown in Figs. 1 as a function ofUH with-
out Coulomb interaction (U50). While the tunneling ampli-
tudes of all possible spin channels have very sim
participation ratios forUH50, some of them are significantl
increasing for larger Hubbard interaction, indicating wea
localization. In the case of completely polarized electro
Sz5

3
2 →2 in Fig. 1~a! andSz5

5
2 →3 in Fig. 1~b!, the Hub-

bard interaction has no effect, since it couples electrons
opposite spin only. It is interesting to note that there seem
be two distinct magnitudes of enhancement. The inverse
ticipation ratios for transitions in whichSz

final5Sz
initial21/2

are substantially larger than for transitions whereSz
final

5Sz
initial11/2. This may be the result of the fact that f

transitions withSz
final5Sz

initial21/2 the additional spin-down
electron can join many spin-up ‘‘partners,’’ thus enhanci
the effectiveness of the Hubbard interaction. For transiti
with Sz

final5Sz
initial11/2 the influence of the Hubbard intera

tion is diminished, because the relative number of poss
pairs of electrons with opposite spin, that can share site
reduced. One may also observe that^P21& for the 434 lat-
tice shows some decrease forUH>5 V, while for the 636
12530
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lattice ^P21& more or less saturates. We attribute this beh
ior to the fact that for the smaller lattice the electronic de
sity is higher~n53/8! resulting in an observable effect of th
Mott-Hubbard transition, while for the lower density~n
51/9! pertaining to the larger lattice the Mott-Hubbard tra
sition is less pronounced.

In order to find out which of the different possible sp
channels is relevant for the zero-temperature transport,

energies«
a

N21,Sz
initial

and «
a

N,Sz
final

of the corresponding multi-
particle eigenstates have to be investigated.Sz

initial and Sz
final

have to be selected such, that both energies have their m
mal value for each configuration. With no magnetic fie
for a ground-state spin value S, all energies
«0

N21,Sz52S,2S11, . . . ,S21,S are degenerate. Once an infinites
mal magnetic fieldB→01 is present~which we assume
here!, the ground state corresponds to the maximal value
Sz5S. Only if the conditionSz

final5Sz
initial61/2 can be ful-

filled after this minimizing procedure, the correspondi
configuration has nonzero tunneling amplitude at zero te
perature.

Figures 2 show the average values of the initial and fi
spins~open symbols, right scale! for zero-temperature trans
port as well as the average values of the participation ratio
the corresponding tunneling amplitudes~filled symbols, left
scale! as function of the Hubbard interactionUH , assuming
B→01. For the participation ratios, three different averagi
procedures are compared: arithmetic average^P21&, typical
average exp(2^ln P&), and geometrical average 1/^P&. They
give slightly different values, since the participation rati
are strongly fluctuating. But all of them for both consider
systems show the same qualitative behavior: Upon incre
ing Hubbard interaction, the participation ratios for the ze
temperature transport are increasing as long asUH<5 V,
and they become weakly dependent onUH for larger inter-

FIG. 1. The participation ratioP21 of the tunneling amplitude
for the different spin channels is shown as function of the Hubb
interaction strengthUH for ~a! 3 to 4 electrons on a 636 lattice, and
~b! 5 to 6 electrons on a 434 lattice, both without Coulomb inter-
action. The symbols correspond to the spin transitions:Sz5

1
2 →0

~squares!, 1
2→1 ~circles!, 3

2→1 ~triangles up!, 3
2→2 ~triangles down!,

5
2→2 ~diamonds!, 5

2→3 ~plus!. We have averaged 100 realizations
disorder, and the error bars show the standard deviations of
averages.
8-3
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RICHARD BERKOVITS AND JAN W. KANTELHARDT PHYSICAL REVIEW B65 125308
actions. Hence, the zero-temperature transport in the 2D
is enhanced by the Hubbard interaction. The enhanceme
rather weak, though, reaching about 50% for the 636 lattice
and 70% for the 434 lattice. The range ofUH where the
enhancement occurs, cannot be directly compared to the
periments, since the relevant parameterr s is rather related to
the Coulomb interactionU ~which is zero here! than to the
Hubbard interactionUH .

Next, we want to investigate, how the zero-temperat
transport is affected by an in-plane magnetic field. Wh
there would be some modification of the orbits of electro
for perpendicular magnetic fields~see e.g., Ref. 57! the par-
allel magnetic field interacts only with the spins of electro
Since the multiparticle eigenfunctionsuaN,Sz& have already
been calculated as eigenfunctions of the spin operatorŜz ,
their energy levels«a

N,Sz are just shifted to«a
N,Sz2gmBBSz

according to Eq.~1!. The eigenfunctionsuaN,Sz& and the cor-
responding tunneling amplitudes are not changed, but w
BÞ0 a different eigenstate might become the ground st
With increasingB, a higher degree of polarization corre
sponding to largerSz becomes favorable.45 Figures 3~a! and
3~b! show the average values of the ground-state spinsSz

initial

~for the three-electron system! andSz
final ~for the four-electron

system! as function of the in-plane magnetic fieldB for four
values ofUH . In both figures, a monotonously increasin
polarization is observed, as expected.

Now, zero-temperature transport can be traced as func
of B. One just has to average the participation ratios of
tunneling amplitudes for the corresponding ground sta
provided the conditionSz

final5Sz
initial61/2 is fulfilled. If this

condition fails, the tunneling amplitude is zero for the cor
sponding configuration andB. The results of this
B-dependent averaging procedure are shown in Fig. 3~c! for

FIG. 2. The average participation ratioP21 of the zero-
temperature tunneling amplitude~filled symbols, left axes! and the
average initial and final spinSz ~open symbols, right axes! are
shown as function of the Hubbard interaction strengthUH for ~a! 3
to 4 electrons on a 636 lattice, and~b! 5 to 6 electrons on a 434
lattice, both without Coulomb interaction. In the averaging pro
dure, the ground states for both, initial and final state have b
chosen as described in the text. For all 100 disorder configurati
the tunneling amplitude is nonzero. For the participation ratios,
ithmetical, typical, and geometrical averages are compared.
12530
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3 to 4 electrons on a 636 lattice and in Fig. 3~d! 5 to 6
electrons on a 434 lattice, again for four values ofUH . In
the noninteracting case there is a weak dependence o
conductance on the magnetic field as a result of the w
dependence of̂ P21& on the single-particle state seen
Figs. 1 forUH50. For nonzero Hubbard interactionUH we
observe a drop in̂P21& in the range ofgmBB,D, whereD
is the mean single-particle level spacing. This behavior is
result of the larger participation ratio exhibited by theSz

final

5Sz
initial21/2 transition compared to theSz

final5Sz
initial11/2

transition. As can be seen in Figs. 3, whengmBB,D/2, for
all realizations, the ground state corresponds toSz

initial51/2
for the odd number of electrons, while more and more re
izations change fromSz

final50 to Sz
final51 as B increases.

This leads to the decrease of the participation ratio of
average tunneling amplitude, corresponding to a decreas
the conductance. The initial decrease is followed by interm
diate maxima and minima, since, asB increases, the averag
Sz increases leading to local peaks in the conductance e
time that theSz

final5Sz
initial21/2 becomes more prevalen

Once a larger portion of realizations become fully polariz
~for large magnetic fieldsB), the conductance drops to th
same saturated value for allUH values. The valuesBsatof the
magnetic field for which the systems become fully polariz
are shown in Fig. 4~a! for both system sizes. It can be see
that Bsat decreases with increasing Hubbard interactionUH ,
but it never vanishes.

Our findings somewhat resemble the observations of
cent experiments:1 The conductivity of 2DEG semiconducto

-
n
s,
r-

FIG. 3. The average~a! initial and ~b! final spins Sz of the
ground states are shown vs the scaled magnetic field for 3
electrons on a 636 lattice. With increasing magnetic field, th
ground states are moved to higher degrees of polarization. The
ferent lines correspond to different strengths of Hubbard interac
UH ~see legends!, while there is no Coulomb interaction. On th
right, the average participation ratios^P21& of the zero temperature
tunneling amplitude are shown for 3 to 4 electrons on a 636 lattice
~c! and 5 to 6 electrons on a 434 lattice ~d!. In the ~arithmetic!
averaging procedure, the ground states for both, initial and fi
state have been chosen as described in the text. Configurations
zero tunneling amplitude~due to nonmatching spins in initial an
final ground states! have been disregarded in the averaging pro
dures.
8-4
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devices, that seem to show a ‘‘metallic phase,’’ is reduc
with increasing in-plane magnetic field, until a constant co
ductivity is reached forB.Bsat. Although this qualitative
behavior is strikingly similar to the results of our calculatio
the magnitude of the decrease we observe is much sm
than that in the experiments. For silicon devices decrease
up to two orders of magnitude have been observed dep
ing on the temperature,47,48 while for GaAs devices, de
creases by a factor of 3 have been reported.49,50 Another
problem in relating our results to the experiments is the
pendence of the saturation fieldBsat on UH . In the experi-
mentsBsat}(n2nc)

d, wherenc is the density of the 2DMIT
andd51 for a wide range of densities,51 while d'0.6 close
to nc elsewhere.52 Since we do not identify a metal-insulato
transition in our model it is not clear how to directly rela
the above experimental observations to our data. Moreo
the experimentally relevant parameter is rather related to
Coulomb interactionU ~via r s) ~which is zero here! than to
the Hubbard interactionUH .

Nevertheless, it is possible to relateBsat to UH using the
following consideration: The lowest average energy of
Hamiltonian given in Eq.~1! at a given spinS may be ap-
proximated by45

E~S!2E~0!5DS22JS~S11!2gmBBS, ~2!

whereJ is the averaged exchange energy that depends oU
andUH . Figure 4~b! shows the values ofJ determined from
the eigenvaluesE(Smax) andE(0) of the systems via Eq.~2!
for B50 and U50. A power-law relationJ}UH

a with an
exponenta in the range from 0.25 to 0.5 may be deduc
from our data, and this relation is consistent with resu
obtained in a previous study of the disordered Hubb
model.60 The saturation fieldBsat corresponds to the field in

FIG. 4. ~a! The saturation fieldBsat, for which the systems
become fully polarized and the average participation ratiosP21 of
the zero-temperature tunneling amplitude reach their asymp
value, are shown versus the Hubbard and the Coulomb-interac
strength~see legend!. The values ofBsathave been averaged for 10
configurations.~b! The values of the average exchange energyJ are
shown vsUH for 636 systems~open symbols! as well as the 434
systems~filled symbols!. Two ways to calculateJ are compared:~i!
J determined from the eigenvalues via Eq.~2! for B50 ~squares!
and ~ii ! J obtained fromBsat via the discrete version of Eq.~3!
~circles!. The plot indicates good agreement, justifying the appro
to relateBsat to UH .
12530
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which the energy becomes minimal for complete polari
tion, i.e.,]E(S)/]S50 with S5Smax, resulting in

gmBBsat52DSmax2J~2Smax11!. ~3!

For small values ofS it is better to replace the derivativ
leading to Eq. ~3! by the discrete difference leading t
gmBBsat5D(2Smax21)22JSmax. In Fig. 4~b! the value of the
averaged exchange energyJ obtained fromBsatvia this equa-
tion is compared to theJ obtained from the eigenvalues. Th
figure shows that the relations work reasonably well in d
scribingBsat. SinceJ increases as function ofUH the satu-
ration field decreases. Thus, the same physics of comp
spin polarization at the saturation field describes both
experiment51,61 and the numerical results. It is important
note though, that since the exchange45 saturates at value
lower thanD, J(UH→`)'0.6D, there will be no ferromag-
netic transition for any value ofUH . This is clear from Fig.
2 where the average value of the spin saturates at low val
ThereforeBsatÞ0 for any value ofUH , and a model with no
long-range interactions cannot describe the experiment
observedBsat}(n2nc)

d.
Thus, it is clear that one must move beyond the sho

range Hubbard interaction and include a long-range C
lomb interaction in order to present a realistic picture of t
2DMIT behavior. As discussed above there is no establis
relation betweenU andUH , so we shall begin by presentin
the highest possible ratio between them, i.e.,U5UH . The
participation ratio as function ofU is presented in Fig. 5~a!.
An initial enhancement ofP21, which peaks atU52 V is
seen, while for larger values of interaction a steady decre
is observed. This behavior is attributed to the interplay
tween the short- and long-range components of the E
Short-range interactions enhance the participation ratio of
tunneling amplitudes, while the long-range interactions s
press it. This is demonstrated in Fig. 5~b! where we keep
UH510 V fixed and tune the value ofU. A monotonous

tic
on

h

FIG. 5. The average participation ratioP21 of the zero-
temperature tunneling amplitude~filled symbols, left axes! and the
average initial and final spinSz ~open symbols, right axes! are
shown as function of Coulomb interaction strengthU, ~a! for iden-
tical Hubbard interactionUH5U and ~b! for fixed Hubbard inter-
actionUH510 V for 3 to 4 electrons on a 636 lattice. The averag-
ing procedure is the same as for Fig. 2.
8-5
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decease inP21 as function ofU is evident. The influence o
the long-range interaction on the spin polarization can a
be gleaned from Fig. 5. The short-range interactions lea
spin polarization, while the long-range interaction tends o
to slightly nudge the ground-state spin.

The dependence of the participation ratio on the in-pla
magnetic field in the presence of long range EEI is depic
in Fig. 6. The main feature of Figs. 3, i.e., the suppression
P21 by the magnetic field and saturation at high magne
fields remains intact. Thus, long-range Coulomb interacti
do not overturn the main conclusions garnered from the m
netoconductance for short-range interactions. The dep
dence of the saturation fieldBsat on the Coulomb-interaction
strengthU shown in Fig. 4~a! is also similar to the depen
dence onUH for U50. There are some differences thoug
The saturated value ofP21 decreases asU becomes stronger
which fits our previous observation that long-range inter
tion localizes the system. The saturation field depends on
interaction strength, but in contrast to the Hubbard inter
tion we cannot rule out thatBsat50 for a finite value ofU. If
Bsat50 indeed occurred, the value of interaction for whi
the field is equal to zero would be much larger than
values of interaction considered here. Since we observe
vanishing of the saturation field, we cannot compare the
havior ofBsat to the one seen in the experiment based on
available data.

Once long-range interactions are taken into account
can use the relationU5VA4pnr s , resulting in a connection
between interaction strength and electronic densityn. Since
n51/9, the range of interaction strengthU50 – 10 V pre-
sented in Figs. 5 corresponds tor s'028.5. It would be
tempting to interpret Fig. 5~a! as a signature of a 2DMIT
but this explanation raises difficulties that make it rath
doubtful. The first ‘‘transition’’ from a more insulating be
havior to a more metallic one@see Fig. 5~a!# is influenced
almost entirely by the Hubbard term as can be seen f
its similarity to Figs. 2. AtU'2 V, the point where the

FIG. 6. The average participation ratiôP21& of the zero-
temperature tunneling amplitude is shown vs the magnetic fieldB,
~a! for identical Hubbard interactionUH5U and~b! for fixed Hub-
bard interactionUH510 for 3 to 4 electrons on a 636 lattice. The
averaging procedure is the same as for Fig. 3.
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enhancement due to the short-range interaction saturates
suppression due to long-range interactions kicks in. This s
pression is monotonic and persists at higher values ofr s .
The saturation point is determined byUH , while r s depends
on U. Hence, the corresponding electronic density, for wh
the peak appears, depends on the ratio ofUH /U. For the
lowest possible ratio~i.e., UH /U51) the peak occurs a
densities corresponding tor s'1.7, which is low compared to
the experimentally observed region of metallic behavi1

corresponding tor s'4 – 20. A higher ratio ofUH /U will
result in this peak appearing for even lower values ofr s .
Comparing Figs. 5~a! and 5~b! it can be seen thatP21 stays
approximately constant, whenUH is increased from 2 V to
10 V while U52 V is kept constant. Only for smallerU,
e.g., U5V corresponding tor s'0.85, increasingUH can
enhance the tunneling amplitude. Similar behavior has b
seen by Selva and Pichard38 for the site occupation numbe
which gives some indication on the degree of localizat
in the system. The high densities~low values of r s) for
which the peak in the participation ratio appears, in co
junction with the fact that long-range Coulomb interactio
always suppressP21 @see Fig. 5~b!# for any value ofr s lead
us to the conclusion that numerical studies of small clus
do not support the notion of an EEI driven metal insula
transition.

On the other hand, the numerical model does seem
reproduce the positive in-plane magnetoresistance and
saturation of the resistance at a critical magnetic field see
recent experiments.47–52The physical origin of the saturatio
is spin polarization of the electron. Similar explanations we
proposed for the experimental origin of the saturation.51,61

Further studies of higher values of interactions are neede
determine whether quantitative comparison with the exp
mentally observedBsat}(n2nc)

d can be obtained. Further
more, if such behavior was indeed observed, the origin onc
would have to be clarified, since it cannot be the critic
density of the 2DMIT that is not seen in our model.

Beyond relating our results to existing experimental da
one would like to glean some relevance for possible fut
experiments. As we pointed out in the introduction the phy
cal situation corresponding to a short range EEI is deep
the metallic regime in which the long-range interaction
perfectly screened. Thus, the enhancement of the con
tance in Figs. 2 is not relevant to the existing body of expe
mental data on the 2DMIT, but it might be relevant to
experimental double gate setup in which the long-range
of the EEI is screened.62 According to Figs. 2 the conduc
tance of such a setup should be higher than for a single o
gate set-up for the same 2DEG sample.

In conclusion, the conductance of interacting electrons
which the spin degree of freedom is taken into account
hibits an intricate dependence upon EEI and parallel m
netic field. Hubbard on-site interactions enhance the cond
tance while long-range Coulomb interactions suppress it.
interplay between the two can lead to a region of enhan
conductance, but this region is at densities correspondin
r s'1, which are too high to be relevant to the 2DMIT. F
lower densities corresponding to higher values ofr s the con-
8-6
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ductance is suppressed. A parallel magnetic field reduces
conductance until it saturates once the electrons bec
fully spin polarized. The saturation field decreases for low
electron density. These features are seen in recent experi
tal measurements of parallel magnetoconductance. Fu
investigation, at higher values of interaction, are needed
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order to clarify whether other features may be explained
this model.
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