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Parallel magnetoconductance of interacting electrons in a two-dimensional disordered system
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The transport properties of interacting electrons for which the spin degree of freedom is taken into account
are numerically studied for small two-dimensional clusters for which the localization length is larger than the
system size. On-site electron-electron interactions tend to delocalize the electrons, while long-range interac-
tions enhance localization. On careful examination of the transport properties, we reach the conclusion that it
does not show a two-dimensional metal-insulator transition driven by interactions. A parallel magnetic field
leads to enhanced resistivity, which saturates once the electrons become fully spin polarized. The strength of
the magnetic field for which the resistivity saturates decreases as the electron density goes down. Thus, the
numerical calculations capture some of the features seen in recent experimental measurements of parallel
magnetoconductance.
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There has been much recent interest in the influence afumerical studies have been performed in order to clarify the
electron-electron interactio(EEI) on the localization prop- role played by the EEI on the localization properties of dis-
erties of electrons in two-dimensional disordered systemsrdered systems. While for spinless electrons the EEI quali-
Behind this renewed interest in the topic are different experitatively changes properties of the system such as many-
mental observations pertaining to the behavior of the conparticle energy-level statisti¢$:*?° persistent current-flow
ductance of low-density two-dimensional electrons. The Conpattern§'26_28 and charge-density response to an external
ductance exhibits a crossover from an insulatinglikeperturbationt® it does not lead to delocalization of electrons
temperature dependence at low densities to a metallic one gt the Fermi level, which would manifest itself in enhanced
higher densitied? A second transition back to an insulating conductivity22-31
dependence at even higher densities was also ObS%md- The electron-spin degree of freedom nevertheless plays an
transition, which is known as the 2DMITtwo-dimensional i hortant role in the so-called 2DMIT. When the influence
“metal-insulator” transition, has drawn a flurry of theoreti- of the EEI on the conductance of disordered systems is con-

Caalra?ﬁg\tlgsig?f Itth:aso?t o?c:gc?ari\gzigf}iigrse(;/;il::n%hzggle_ sidered using a combination of perturbative and renormaliza-
P g theory ot g teary" ion group techniqué$it leads to the conclusion that there is
asserts that for noninteracting electrons all states in 2D are

localized by any amount of disorder. Since in Iow-densitya divergence in the Cooperon channel at medium interac-

systems the ratio between the typical interaction energy anﬂonsi while th? Iadder channel monotonously dgcregses as
the Fermi energyt., is large(i.e., r.>1), a natural expla- unction of the interaction strength. Thus, for polarizsegin-
nation for the 2DI\5II,T is that it isy tfs1e re’sult of the EEI not €S9 electrons EEI should indeed decrease the conductance

taken into account in the original scaling theory. This hasat zero temperature, while the situation for unpolarized elec-
prompted an intensive theoretical effort including analyfical Irons is unclear. S _ .
and numeric& 3 work that tried to explain the 2DMIT asa  The purpose of this paper is to investigate the influence of
result of delocalization by the EEI. On the other hand, oné¢he EEI on the transport through a disordered system once
may argue that the observed temperature dependence of tHe spin degree of freedom is taken into account. In previous
conductance is not a result of a metallic zero-temperaturstudies in which spin was considered the effect of EEI on
phase but rather a manifestation of essentially “high-various properties of mesoscopic systems, such as the persis-
temperature” physics. Thus, some other physical mechanistent current>-3and the addition spectrum and spin polariza-
(such as trap¥® interband spin-dependent scatteriig® tion of quantum dots in the Coulomb blockade regié®
temperature-dependent screentfigh or percolatioR’) sets  was studied. In this paper we shall study the role played by
a very low-temperature scale and the observed metallic beEEI on the tunneling amplitude. The tunneling amplitude
havior occurs at higher temperatures. Accordingly there is noepresents the probability amplitude for injecting an electron
2DMIT and the systems are insulating at zero temperaturento the system at a point with a given energy. For a
This viewpoint may find support in some recent experimensoninteracting system the tunneling amplitude is given by
tal results that show a suppression of the 2DMIT once interthe amplitude of the single-electron eigenfunction with an
band scattering is reducéd:®and from the observation that eigenvalue: atf, while for an interacting system it is defined
the bulk of the metallic behavior occurs at temperatures irfurther on. By evaluating the statistical properties of the tun-
which there is no quantum interference contributions to theneling amplitude of an interacting system one obtains infor-
conductance, while weak localization corrections are obation on the localization of the electrons, akin to the prop-
served at very low temperaturgs* erties revealed by the statistics of the wave functions of
Since it is extremely difficult to go beyond the perturba- noninteracting electrons, which is directly connected to the
tive treatment of strong EEI in disordered systems, manyonductancé’
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The effect of EEI on the localization of the system is quiteis nk’j;(,:alyj;(,ak'j;(,, €j is the site energy, chosen ran-

subtle. While the long-range part of the interaction alwaysdomly between—W/2 andW/2 with uniform probability,V
enhances the localization of the electrons, the short-range 1 s a constant hopping matrix elemelit= v is a positive
(Hubbard part tends to delocalize the electrons. Thus, wherhackground charge equal to the electronic filling arisl the

both interactions are taken into account there is a competingttice constant. As discussed above, there are two types of
influence, resulting in some delocalization for weak interacglectron-electron interaction. The Hubbard interactlop
tions while the localization is enhanced for Stronger interacdue to the repu'sion of electrons with Opposite Spin on the
tions. Although there are some superficial similarities to thesame site has a short range only, while the Coulomb interac-
2DMIT, there are nevertheless some important diﬁerence&ion U has a |0ng range. We include an in_p|ane magnetic

which in our Opinion rule out delocalization due to the Hub- field B, that Coup]es 0n|y to the tota component of the
bard interaction as an explanation for the 2DMIT. In Orderelectron Spird,

for a substantial delocalization to occur the Hubbard interac- ..  .onsider systems composed\oE 4 electrons resid-

tion must be significantly stronger than the long-range CouTng on 6x6 lattices and systems &f=6 electrons on A4

lomb part, i.e., the system is in the high-density reglmelattices, corresponding to fillings af=1/9 and 3/8, respec-

v_vher_e gooo_l screening oceurs. Indeed, for any_rea_sonable et?&ely. We choseN=5 and 8, respectively, so that the single-
timation of interaction parameters, this delocalization Occur%article localization length is comparable to the system sizes.

fzolgMeII_?ctron dertlsmesh cI:orres%ond|_?_g te<2, wh|lde_ the Hard-wall boundary conditions are chosen, since the lowest
occurs at much lower densities corresponding 4o single-electron state for periodic boundary conditions is ac-

%1_2%‘] triking feat hibited b i ; tually much more delocalized than neighboring states, result-
nother striking feature exnibited by some systems Oring in an unusual behavior of the conductance close to the

which a 2DMIT was observed is the strong decrease in th‘?ully polarized staté® It is of course not possible here to

conductance once an in-plane magnetic field is apgfiet. ogirectly mimic the experimental procedure in which electron

This tc.iectr-e?és; cglncldest with (tjh?h appetafranc?]_ h ensity is varied. Instead, the physical content of this density
magnetizatio and saturatés aroun e pointior WhiCh \ 5 iation can be captured by controlling the ratio of the

the system becomes fully spin polarized. The saturation fiel ermi energy to the interaction energy. In the present model,

decreases as the density goes down and becomes zero at & achieved simply by changing the interaction strengghs

« : » . . B1,52
_metal-lnsulator transition _pomﬁ Naturally, one would and Uy while keeping other parameters constant. The value
like to relate the decrease in conductance to the appearange | may be related to the electronic density Via

of spin polarization. In fact, we find that the tunneling am- —,, — .
plitude depends on the ground-state spin state once Hubbaﬁjv 4murs. On the other hand, there is no generally ac-

interactions are considered, and since the application of aé?ne;endsigr?;lfeelfgcrztr?s rgt(;thl)Eth;Nel?\nmft;]t;jagj’sfogritvzgél
external in-plane magnetic field changes the ground-stat 9 . 9

spirf® it leads to a dependence of the conductance on th ork the ratio was estimated a$,=(10/3)U for weakly

spin polarization. We observe a positive magnetoresistanc&,verIanIOIng hydrogenlike wave functiorsput there is no

which is akin in some aspects to the experimental one, a; st|mfat|on o{lt.he ratt'|o ftort:e:(havaglt .S' ?rIIth@A/sUsainlplesaWe,
well as saturation of the resistance at a critical magnetic fiel erefore, will Investigate both physical limi H= L an

corresponding to full polarization. Unlike the enhancement /\L/JVH:O’ as vvteII as Oth(tard'.mermel.d'att.e V"?"“tis- b f
in the conductance due to the Hubbard interaction this be- ''c Carry outourexact diagonalization in the subspace o

havior is robust to the addition of long-range Coulomb inter-U€ total number of electrori¥ and the total spin component

actions. Moreover, the critical magnetic field is reduced ag2 _ M —N/2 with M being the number of spin-up electrons.

the interaction strength is enhancéce., corresponding to Since ther.ells ho m‘:Cha’."S””' fc.)rhsgllf? flip in trlle mo;jéel, the
lower densities Nevertheless, as we shall discuss later, any-particle wave functions with different values$fdo

direct comparison between the numerical and experiment ot intergct,_and th_ey can be calculated separately by block
behavior leaves some open questions iagonalization. Using the Lanczos method we obtain the

i X N, . .
We consider the following tight-binding Hamiltonian: many-particle eigenvalues, * and eigenfunctionga™%).
~ ~ Because of spin symmetry, as longBs 0, 85,73228:,32
H:k; €Nk j:o— MBS, and| a5 =] NS,

The zero-temperature local tunneling amplitude
(ONJal ,JoN"!) between the ground state &f and N—1
electrons can be employed here in order to characterize the
transport properties of the many-particle interacting system.

+Uy 2 Nicj:+ 22Nk ;- 172 It has the advantage that only the ground-state energy and

k) eigenvector foN andN— 1 electrons need to be calculated.

TR (N —K) The_ use of the tunneling amplitude in this context has been
Kilpioo! ko motivated and substan_tlated in our previous Wﬂr?k7 If one
% (n KRSy T i compares the t_unnellng Qens!ty of statege) in the

Lp.o’ ki thpb independent-particle approximation on the one hand and for

wherer=(k,j) denotes a lattice siteaﬁ .., is an electron the many-body interacting system on the other hand, it be-
creation operatofwith spino=—£,+1), the number operator comes evident that the tunneling amplitug@|al |ON"1)

t t
-V k; (A j+1:08% j;0 T Bkt1j:08%j;0T H-C]
0
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replaces the single-electron wave function. The same is true

Y o . 7nfszl=1/2->(; ‘(a) '
for the transmission(r,r’,e,0) of an electron with energy 1| oTusieo % i
. L . —A—s =3/2->1 -
and spino between two pointg, ' on the interface of the g5 =22 /}%%%
system with external leads, which is related to the conduc-a, 12} 6*% %% % 1
4 electrons I o A I
tance o(e) through the Landauer formufa o(e) /% % % % I
= (€)1 ,|t(F.7",&,0)|2 where the suni,i" is over all Ker ]
points on the interface. This behavior suggests that the tun i ¥=%
neling amplitude is the appropriate quantity to replace the:3 '°[ /l/ %%_%_%_{ A A o
L —O—s,=12->0 14
i
Y

T:

/

!
N

pation ratio
—

ties of interacting systems. A similar procedure is employed I T T T x4 A=
in Ref. 59 in order to generalize the concept of inverse par- 8,{ rrrr
ticipation ratio for interacting systems. . . . . . . M .

Note, however, that once interactions are presentamany  ° ? ¢ ;¢ L
particle state is a superposition of many different Slater de- ! "
terminants. Hence, the tunneling amplitude is not normal- FIG. 1. The participation rati® " of the tunneling amplitude
ized, as is the single-electron wave function, which is thefor the different spin channels is shown as function of the Hubbard
result of the fact that the spectral weight for interacting sys-nteraction strengthJ, for (a) 3 to 4 electrons on a6 lattice, and
tems is not necessarily equal to one. Therefore, in order t() 5 to 6 electrons on a4 lattice, both without Coulomb inter-
study the influence of EEI on quantum localization it is use-action. The symbols correspond to the spin transiti®s: 3 —0
ful to define an effective tunneling amplitude(f,o)  (squares %Hl(CigdeQ. 31 (triangles up, 3—2 (triangles dows,
:<0N|a;r 0|0N*1>/(2F<0N|a;£ 0|0N*1>2) Y2 1n the following, 3_—>2 (diamond$, 3—3 (plus). We have averaged 100 rea_lliz_ations of

. ; disorder, and the error bars show the standard deviations of the

averages.

ITIT TATssne

6 electrons V—s,=32->2
It IA —O—s,=52->2
—+—s=52->3
L

single-electron wave function in studying transport proper- g 9_% /%%/% ol
S50
Y

o
=L
<

the effective tunneling amplitudeé(r,o) is traced for sev-
eral Hubbard and Coulomb-interaction strengths and U
as well as for different in-plane magnetic fieBsIn order to

analyze the tunneling amplitude and to derive the degree dfittice(P~*) more or less saturates. We attribute this behav-
localization, we calculate the inverse participation refio ior to the fact that for the smaller lattice the electronic den-

=3: ./ #(F)|* averaged over 100 realizations. sity is higher(v=3/8) resulting in an observable effect of the
It is also possible to discuss the tunneling amplitudes beMott-Hubbard transition, while for the lower density
tween the lowest eigenvectors of a given spin se8jorOf =1/9) pertaining to the larger lattice the Mott-Hubbard tran-

course, when adding an additional electron, the total spigition is less pronounced. _ _ _

componentS, can either increase or decrease by one half. In order to find out which of the different possible spin

Denoting the lowest eigenvalue for a given spin se®pr channels is relevant for the zero-temperature transport, the
_ 1 oinitial final

with N electrons asoN'%), the tunneling amplitudes between energiess" ™ andea'sz of the corresponding multi-
the lowest eigenvectors for a given spin sector 'Sparticle eigenstates have to be investiga@zﬂt.'a' and SQ”"’"

oNS™ 5t oN-18"  \ith  Sfinal_ ginitial 1 15 I . L
(072 |ar;:,1/%| T ) ,tWI't 53z =5 or all " have to be selected such, that both energies have their mini-
values of S, ie., S"=3,3 for N=4 and S)"®  mal value for each configuration. With no magnetic field,
=3,3,3 for N=6. The results for the corresponding partici- for a ground-state spin valueS all energies
pation ratios are shown in Figs. 1 as a functiorlgf with- ~ gN"1:=7575%L. 5718 516 gagenerate. Once an infinitesi-
out Coulomb mtera_ctlonLQ:_O).WhlIe the tunneling amph—_ mal magnetic fieldB—0" is present(which we assume
tudes of all possible spin channels have very similathgrg the ground state corresponds to the maximal value of
participation ratios fotJ =0, some of them are significantly S,=S. Only if the conditionS"@=SM@+1/2 can be ful-
increasing for larger Hubbard interaction, indicating weakerﬁ"ed after this minimizing pzrocedare, the corresponding

localization. In the case of completely polarized elearonsconfiguration has nonzero tunneling amplitude at zero tem-
S,=3—2 in Fig. X&) andS,=3—3 in Fig. 1b), the Hub- o ~+/'\re

bard interaction has no effect, since it couples electrons o Figures 2 show the average values of the initial and final
opposite.spin only. It.is interesting to note that the_re seems tQpins(open symbols, right scaldor zero-temperature trans-
be two distinct magnitudes of enhancement. The inverse pagq a5 well as the average values of the participation ratio of
ticipation ratios for transitions in whictg)"=S]"*—1/2 ¢ corresponding tunneling amplitudédled symbols, left
are substantially larger than for transitions whesf™®  scalg as function of the Hubbard interactids,, assuming
=S+ 1/2. This may be the result of the fact that for B—.0*. For the participation ratios, three different averaging
transitions withSi"*=s"?—1/2 the additional spin-down procedures are compared: arithmetic averégiel), typical
electron can join many spin-up “partners,” thus enhancingaverage expt(In P)), and geometrical average(®). They

the effectiveness of the Hubbard interaction. For transitiongjive slightly different values, since the participation ratios
with Sinal=ghal 1 1/2 the influence of the Hubbard interac- are strongly fluctuating. But all of them for both considered
tion is diminished, because the relative number of possibleystems show the same qualitative behavior: Upon increas-
pairs of electrons with opposite spin, that can share sites, isig Hubbard interaction, the participation ratios for the zero-
reduced. One may also observe thBf 1) for the 4x4 lat-  temperature transport are increasing as longJgs<5 V,

tice shows some decrease 10r,=5 V, while for the 6x6  and they become weakly dependentldp for larger inter-
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FIG. 2. The average participation ratiB~! of the zero-
temperature tunneling amplitudglled symbols, left axesand the
average initial and final spirs, (open symbols, right axgsare
shown as function of the Hubbard interaction strergdthfor (a) 3
to 4 electrons on a6 lattice, and(b) 5 to 6 electrons on a*4
lattice, both without Coulomb interaction. In the averaging proce-
dure, the ground states for both, initial and final state have bee

o )
chosen as described in the text. For all 100 disorder configuration I’gnhr:éme zvncir??e dga:::gsgo?, rf?)trl()a‘gto z(gétigﬁgoofg%;gége
the tunneling amplitude is nonzero. For the participation ratios, ar ing ampiitu W

. . . . lectrons on a4 lattice (d). In the (arithmetig
d. (c) and_5t06e arit _
ithmetical, typical, and geometrical averages are compare averaging procedure, the ground states for both, initial and final

) ) state have been chosen as described in the text. Configurations with
actions. Hence, the zero-temperature transport in the 2DEGero tunneling amplitudédue to nonmatching spins in initial and

is enhanced by the Hubbard interaction. The enhancement fﬁ]a| ground stateshave been disregarded in the averaging proce-
rather weak, though, reaching about 50% for th&6@attice  dures.

and 70% for the %4 lattice. The range o, where the

enhancement occurs, cannot be directly compared to the €%ty 4 electrons on a 66 lattice and in Fig. @) 5 to 6
periments, since the relevant parametgs rather related 0 glectrons on a %4 lattice, again for four values df. In

the Coulomb interactiot (which is zero herethan to the  the noninteracting case there is a weak dependence of the

Hubbard interactiody. conductance on the magnetic field as a result of the weak
Next, we want to investigate, how the zero—temperaturqjependence ofP~1) on the single-particle state seen in

transport is affected by an in-plane magnetic field. While,:igs_ 1 forU,=0. For nonzero Hubbard interactidsh, we
there would be some modification of the orbits of electrong,pserye a drop itP 1) in the range ofjugB<A, whereA

for perpendicular magnetic fieldsee e.g., Ref. §7he par- g the mean single-particle level spacing. This behavior is the
allel magnetic field interacts only with the spins of electrons.resmt of the larger participation ratio exhibited by lﬁfggal

Since the multiparticle eigenfunctiong™'%:) have already _ nital_ 175 transition compared to theiM=gnitaly 1/
z

been calculated asNeigenfunctions of the Nspin operdfor  transition. As can be seen in Figs. 3, whgngB<A/2, for
their energy levels:"™ are just shifted to\"*—gugBS,  all realizations, the ground state correspondsSf§a'=1/2
according to Eq(1). The eigenfunctionfa™'2) and the cor-  for the odd number of electrons, while more and more real-
responding tunneling amplitudes are not changed, but witlzations change fronsi™=0 to Si"¥=1 asB increases.
B#0 a different eigenstate might become the ground staterhis leads to the decrease of the participation ratio of the
With increasingB, a higher degree of polarization corre- gverage tunneling amplitude, corresponding to a decrease in
sponding to largeB, becomes favorabl&. Figures 3a) and  the conductance. The initial decrease is followed by interme-
3(b) show the average values of the ground-state sp€  diate maxima and minima, since, Bsncreases, the average
(for the three-electron systérandS!™ (for the four-electron S, increases leading to local peaks in the conductance each
system as function of the in-plane magnetic fieldfor four  time that the Si"®=8""—1/2 hecomes more prevalent.
values ofUy. In both figures, a monotonously increasing Once a larger portion of realizations become fully polarized
polarization is observed, as expected. (for large magnetic field8), the conductance drops to the
Now, zero-temperature transport can be traced as functiosame saturated value for &ll, values. The valueB,;of the
of B. One just has to average the participation ratios of thenagnetic field for which the systems become fully polarized
tunneling amplitudes for the corresponding ground statesare shown in Fig. @) for both system sizes. It can be seen,
provided the conditiors!"= S+ 1/2 is fulfilled. If this  thatBg, decreases with increasing Hubbard interactify,
condition fails, the tunneling amplitude is zero for the corre-but it never vanishes.
sponding configuration andB. The results of this Our findings somewhat resemble the observations of re-
B-dependent averaging procedure are shown in Rig.f8r  cent experiment$The conductivity of 2DEG semiconductor

FIG. 3. The averagéda) initial and (b) final spinsS, of the
ground states are shown vs the scaled magnetic field for 3 to 4
electrons on a 86 lattice. With increasing magnetic field, the
ground states are moved to higher degrees of polarization. The dif-
ferent lines correspond to different strengths of Hubbard interaction
HH (see legends while there is no Coulomb interaction. On the
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FIG. 4. (a) The saturation fieldBg,, for which the systems

become fully polarized and the average participation rafos of Urv Uu/v

the zero-temperature tunneling amplitude reach their asymptotic

value, are shown versus the Hubbard and the Coulomb-interaction g|G. 5. The average participation ratiB~! of the zero-
strength(see legend The values 0B,have been averaged for 100 temperature tunneling amplitudglled symbols, left axesand the
configurations(b) The values of the average exchange endrgie  average initial and final spirs, (open symbols, right axgsare
shown vsU,, for 6x6 systemgopen symbolsas well as the 44 sphown as function of Coulomb interaction strength(a) for iden-
systemdfilled symbols. Two ways to calculaté are comparedi)  tical Hubbard interactiotd,=U and (b) for fixed Hubbard inter-

J determined from the eigenvalues via K@) for B=0 (squares  actionU,,=10 V for 3 to 4 electrons on a6 lattice. The averag-

(circles. The plot indicates good agreement, justifying the approach

to relateBgy o Uy which the energy becomes minimal for complete polariza-

tion, i.e.,dE(S)/dS=0 with S= S, 5, resulting in
devices, that seem to show a “metallic phase,” is reduced

with increasing in-plane magnetic field, until a constant con- geBsar 2A Siax— J(2Smaxt 1). 3
ductivity is reached foB>Bg,. Although this qualitative

behavior is strikingly similar to the results of our calculation, For small values ofS it is better to replace the derivative
the magnitude of the decrease we observe is much smallggading to Eq.(3) by the discrete difference leading to
than that in the experiments. For silicon devices decreases QyugB.,= A (2Smax—1)—2JSnax. IN Fig. 4b) the value of the

up to two orders of magnitude have been observed depengveraged exchange ener@jpbtained fromB,,,via this equa-

ing on the temperatur®;*® while for GaAs devices, de- tion is compared to thé obtained from the eigenvalues. The
creases by a factor of 3 have been repotfedl. Another  figure shows that the relations work reasonably well in de-
problem in relating our results to the experiments is the describingB,,. SinceJ increases as function df,, the satu-
pendence of the saturation fieBl, on Uy. In the experi-  ration field decreases. Thus, the same physics of complete
mentsBg,ec (v — v,)°, wherew, is the density of the 2DMIT  spin polarization at the saturation field describes both the
and 5=1 for a wide range of densitis while §~0.6 close  experimert*®* and the numerical results. It is important to
to v, elsewheré? Since we do not identify a metal-insulator note though, that since the exchaﬁ_geaturates at values
transition in our model it is not clear how to directly relate Jower thanA, J(Uy—®)~0.6A, there will be no ferromag-

the above experimental observations to our data. Moreovepetic transition for any value dfl,;. This is clear from Fig.

the experimentally relevant parameter is rather related to thg where the average value of the spin saturates at low values.
Coulomb interactiorJ (viarg) (which is zero herethan to  ThereforeB,,# 0 for any value olU,,, and a model with no

the Hubbard interactioty . long-range interactions cannot describe the experimentally
Nevertheless, it is possible to reldg, to Uy using the  observedBg, o< (v—v.)°.

following consideration: The lowest average energy of the Thus, it is clear that one must move beyond the short-
Hamiltonian given in Eq(1) at a given spirS may be ap-  range Hubbard interaction and include a long-range Cou-
proximated by lomb interaction in order to present a realistic picture of the
2DMIT behavior. As discussed above there is no established
_ _Ac2_ _ relation betweetJ andUy, so we shall begin by presenting
E(S-E0)=AS—JSS+1)~gusBS @ the highest possible ratio between them, ilé=U,. The

_ participation ratio as function dfl is presented in Fig.(5).
whereJ is the averaged exchange energy that depends on An initial enhancement oP 1, which peaks atJ=2 V is

andUy. Figure 4b) shows the values af determined from  seen, while for larger values of interaction a steady decrease
the eigenvalueg(S,,) andE(0) of the systems via Eq2)  is observed. This behavior is attributed to the interplay be-
for B=0 andU=0. A power-law relationJ=<U}; with an  tween the short- and long-range components of the EEL.
exponente in the range from 0.25 to 0.5 may be deducedShort-range interactions enhance the participation ratio of the
from our data, and this relation is consistent with resultstunneling amplitudes, while the long-range interactions sup-
obtained in a previous study of the disordered Hubbardgress it. This is demonstrated in Fig(bb where we keep

model®® The saturation field, corresponds to the field in U,=10 V fixed and tune the value df. A monotonous
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enhancement due to the short-range interaction saturates, the
j;‘lf;mm, suppression due to long-range interactions kicks in. This sup-
U,=10V | pression is monotonic and persists at higher valuesgof
The saturation point is determined bl,, while r; depends
—U=0 . . . .
,,,,,,, U=2v on U. Hence, the corresponding electronic density, for which
~~~~~~~~~~~ | the peak appears, depends on the ratidJaffU. For the
lowest possible ratidi.e., Uy/U=1) the peak occurs at
densities corresponding tg~ 1.7, which is low compared to
e the experimentally observed region of metallic behavior
B 14T e corresponding ta¢~4—20. A higher ratio ofU,/U will
T result in this peak appearing for even lower values of
6 . . . . . . . s Comparing Figs. &) and 5b) it can be seen tha® ! stays
‘ ; ’ ) ’ ) approximately constant, whdd,, is increased from 2 V to
10 V while U=2 V is kept constant. Only for smalldy,

FIG. 6. The average participation rati®~!) of the zero- eg, U=V correspc_mdmg tq5%0.85_, _'ncreasmng can
temperature tunneling amplitude is shown vs the magnetic Beld enhance the tunneling amplitude. Similar behavior has been
(a) for identical Hubbard interactiob,,= U and (b) for fixed Hub- ~ Seen by Selva and Pichdfdor the site occupation number,
bard interactiorlJ ;=10 for 3 to 4 electrons on a>& lattice. The ~ which gives some indication on the degree of localization
averaging procedure is the same as for Fig. 3. in the system. The high densitidlow values ofrg) for

which the peak in the participation ratio appears, in con-
junction with the fact that long-range Coulomb interactions
decease iP ~! as function ofU is evident. The influence of always suppresE”1 [see Fig. Bo)] for any value ofr lead
the long-range interaction on the spin polarization can alsas to the conclusion that numerical studies of small clusters
be gleaned from Fig. 5. The short-range interactions lead tdo not support the notion of an EEI driven metal insulator
spin polarization, while the long-range interaction tends onlytransition.
to slightly nudge the ground-state spin. On the other hand, the numerical model does seem to

The dependence of the participation ratio on the in-plangeproduce the positive in-plane magnetoresistance and the
magnetic field in the presence of long range EEI is depictedaturation of the resistance at a critical magnetic field seen in
in Fig. 6. The main feature of Figs. 3, i.e., the suppression ofecent experiment§~>2The physical origin of the saturation
P~* by the magnetic field and saturation at high magnetids spin polarization of the electron. Similar explanations were
fields remains intact. Thus, long-range Coulomb interactiongroposed for the experimental origin of the saturafib™.
do not overturn the main conclusions garnered from the magrurther studies of higher values of interactions are needed to
netoconductance for short-range interactions. The depemtetermine whether quantitative comparison with the experi-
dence of the saturation fieB;,;on the Coulomb-interaction mentally observed®g,p<(v— v.)? can be obtained. Further-
strengthU shown in Fig. 4a) is also similar to the depen- more, if such behavior was indeed observed, the origin.of
dence onJy, for U=0. There are some differences though.would have to be clarified, since it cannot be the critical
The saturated value 6! decreases d$ becomes stronger, density of the 2DMIT that is not seen in our model.
which fits our previous observation that long-range interac- Beyond relating our results to existing experimental data,
tion localizes the system. The saturation field depends on théne would like to glean some relevance for possible future
interaction strength, but in contrast to the Hubbard interacexperiments. As we pointed out in the introduction the physi-
tion we cannot rule out thdg,~= 0 for a finite value olJ. If  cal situation corresponding to a short range EEI is deep in
Bs,—=0 indeed occurred, the value of interaction for whichthe metallic regime in which the long-range interaction is
the field is equal to zero would be much larger than theperfectly screened. Thus, the enhancement of the conduc-
values of interaction considered here. Since we observe n@nce in Figs. 2 is not relevant to the existing body of experi-
vanishing of the saturation field, we cannot compare the bemental data on the 2DMIT, but it might be relevant to an
havior of B¢, to the one seen in the experiment based on thexperimental double gate setup in which the long-range part
available data. of the EEI is screenetf. According to Figs. 2 the conduc-

Once long-range interactions are taken into account ongance of such a setup should be higher than for a single or no
can use the relatiod =V y4vrg, resulting in a connection gate set-up for the same 2DEG sample.
between interaction strength and electronic dengit@ince In conclusion, the conductance of interacting electrons for
v=1/9, the range of interaction strength=0-10V pre- which the spin degree of freedom is taken into account ex-
sented in Figs. 5 corresponds tg~0—8.5. It would be hibits an intricate dependence upon EEI and parallel mag-
tempting to interpret Fig. @) as a signature of a 2DMIT, netic field. Hubbard on-site interactions enhance the conduc-
but this explanation raises difficulties that make it rathertance while long-range Coulomb interactions suppress it. The
doubtful. The first “transition” from a more insulating be- interplay between the two can lead to a region of enhanced
havior to a more metallic ongsee Fig. 8a)] is influenced conductance, but this region is at densities corresponding to
almost entirely by the Hubbard term as can be seen fromms~1, which are too high to be relevant to the 2DMIT. For
its similarity to Figs. 2. AtU~2 V, the point where the lower densities corresponding to higher values ghe con-

6x6,
4 electrons, |

-1

participation ratio P
N=3
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ductance is suppressed. A parallel magnetic field reduces ttweder to clarify whether other features may be explained by
conductance until it saturates once the electrons becontBis model.

fully spin polarized. The saturation field decreases for lower R B thanks the Israel Science Foundations Centers of Ex-

electron density. These features are seen in recent experimegkilence Program and J.K. thanks the Minerva Foundation
tal measurements of parallel magnetoconductance. Furth@hd the Deutsche Akademische Austauschdid®&AD) for
investigation, at higher values of interaction, are needed infinancial support.
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