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Magnetocapacitance of quantum wires: Effect of confining potential on one-dimensional subband
and suppression of exchange enhancedg factor
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By means of magnetocapacitance measurements, we study subband filling in field effect induced arrays of
quantum wires in GaAs/AlGaAs heterostructures. The confining potential is defined by fork-shaped interdigi-
tated metallic gates with lithographic width of;150 nm, realized bye-beam lithography. The capacitance
allows us to investigate the density of states. Evolution of one-dimensional subband spacing and filling as a
function of confinement, gate voltage and magnetic field is analyzed and quantitatively explained. Also the
development of a structure related to spin splitting is studied as a function of both magnetic field and confine-
ment. In different regimes, we find for theg factor either an enhancement up to a factor of almost 50 with
respect to the ‘‘bare’’ value or a suppression, accounting for exchange interactions and kinetic energy of edge
electrons, respectively, in agreement with theoretical models.
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I. INTRODUCTION

Electron systems of reduced dimensionality exhibit
wide range of phenomena related to many-body effects
electrons interactions. The Lande´ g factor, describing lifting
of spin degeneracy in presence of a magnetic fieldB as
DEspin5gmBB, whereDEspin the spin gap andmB the Bohr
magneton, is strongly affected by electron interactio
which become more important as the dimensionality of
system is lowered from two to one. In the pioneering work
Fang and Stiles,1 it has been experimentally found for th
first time that theg factor in a silicon inversion layer is
enhanced with respect to the bulk value and it is depend
on the electron density. Janak2 has first explained such be
havior in terms of exchange interactions, which are enhan
whenever the populations of spin split levels are differe
The effect is made plausible with a simple picture, consid
ing the Coulomb repulsion among the electrons in the ma
particle states associated to the different spin systems.
Pauli exclusion principle enforces larger average distance
electrons carrying the same spin, compared to those
different spins. Thus, due to Coulomb repulsion, man
particle states with electrons of the same spin are ener
cally favorable. Ando and Uemura have further clarified t
theoretical picture in their celebrated work,3 explaining the
oscillatory behavior of theg factor as a function of filling
factor in a two-dimensional~2D! system; since the enhanc
ment depends directly on the population difference of
spin split pair of the same Landau level~LL !, it is maximum
when the Fermi level lies in the spin gap between the lev
themselves and it approaches a minimum value close to
‘‘bare’’ value, when the Fermi level lies midway betwee
spin states originating from different Landau levels. This p
ture has been confirmed by a number of different experim
tal methods, such as measurements of activation energi
magnetotransport,4,5 direct spectroscopic measurements
inelastic light scattering,6 magnetization,7 magneto-
0163-1829/2002/65~12!/125303~8!/$20.00 65 1253
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capacitance,8 and optical absorption spectroscopy.9 In all
cases, significant enhancements have been found with
spect to the bulk value, that for GaAs isg;20.44.10 Re-
ported values are between 1 and 10. Additional correction
the bulk g factor in two dimensions other than exchan
interactions have also been suggested, either intrinsically
lated to quantum confinement11 or to asymmetric interface
potentials and interaction between different subbands.12 To
describe the spin gap in spin polarized quantum Hall sta
elementary charge excitations consisting of spin textu
known as Skyrmions, have been theoretically predicted
GaAs systems13 as well as experimentally observed.14,15

In one-dimensional~1D! systems, where interactions hav
an even more dramatic effect, altering completely the sh
of ground state and Fermi surface, one could naively exp
this enhancement to be more pronounced, but this would
an oversimplified conclusion. Indeed, theoretical as well
experimental scenarios are far more complicated and con
versial and it seems that opposite behaviors should be
pected in different regimes. Let us first discuss the situat
where the magnetic field is applied in the direction of stro
gest confinement, i.e., perpendicular to the plane of the t
dimensional electron gas~2DEG! out of which the wires are
generally prepared. In our experiment the magnetic field
oriented in this direction. Confinement of a 2DEG to low
dimension is predicted by Kinaret and Lee16 to suppress the
spin splitting in high magnetic field. A further refined mod
has been proposed by Balev and Vasilopoulos,17 who have
treated exchange and correlations self-consistently, bey
the Hartree-Fock approximation. They have deduced a s
pression of spin splitting, accounted for in terms of corre
tion effects and spatially inhomogeneous screening, in
strong magnetic field limite2/4p«0« r l 0\vc!1, vc /v0

@1, wherel 05A\/eB is the magnetic length,vc5eB/m*
the cyclotron frequency, andv0 describing the curvature o
the parabolic confining potential12 m* v0

2x2. On the other
hand the opposite trend has been suggested by Shepa18
©2002 The American Physical Society03-1
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who has predicted a strengthening of the electron-elec
interactions by interactions with polarizable edge-st
charges, in a regime reached in wires of somewhat la
width than those considered by Kinaret and Lee. Spin sp
ting suppression has been observed experimentally
Wróbel19 in magnetotransport measurements in quasiballi
GaAs/AlGaAs quantum wires, as well as by Kastner20 and
Mottahedeh21 in narrow silicon inversion layers. On the con
trary, exchange enhancement with decreasing width of
wire has been measured by Shepard18 in support of his the-
oretical description. Also Kotlyar and co-workers22 have re-
cently presented a systematic theoretical and experime
study of spin splitting in semiconductor nanostructures i
perpendicular magnetic field. By photoluminescence spe
in quantum wires, they have extracted an enhancedg factor,
which increases from the bulk value up tougu'5 with de-
creasing wire width, and they have accounted for their
perimental findings by means of a six-band effective-m
perturbative calculation. In split gate devices with ballis
1D channels, so-called quantum point contacts, features
been observed in the conductance data near 0.72e2/\, in the
absence of any magnetic field. They have been discusse
terms of spontaneous polarization,23–25 which would be in
accordance with the predictions of enhanced exchange
fects in quantum wires.26–28 The quantum point contact
have been investigated in parallel magnetic field. An
hancedg factor is observed. It is reported to beugu'1.3
when only a few subbands are occupied, while it saturate
a value close to the bulk limit with increasing subba
index.29,30 On long wire systems, an in-plane magnetic fie
has been found not to induce spin related structures u
fields of 20 T.31

In this paper we present capacitance measurements
formed on quantum wires induced by field effect in GaA
AlGaAs metal-insulator-semiconductor~MIS! type hetero-
structures. Capacitance spectroscopy is a powerful mean
investigate directly the occupation of 1D subbands.32,33 The
interdigitated electrodes allow us to tune the confining
tential and the electron density independently so that we
study the behavior of wires in the quantum limit, i.e., on
one single subband occupied, as a function of confinem
The paper is structured as follows. In Sec. II we describe
sample and the experimental setup; in Sec. III, we pres
our results and we discuss them within the framework
theoretical models; finally, we draw our conclusions
Sec. IV.

II. EXPERIMENTAL

The samples studied in this work are MIS-type AlGaA
GaAs heterostructures, whose deposition sequence
sketched in Fig. 1~a!. On a superlattice AlAs/GaAs buffe
layer a highly silicon doped (2.731018 cm23) GaAs layer is
deposited, which is used as ground plane for applied g
voltages. Furthermore, it serves as a back contact, i.e
provides a charge reservoir for the low-dimensional elect
system. The low dimensional system under study~called
‘‘upper’’ 2DEG in the following! is generated at the interfac
12530
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between a 80 nm thick GaAs layer and a 25 nm thick AlA
GaAs superlattice blocking barrier, when the gate electr
at the surface is biased with a positive voltage, larger tha
certain threshold value. An additional tunneling barrier
placed just above the back contact. The latter causes
formation of a second 2DEG~called ‘‘lower’’ 2DEG in the
following! at the bottom end of the 80 nm quantum well. T
tunneling barrier, which was introduced in order to study t
tunnel coupling between the 2DEG and the wires, plays
role in the effects discussed in the following. Finally, th
structure is capped with a 9 nmthick GaAs layer. The top
gate electrode is fabricated by high resolution electron be
lithography, using a bilayer PMMA resist. It consists of a
nm thick titanium layer, shaped as a pair of interlocked for
whose 22 fingers are stripes of nearly 150 nm lithograp
width and 56mm length, corresponding to a total length
1.25 mm. The resulting potential modulation has a 540
period. As such modulation decays exponentially with t
distance from the surface, the front barrier between elec
system and gate has to be kept as small as possible. In o
to preserve high mobility and well defined potentials even
low carrier densities, we use undoped front barriers. O
dimensional wires are generated beneath one of the two
gergates that is biased with a positive voltageVg , as de-
picted in Fig. 1~b!. The other fingergate, called side gate
the following, is biased with a constant negative dc volta
Vside, applied with respect toVg . Its task is to deplete the
underlying region between subsequent stripes of the p
tively biased fingergate, allowing controlled tuning of th
width as well as of the wall steepness of the potential we
where the wires are formed.

By a standard synchronous detection technique, we m
sure the imaginary~out-of-phase! and real~in-phase! parts of
the ac current flowing from the back contact to the fro
electrode. The circuit configuration is sketched in Fig. 1~b!.
From the output signal we extract the differential capacita
dQ/dVg and the tunneling resistance of our sample. We e
ploy an excitation voltage of 1 mV amplitude and 40 kH
frequency superimposed to a dc voltage sweep ofVg . The
measurements are performed in a dilution cryostat at b
temperatures of few tens of mK.

FIG. 1. ~a! Deposition sequence of MBE grown AlGaAS/GaA
heterostructure;~b! circuit diagram of the measurement.
3-2
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FIG. 2. Traces of the 900-out
of-phase part of the current versu
dc gate voltage at some selecte
values of magnetic field and sid
gate voltage indicated in the fig
ure. The curves in~a! are mea-
sured withVside from 0 to 24 V
in steps of20.25 V. In all cases,
an excitation voltage of 1 mV am
plitude and a frequency of 40 kHz
are used. The arrows in~c! and~d!
indicate spin splitting minima.
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III. RESULTS AND DISCUSSION

A. Capacitance and density of states

As long as the charge exchange between back gate
electron system is quick enough with respect to the perio
the excitation, the real part of the signal is nearly two ord
of magnitude smaller than the imaginary part, featureless
almost constant over the whole range ofVg up to 1.6 V,
beyond which breakdown leakage current onsets. In th
conditions, the imaginary signal is directly related to the d
ferential capacitance, briefly indicated as capacitance in
following. Instead, with increasingly negativeVside, a regime
is reached in which tunneling begins to be hampered: br
peaks in the real part rise at the onset of 1D subbands
correspondingly, the imaginary part decreases and doe
longer reflect the device capacitance alone. The value ofVside
which marks the crossing between these two regimes
pends on the magnetic field applied perpendicularly to
sample surface. In the following, we avoid making quanti
tive analysis of the imaginary signal, whenever any not n
ligible feature in the corresponding real part is present.

In Figs. 2~a!–2~d!, traces of the capacitance of the wi
array as a function ofVg for different confinements and mag
netic fields are presented. At smallVg the measured capac
tance is the one between top and back electrodes plus o
stray contributions originating from the experimental se
and from the sample itself. At characteristic threshold vo
ages the lower and upper electron systems start form
which in the measured signal is accompanied by a co
sponding sharp rise of the capacitance. A first, relativ
small step reflects the formation of the lower electron s
tem. The corresponding threshold voltages monotonously
crease from 0.9 V on with increasing value of the side g
bias. A second, much stronger rise marks the threshold v
age of the upper electron system. We note that the cap
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tance between the two threshold voltages is featureless
almost constant. The distance between the threshold volt
decreases with increasing side gate bias indicating that
lower electron system more sensitively reacts on the s
gates than the upper system. Above behavior can be
reproduced in simulations of the capacitance with a s
consistent Poisson solver. There the lower electron sys
arises if we allow for diffusion of somen dopants from the
back contact to the tunnel barrier. The threshold voltage
the upper system shifts from 1.08 to 1.28 V asVside is varied
between 0 and -4 V. Beyond the threshold, the measu
signal then reflects essentially the capacitance between
front gate and the low dimensional system closest to
front gate. Pronounced steps are visible in the capacitanc
the upper system, superimposed to a slow continuous ris
the signal. These steps establish that the upper system
sists of 1D quantum wires. The height, width and slope
the steps depend on the side gate voltage and mark the o
of successive 1D subbands.33 Indeed, because of the finit
density of states~DOS!, the electric field from the top gate i
not completely screened by the quantum wire; any cha
increment in the electron system is then accompanied b
surface charge induced beneath the electron system, w
equilibrates the chemical potential of the whole syste
whereas the Fermi level of the low dimensional system ri
with respect to the bottom of the conduction band. In
simple picture, the capacitance of system can be though
as resulting mainly from two contributions: a geometric
one Cgeo, corresponding to ideal metallic electrodes plac
at the top gate and at the low dimensional system, resp
tively and a contributionCDOS;e2D arising from the finite
density of states D of the low dimensional system. From
set of traces at zero field it can be seen that, at equal fil
factor, the average signal drops slightly as the confinem
increases, due to the fact that the wire width shrinks w
3-3
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PALLECCHI, HEYN, LOHSE, KRAMER, AND HANSEN PHYSICAL REVIEW B65 125303
increasing confinement. In addition, at high magnetic fi
(B*10 T), the imaginary signal is significantly reduce
with increasing confinement, due to the not negligible
crease in the tunneling resistance. In such regime, a sim
relation between imaginary current and capacitance ca
be extracted and no quantitative analysis of the abso
value of the capacitance is attempted.

Above a certain magnetic field, that is nearly 7 T for t
lowest confinement and higher for higher confinement, str
tures related to spin splitting of the first hybrid subban
indicated by arrows in Figs. 2~c! and 2~d!, start to develop.
Such structures, which are the central issue of this paper
will be discussed later on in detail, are not accompanied
any related feature in the real part of the signal.

In order to get a slightly more quantitative idea of t
effect of the side gate voltage, we can assume that the
fining potential and the wire capacitanceCwire are roughly
constant throughout the filling of the first subband and can
approximated by their mean value. Furthermore, we ass
for simplicity that the confining potential is parabol
1
2 m* v0

2x2 and that the density of states is the ideal 1D sin
particle DOS, neglecting broadening and many-particle
fects. In this simple picture, the total number of electrons
unit length nql that can be placed in the first subband
easily obtained by integration of the 1D density of sta
over the first subband, that yields

nql5E
0

\v v

v0

2

p\
Am*

2E
dE5A8m*

p2\

~v0
21vc

2!3/4

v0
, ~1!

where v5Av0
21vc

2. After defining the wire capacitanc
Cwire in terms of the gate voltageUql at which the second
subband starts to be filled, as

enql5CwireUql ~2!

it follows that a linear relation can be established betwe
squared magnetic fieldB2 andUql

4/3:

Uql
4/35a01a1B2, ~3!

where we define

a05S ae

Cwire
D 4/3

v0
2/3, a15S ae

Cwirev0
D 4/3S e

m*
D 2

,

and a 5
2

p
Am*

\
. ~4!

For the second subband the same equations fora0 anda1 are
still valid, but defininga54/pAm* /\. From a set of curves
measured at the sameVside and at different magnetic fields
one can obtain the measured values for the plotUql

4/3 versus
B2, as shown in Fig. 3, and extract the experimental val
for Cwire andv0. Of course, the slope of the trace superi
posed to the capacitance steps tells us that actually the
metric capacitance increases all the time as the syste
filled, because of widening of the wires due to Coulom
repulsion. Additionally, at very low densities, many-partic
effects are likely to affect the potential shape and, acco
12530
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ingly, also the subband spacing and the wire capacitanc32

Yet, the linear relation between the data points is ana pos-
teriori check that our assumption is not too bad. Moreove
direct comparison of our values of subband occupation
energy levels with those computed by means of the s
consistent Poisson-Schro¨dinger calculation developed b
Schmerek,32 based on spin dependent local density appro
mation, shows that the numerical and analytical approac
are in very good quantitative agreement. For a detailed
scription of the calculation we refer to Refs. 34,32. It
apparent from Fig. 3 that the electron densitynql is less
affected by a magnetic field if the confinement is strong. T
is in agreement with Eq.~4! predicting a linear relation be
tweenB2 andUql

4/3. Since at zero fieldnql increases with the
confinement, this implies that the behavior ofnql as function
of the side gate voltage reverses at high fields. This can
clearly seen in the inset of Fig. 3: at low fields (B,2 T) nql
increases with side gate voltage, whereas it decreases at
fields (B.3 T). The physical explanation for this crossov
can be understood on basis of Eqs.~1! and~2!. At zero mag-
netic field the 1D confinement rules the density of sta
leading to high state densities close to the subband e
Similar to the subband spacing,nql is increasing with con-
finement. It is well known that at zero confinement and hi
magnetic fields the state density condenses into discrete
highly degenerate LL. Here the 1D confinement countera
leading to hybrid subbands with dispersion and thus to
redistribution of state density to higher energies. On the ot
hand, at high fieldvc@v0 the subband spacing increas
very slowly with v0, being mostly determined by the mag
netic field itself. Thus, in high magnetic fields,nql decreases
with increasing confinement.

In Figs. 4~a! and 4~b! the values forv0 andCwire resulting
from this fitting procedure are plotted as a function of t
confinement for the first and the second 1D subbands, w
the corresponding uncertainties. The capacitanceCwire is

FIG. 3. Plot ofUql
4/3 versus squared magnetic fieldB2, extracted

form experimental curves of the imaginary part of the current,
explained in the text. Side gate voltage valuesVside are indicated in
the legend. The lines connecting data points are guides to the e
In the inset, the low magnetic field region where the curves cros
expanded.
3-4
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nearly constant in the whole range ofVside values. The sub-
band spacing, as expected, slowly increases with incr
ingly negative side gate voltage, being for the first subba
\v0'4.75 meV atVside50 and \v0'6.54 meV atVside
523.5 V. The gate voltageVside523.5 V is the maxi-
mum confinement at which we apply this analysis, as,
yond this value, a peak in the resistive part rises, indica
that reequilibration upon tunneling is not anymore able
follow the ac excitation and the system is no longer char
efficiently. This is clearly seen in Fig. 2~a!, where the highes
confinement trace significantly drops compared to the o
traces. One may be surprised that the caseVside50 yields a
finite v0, instead of approaching the 2D limitv0→0. This is
probably due to surface charges localized between adja
titanium stripes, which cause a modulation of the poten
even at zero bias. This hypothesis is also supported by
observation that foruVsideu<1 V, the resulting subband
spacing does not change appreciably, indicating that sur
charges generate an effective electric field stronger than
generated by the side gate. Therefore, such charges, w
density is unknown and sometimes even not constant in ti
introduce an additional uncertainty on the relationship
tween side gate voltage and effective confinement
uVsideu<1 V. Accordingly, the self-consistent Schro¨dinger-
Poisson solver reproduces experimental data if homogen
negative surface charge with density23.131016 m22, as
well as 12 nm wide stripes of positive surface charge w
density11.031017 m22 beside the gate electrodes are a
sumed. The subband spacing and the capacitance of the

FIG. 4. ~a! 1D subband spacing and~b! wire capacitanceCwire

extracted from the linear fit of data points in Fig. 3 as a function
the side gate voltage.
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ond subband are, respectively, systematically lower
larger than those of the first subband, as expected from
effective confining potential shape that is flattened a
broadened by screening, as the electron den
increases.35,36

A comparison of the traces of Figs. 2~b!–2~d! evidences
that the shape of the minima associated to 1D subba
changes with both magnetic field and confining voltage.
small magnetic field (B,4 T) the rather symmetric minima
evolve into plateauxlike steps as confinement increases
high field (B.8 T) the LL minima at low confinement ap
pear to be asymmetric with a smoother fall and a steeper
while they become clearly deeper and more symmetric at
largest confinements. We suggest that the behavior at
field @Fig. 2~b!# mirrors the character of the 1D density o
states: at low confinement the shape of hybrid levels is re
niscent of the shape of Landau levels and the capacita
shape is closer to a typical 2DEG capacitance trace~see, for
example, Ref. 37!. At high confinement, the decrease of th
tail of each hybrid level DOS is expected to be slower
compared to that of a LL, so that also the decrease of
capacitance as the subband is filled is slower. Actually th
is almost no decrease at all, but rather a constant pla
before the onset of the subsequent subband. We believe
this vanishing slope comes out from the fortuitous comp
sation of the rising geometrical termCgeo and the density of
states termCDOS. At higher field, the larger subband spacin
results in an enhanced sensitivity of the measurement a
the gate voltage axis, therefore, at low confinement, the
character of the density of states becomes more and m
visible. The slow fall and the steep rise around each
minimum@Fig. 2~c!# mirror the square root fall of the densit
of states of each subband and the abrupt rise of the DO
the subsequent subband, respectively. At the highest con
ments23.5 V<Vside22.5 V, the shapes of the traces a
affected by the increase of the tunneling resistance and
LL minima are made symmetrically deeper in correspo
dence to a broad rising peak in the real part. Indeed, a c
parative observation of the evolution of the resistance pe
and of the shape of the capacitance minima with vary
magnetic field and confinement supports this interpretatio

B. The g factor

We would like to discuss now the behavior of the sp
splitting. As it can be seen in Figs. 2~c!–2~d!, contrarily to
the 2D case, where the spin splitting minima occur at a g
voltage that is exactly halfway between two adjacent
minima, in this case it is shifted to lower voltages. This tre
becomes more and more evident with increasing confinem
and can be explained qualitatively in terms of the asymm
ric shape of the 1D density of states. Another even m
evident effect is that with increasing confinement, the s
splitting feature is blurred out: at magnetic fields lower th
10 T, the spin feature fades out completely as the confin
potential is varied from 0 to -3.5 V. We apply to our case t
model formulated by Kinaret and Lee16 for suppression of
spin splitting in 1D systems. If correlations are neglected,
total energy of the systemEtot as a function of electron den

f

3-5
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PALLECCHI, HEYN, LOHSE, KRAMER, AND HANSEN PHYSICAL REVIEW B65 125303
sity and magnetic field can be expressed as a sum of a p
tive kinetic term associated with skipping electrons in ed
states, plus a negative exchange term, plus a Zeeman
At each fixed magnetic field and confinement, a critical d
sity ncr is found, marking the crossover between two diffe
ent regimes: for lower densities the exchange contribu
dominates (Etot,0) and the spin split phase is stable; abo
the positive kinetic contribution suppresses the exchange
lated spin gap enhancement (Etot.0) and the spin split
phase is no longer stable. In other words, this can be see
an effect of the confinement, which lifts the degeneracy
Landau levels and thus makes the exchange interaction
effective. Equivalently, at fixed electron density, a critic
field Bcr exists, beyond which the spin split phase is stab
At an electron density of 8.53107 m21, we calculate by
Eqs. ~12! and ~13! of Ref. 16 a critical fieldBcr;5 T for
\v0;5 meV confinement and Bcr;9 T for \v0
;7 meV confinement. Despite the simplicity of this analy
cal model, these values seem to fit our experimental findi
very well.

Another possible scenario to describe suppression of
splitting in our sample may be the one proposed by Ba
and Vasilopoulos.17 They self-consistently treated exchan
and correlation in a quantum wire within a modified loc
density approximation and found that electron correlat
plus inhomogeneous screening along the wire cross sec
lead to suppression of spin splitting. However a quantitat
comparison is not straightforward and it is not clear whet
their ‘‘optical’’ g-factor may differ from the one extracted b
magnetocapacitance measurements.

In order to extract from our data theg-factor of our sys-
tem in a simple way, we assume the two following poin
first, that the ideal 1D single particle density of states
proximates the actual density of states, and, secondly,
using the constant average capacitanceCwire obtained by Eq.
~4!, the electron densitynspin that completely fills the lower
spin subband can be related with the correspondent gate
ageUspin, according to

nspin5
CwireDUspin

e
. ~5!

In such simplifying assumptions, the effectiveg factor can be
calculated as

g5
1

mBB

v0
2

~v0
21vc

2!

p2\2

2m*
nspin

2 . ~6!

Of course, we are well aware that, on one side, the geom
cal capacitance may significantly vary with electron dens
at very low filling and, on the other side, that the ideal sin
particle 1D density of states is a rough approximation for
actual density of states, which is affected by the same ma
particle effects responsible for the spin splitting suppress
that we want to describe. In order to justify our simple a
proach, we have checked, for some values of side gate
age and magnetic field, that the positions of the capacita
features, as well as the energy levels and the subband d
ties obtained by Eqs.~5! and~6!, are reproduced well within
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experimental uncertainty by the self-consistent Poiss
Schrödinger calculation developed by Schmerek,32 based on
spin dependent local density approximation. A full da
analysis by means of the numerical calculation has not b
performed, because it is very time consuming.

In Fig. 5, we present the so obtainedg factor of our sys-
tem, as a function of confinement and magnetic field. At
weakest confinement a valueg;21 at 14 T is found, that is
almost 50 times larger than the ‘‘bare’’ valueg520.44 and
much larger than even the largest values ever found, to
knowledge, in 2D systems. The experimental uncertainty,
plotted for clarity, is estimated to be nearly 60% for th
weaker confinements and 40% for the stronger ones. S
high g-factor values indicate that as long as the confinem
is not too large, the exchange enhancement is consider
At the same magnetic field and the highest confinement,
g-factor is found to drop down to;4. At lower field, theg
factor can be extracted only for the weaker confinements
the spin splitting feature disappears at higher confineme
Despite the scattering of the data points, a strong reduc
of theg factor with increasing confinement is clearly visibl
Both the enhancement at low confinement and the supp
sion with increasing confinement are predicted by the mod
of Kinaret and Lee16 as well as Balev and Vasilopoulos.17

The g values determined from our data are slightly i
creasing with magnetic field. However, the trend is so sm
with respect to experimental uncertainties that it does
allow us to establish a significant deviation from a constang
factor. The same behavior has been also reported in Ref
where it is argued that this is the case whenever the lat
confinement energies are smaller than the quantum well c
finement energies and the structure size dependence d
nates over the magnetic field dependence.

In summary, we argue that our experimental results ar
agreement with theoretical predictions. The high values
theg factor found at the lowest confinement investigated
reminiscent of an enhancement of the exchange interact
in wires, with respect to the 2D case, accordingly to Re

FIG. 5. Values ofg factors extracted from the imaginary part o
the measured current at different magnetic fields and confining v
ages. The lines connecting data points are guides for the eyes
3-6
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18,26, and 22. Our data reflect that this enhancement is
progressively suppressed with increasing confinement
predicted by either Kinaret and Lee16 or Balev and
Vasilopoulos17 for high perpendicular magnetic fields. In pa
ticular, in the Kinaret and Lee model, the suppression occ
as the magnetic field becomes smaller than a certain cri
value Bcr , which increases with increasing confinement.
the opposite limit of very high fieldsvc /v0@1, Balev and
Vasilopoulos17 predict final stability of the spin split phas
with increasing field. In qualitative agreement with theo
the magnetic fields, at which in our experiments spin sp
ting is resolved, increase with increasing confinement. W
for weak confinement the conditionB.Bcr for stability of
the spin split phase is already fulfilled at 7 T, for strong
confinement it is fulfilled only beyond 10 T. Furthermore, t
strong enhancement of theg-factor at low values of the side
gate voltage suggests that our case is just in the critica
gion, where the transition into the spin split phase takes p
and thus abrupt changes are indeed predicted.16

We note that, just for the way capacitance measurem
intrinsically works, we are not able to observe directly ho
the spin gap evolves by changing electron density, leaving
the other parameters unchanged. Indeed, we can only
serve spin splitting, if present at all, at the density at wh
the upper spin split level starts to be filled. Nevertheless,
can study the spin gap at different densities via chang
either confinement or magnetic field. Yet, as both the ac
density and the critical density are changed by magnetic fi
and confinement, the interpretation of our data requires
multaneous comparison of a whole set of measurements

Unfortunately, in our sample we miss the crossover
tween the purely 2D regime, withg factor typically ranging
between 3 and 7, and the 1D one, with enhancedg factor. We
would expect to see theg factor first to increase with increas
ing confinement, reach a maximum, and then decrease. O
the latter regime is in fact observed in our data. Our limit
due to surface charges, which cause a modulation of
y

e

.
s

e

.
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potential even at zero side gate voltage and thus make
side gate voltage practically ineffective in the regime of ve
low confinements.

IV. CONCLUSIONS

In this paper, we describe magnetocapacitance traces
sured on arrays of quantum wires induced by field effec
MIS-type GaAs/AlGaAs heterostructures. By means of int
locked central and side gate, we are able to control o
dimensional confinement and electron density down to
quantum limit, i.e., only the first subband occupied. We e
plore band filling and energy levels spacing as a function
confining voltage and magnetic field. Our data are very w
reproduced by a simple analytical model, whose validity ia
posteriori demonstrated by comparison with self-consiste
two-dimensional Poisson-Schro¨dinger simulations. A qualita-
tive explanation for the evolution of the shape of capacita
traces in terms of changes in the DOS is given. We ana
the behavior of spin splitting and explain it within the fram
work of existing theories. As a result of the competition b
tween exchange interactions and kinetic contribution fr
edge states, the spin gap at low confinement is enhanced
respect to the two-dimensional case, but it is monotonou
suppressed with increasing confinement in the range\v0
'4.527 meV. Only at very strong magnetic fieldB
.10 T the spin splitting is still visible at the highest co
finement investigated. We extract the correspondingg factor,
which turns out to be at 14 T as high asg'21 at the lowest
confinement andg'4 at the largest confinement.
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