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A general phenomenology for phase behavior in the mixed phase of type-Il superconductors with weak point
pinning disorder is outlined. We propose that the “Bragg glass” phase generically transforms via two separate
thermodynamic phase transitions into a disordered liquid on increasing the temperature. The first transition is
into a glassy phase, topologically disordered at the largest length scales; current evidence suggests that it lacks
the long-ranged phase correlations expected of a “vortex glass.” This phase has a significant degree of
short-ranged translational order, unlike the disordered liquid, but no quasi-long-range order, in contrast to the
Bragg glass. This glassy phase, which we call a “multidomain glass,” is confined to a narrow sliver at
intermediate fields, but broadens out both for much larger and much smaller field values. Estimates for
translational correlation lengths in the multidomain glass indicate that they can be far larger than the interline
spacing for weak disorder, suggesting a plausible mechanism by which signals of a two-step transition can be
obscured. Calculations of the Bragg glass—multidomain glass and the multidomain glass—disordered liquid
phase boundaries are presented and compared to experimental data. We argue that these proposals provide a
unified picture of the available experimental data on both Aigland low-T. materials, simulations, and
current theoretical understanding.
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[. INTRODUCTION to F, above, wherd-4 represents the interaction of vortex
lines with a quenched disorder potentig| and the density
In the mean-field phase diagram of a pure type-Il superfield p(r, ,z) is defined by

conductor, Meissner, mixed, and normal phases are separated
by continuous phase transitions associated with lower _ Oy D (D
[H.,(T)] and uppefH.,(T)] critical fields? In the mixed P 9=2 820 -R-uR 2). (13
phase, an applied magnetic fidildenters the sample in the
form of singly quantized lines of magnetic flux. These lines If the disorder derives from a high density of weak, ran-
repel each other, stabilizing a triangular line lattice. Thermadom point pinning sites, it is convenient to assume thais
fluctuations melt this lattice via a first-order melting transi- drawn from a Gaussian distribution and is correlated over a
tion, subdividing the domain of the mixed phase into solidlength scaleé, the coherence length, i.€.V4(X)Vqy(x')]

and fluid phases of flux linés:* =K(x—x"), with K(x—x") a short-ranged function of range
- ~ 5 .
With H=HZ, flux lines in the lattice phase are param- -” The notationx denotes [, ,2).
etrized by two-dimensional coordinat®, whereR; de- Much theoretical attention has been devoted recently to

scribes the position of thith line. Deviations from this ar- he understanding of the statistical mechanics defined by
rangement define a two-component displacement fieldFds:(1.1) and(1.2). The problem is the computation of cor-
u(R;,z), with an associated coarse-grained elastic freel®lation functions such as

energy cost B(r.,2)=[(u(r, ,2)—u(0,0)2], (1.4

where the brackets-) and[ -] denote thermal and disorder
Cu 2, Ces 2, Caa 2 averages, respectively. At least two novel glassy phases arise
2 (V- 2 (Vo X 2 (90)7). as a consequence of such disoftiérin the relatively more
(1.2 ordered of these phases, the Bragg gl&€§) phase, corre-
lations of the order parameter for translational correlations
decay as power laws:'?

Fe|:f erdZ

Here u(r, ,z) is the displacement field at locatiom,(,z).
This term represents the elastic cost of distortions from the '\ _7exdTG-fu(x, .2)— w02 1~ 1/ | 7e
crystalline state, governed by the values of the elastic con- 6() =(exXLG-{ulx, ,.2) ~u(0 2N~ 1x, |,
stants for shearcgg), bulk (cq4), and tilt (C44). o
Quenched random pinning destabilizes the long-range@hereG is a reciprocal lattice vector angl; a nonuniversal
translational order of the flux-lattice phas&Such disorder exponent!!? The anomalously large translational correla-
adds tion lengths inferred from magnetic decoration experiments
on Bi,Sr,CaCyOg, 5 (BSCCO (Ref. 13 and the resolution-
limited Bragqég;]1 peaks obtained in neutron scattering from the
. mixed phasg’ in this material at smalH, support the exis-
Fd_J’ dr,dz Vy(r,,2)p(r, ,2), (12 tence of a Bragg glass phase in type-Il superconductors. Hall

0163-1829/2002/68.0)/10452723)/$20.00 65104527-1 ©2002 The American Physical Society



GAUTAM |. MENON PHYSICAL REVIEW B 65 104527

probe measuremeritssee a single first-order, temperature-
driven melting transition out of the Bragg glass at such
fields4-17

At increased levels of pinning, the Bragg glass is believed .
to be unstable to a disordered phase in which translational NORMAL
correlations decay exponentially at sufficiently large h
distances;i.e., lim,_...Cg(x) ~exp(u/x, |). Such a phase
mustbe separated by a phase transition from the Brass glass
phase. At largeH, experiment¥ indicate a continuous tran-
sition from an equilibrium fluid phase into a highly disor-
dered glassy state when the temperafliis reduced from
the mean-fieldT.(H).!>% This disordered lowF, largeH
state may be a new thermodynamic phase, the “vortex glass” I ——
(VG) phase, separated from the equilibrium disordered liquid BRAGG GLASS
(DL) by a line of continuous phase transitidhidowever, the
experiments may also be indicating a nonequilibrium
regime?! A “frozen liquid” similar to a structural glass and
an “entangled liquid” analogous to a polymeric glass have
been suggested as alternatives to the equilibrium vortex TEMPERATURE (K)

1,22
glassz. FIG. 1. The current view of the phase diagram of type-Il super-

The phase diagram of Fig. 1 summarizes the currently.,nqctors(Refs. 9,11,16,17,20,24incorporating the effects of
popular view of the phase behavior in the mixed phase ofyenched point pinning disorder and thermal fluctuations. In addi-
weakly disordered single crystals of anisotropic highsys-  tion to Meissner and normal phases, this phase diagram subdivides
tems such as BSCC®* 292321 This disorder is assumed  the mixed phase into three phases—the Bragg 4B&S), the vor-
to arise from a large density of weak point pinning sites intex glass(VG), and the disordered liquidDL). The BrG melts
this papef) Figure 1 implies that the BrG phase is unstabledirectly into the DL phase through a first-order melting transition on
to the VG phase on increasiid} This feature follows from T scans at intermediaté. OnH scans at fixed lowT, the BrG phase
the belief that increasingl at a fixed level of microscopic transforms discontinuouslyRefs. 28 and 2Rinto the disordered
disorder is equivalent to increasing tledfectivelevel of VG phase. The VG phase is understood to transform via a continous
disorder?” Figure 1 also shows the Bragg glass meltiig phase transition, with the exponents linked by relations calculated
rectly into the DL phase in the intermediate field regimein Ref. 6 into the DL phase. This line of continuous phase transi-
(solid ling). The VG to DL transition begins where the first- tions meets the BrG phase boundary at a “multicritical” point, la-
order BrG-DL transition line terminates; this transition hasPeled He Tc,) in the figure. The first-order direct transition from
been suggested to be continudli®ecent Josephson plasma BrG to DL may persist beyond the putativel{, Te,) (Refs™#*
resonance experiments and magneto-optic studies in BSccleminating in a critical poinfnot shown in this figure, see Refs_,.
(Refs. 28 and 2Rindicate that the underlying field-driven 11,24. The line that separates the DL from the normal phase is a

BrG-VG transition may actually be a discontinuous 3he crossover line and not a true phase transition. This phase diagram

The importance of thermal fluctuations in the Cupratesdoes not.show the small regime of ree.ntrant glassy phase expefzted
low field values; for a phase diagram that includes this,

ensures that disordered phases such as the DL phase occu?xﬁe\é Ref. 11
much of the phase diagram in high-materialst In contrast, T
for most lowT. systems, such disordered phases occupy a For the layered dichalcogenide 2H-NbSE .=7.2 K),
relatively small regime just beloW.(H). The phase behav- anisotropy, weak layering, small coherence lengths and large
ior in the mixed phase of low-, superconductors has been penetration depths enhance the effects of thermal fluctua-
the focus of recent attentioh-*° These studies suggest a tions, yieldingG;~10~*.3¢3" For the C15 Laves-phase su-
universal phase diagram for weakly pinned Idwtype-ll  perconductor CeRu(T.=6.1 K), G;~10"°38 while for
materials® Interestingly, this phase diagram appears to dif-the ternary rare-earth stannides;B8,Sns, (T.=8 K) and

DISORDERED -
VORTEX \ LIQUD

GLASS N He™”

MAGNETIC FIELD (T)

H cr ’Tcr)

MEISSNER

fer significantly from Fig. 1. YbsRh,Sny5, (T=7.6 K), G;~10 7.3*1For the quarter-
The low-T, systems studied have relatively large valuesnary borocarbide YNB,C (T.=15.5 K), G;~10 642
of the Ginzburg number, These systems can be made relatively pure: the ratio of the
transport critical curren. to the depairing currenty, (jqp
G =(kgTc/HZ2e&®)?12, (1.6)  =cH36m\, with H,=®y/2\/2m\ €) in these lowT, ma-

terials can be as small as1Dor 10 °. For the highT, case,
which measures the relative importance of thermalin contrast,jcljdp~10*2. These values dB; (1-4 orders of
fluctuations' Here ¢ is the coherence length the mass magnitude larger than for conventional Ioky- material3
anisotropy, T. the superconducting transition tem- and of j./j4, imply that the phase behavior of weakly
perature, andd. the thermodynamic critical field. In most pinned, lowT type-Il superconductors can be studied using
low-T, materialsG;~10 8, whereasG;~10 2 for high-T,  such compounds, in regimes where the phases and phase
superconductors such as YEarO,_s (YBCO) and transitions discussed in the context of the cuprates are ex-
Bi,Sr,CaCuyOg. 5 (BSCCO.! perimentally accessible.
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Modern replica-based approacfie® the glass transition
J wamoomaacass in the context of fluidswithout quenched disorder, which
pisgppeReD argue for a one-step replica-symmetry-breaking transition
out of the disordered liquid phase, have recently been gener-
alized to study the phase diagram of hard spheres in the
presence of a quenched random potefifichuch a phase
TEMPERATURE (10 diagram bears a fairly close resemblance to phenomenologi-
MULTIDOMAIN ™. s cal phase diagrams of disordered vortex systems, including
DISORDERED . . . .
GLASS LIQUID the existence of both first-order and continuous transitions
"H_(T)" out of the disordered liqui¢? The nature of symmetry break-
¢ ing here is subtle and it is unclear whether experiments
would be able to distinguish between a genuine equilibrium
glass transition of this type and a nonequilibrium “freezing-
out” of structural degrees of freedom. Nevertheless, in prin-
ciple, signals of such an equilibrium transition should be
| . visible in thermodynamieneasurements. Should these ideas
MEISSNER \ be applicable to the disordered mixed phasedisaontinuous
TEMPERATURE (K) freezing of the disordered density configuration characteriz-
ing the glassy phase would be expected, as against relatively
FIG. 2. Proposed universal phase diagram for type-Il supercongmoothbehavior of the entropy and internal energy across
ductors incorporating the effects of thermal fluctuations andiyis transition.

quenched random point pinning. The term multidomain g(b4G) It is believed that the lower critical dimension for phase

is used here in preference to “vortex glass”; for a discussion on th'scoherence of the type assumed in models for vortex glasses

point and .Of the. pmperties. of this p.hase’ see text. The other phas%%eeds thre®® this would rule out the phase-coherent vor-

are described in the caption of Fig. 1. Note that.the MG phas. ex glas§ as an alternative. However, the absence of such

intrudes between BrG and DL phases everywhere in the phase d'?c_)ng-ranged superconducting phase (;oherence does not rule
ram. At intermediateH where interactions dominate, the MG oo . .

g out the possibility of various levels of order and associated

phase is confined to a slim sliver but broadens out again for suffi i e ithin th i
ciently low H. The putative “multicritical point’ (H,T,,) of Fig. 1 Symmetry-breaking transitions within the vortex line assem-

is identified with the location where the BrG-MG and MG-DL tran- Pl It is to be emphasized that the precise pattern of this
sition lines first approach so closely that they cannot be separatefymmetry breaking is irrelevant to the phenomenology em-
resolved. The inset to the figure expands the boxed region shown iodied in Fig. 2, in particular to the proposal of a generic
the main panel at low fields and temperature values clo§e@@)  two-step transition out of the BrG phase that occurs via an
and illustrates the reentrant nature of the BrG-MG phase boundarpitermediate equilibrium phase with glassy attributes, in
at low fields. The transition line separating the MG from the DL which length scales for translational correlations in the flux
phase is first order at low fields but terminates at a tricritical point,line array can far exceed those in the equilibrium fluid. Even
where it meets a line ofequilibrium) glass transitions. The transi- if the true ground state were an equilibrium vortex glass in
tion out of the BrG phase is generically of first order. the sense of the original proposal, the topology of the phase
diagram proposed in this paper and most of its attendent
Figure 2 presents the proposal of this paper for a schezonclusions(with the specific exception of those that relate
matic phase diagram for type-ll superconductors with pointo the superconducting properties of this stateuld remain
pinning disorder. This phase diagram incorporates and exsalid.*’
tends recent suggestions for the phase behavior ofTlpw-  The multidomain glass at intermediatel connects
systems, proposed by this author and collaborators in Regmoothly to the highly disordered glassy state obtained at
35. It is argued that Fig. 2 should be a universal phase didargeH, the putative vortex glass. The term “multidomain”
gram for all type-ll superconductors with quenched pointfocuses attention on the intermediate level of translational
pinning disorder, both low- and higF, in a sense made correlations obtained within this phase in the interaction
precise in this paper. dominated regime. Melting o scans appears to occur dis-
In Fig. 2, the term “multidomain glasstMG) describes  continuously out of the MG at these field vallf&$® Our
the sliver of intermediate glassy phase, which we propos@1G phase is similar to the recently proposed “amorphous
should generically intervene between BrG and DL phasesvortex glass.?>*° Like the “phase-incoherent vortex glass”
This phase is argued to be aquilibrium phase. At present, studied in detail in Ref. 11, our MG phase is topologically
neither experiments nor simulations provide a clear indicadisordered at the largest length scatesiowever, we em-
tion of the nature of this phase nor constrain the variouphasize that spatial correlations in the MG phase can be
proposals made in this regard. One possibility is that thdairly long ranged, unlike correlations in typical amorphous
symmetry breaking that occurs across the MG-DL transitiorphases and in the disordered liquid; also our MG phase is a
line is related to the replica symmetry breaking proposedyenuine phase, separated from the disordered liquid every-
recently in the context of the structural glass transiffoA.  where by a line of phase transitions. In addition, the phase
hexatic glass is an alternative that is attractive in manydiagram we propose differs significantly from ones proposed
respect$? in earlier work.

-, *~ NORMAL

MAGNETIC FIELD (T)

BRAGG GLASS

-—

MAGNETIC FIELD (T)

BRAGG GLASS
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The multidomain character of this phase is argued tamulticritical points on the BrG-MG transition line, where the
manifest itself in the fact that the transition between BrG anchigh-field and low-field glass transition lines meet the first-
DL phases can occur via several intermediate stages, correrder BrG-DL phase boundary. As disorder is increased,
sponding to the melting of different domains as a consethese two points approach each other on the BrG-DL transi-
guence of disorder-induced inhomogeneities in the meltingion line. They then merge at a critical level of disorder. For
temperaturé This can result in large noise sign¥lsssoci-  stronger disorder, the BrG-MG transition line splits off from
ated with a small number of fluctuatots>® intermediate  the MG-DL transition line, the two glassy phases are linked
structure in the ac susceptibility as a function §f'**a  smoothly and the phase diagram of Fig. 2 is obtained.
stepwise  expulsion of vorticé8, strong thermal This scenario as well as the one outlined belassume
instabilities®®>° and a host of other phenomena specific tothe existence of a low-field glassy phase just above the lower
this phasé? all features of the experimental data, which arecritical field H,;. Evidence for this phase is strongest in the
hard to rationalize in other pictures. low-T, materials, in particular 2H-Nb$g’ although there

We argue that the MG phase melts via a first-order phashave been recent reports of similiar low-field glassiness in
transition to the DL phase off scans at intermediatel.  the highT, material YBCO®®® The possibility of a low-
Figure 2 shows this first-order transition line terminaffhat  field glassy phase has been raised theoreti€3#ymulations
a tricritical point, where it meets @ontinuou$ glass transi-  provide some support to this hypothe%isRecent experi-
tion line. (This topology is suggested by many ments indicate that the domain of this low-field glassy phase
experiments;’ however, recent experimental work, discussedcan extend far aboveH. in disordered samples of
in a later section, suggests a more complex topology, involv2H-NbSe.3*52 In addition, the transition between the low-
ing a critical end point, for the MG-DL transition lineSome  field glassy phase and the BrG phase appears to be $harp.
features of the phase diagrams proposed in Ref. 35 and in The second scenario is the following: Any distinction be-
Fig. 2, notably the two-step character of the transition out otween samples with different levels of disorder is only no-
the BrG phase in some regions of parameter space and thienal and the generic phase behavior is that shown in Fig.
reentrant nature of the phase boundaries at low fields, werg® Thus, the BrG phase would always be expected to trans-
described in earlier work!—* form first into a disordered MG phase and only then into the

This paper addresses the following question: What linksDL phase orT scans. It would then be necessary to rational-
the phase behavior of low- and high-systems? Physically, ize the experimental observations of a possible single transi-
it is reasonable to expect that high-and lowT. supercon- tion at intermediateH. A priori both scenarios are accept-
ductors should haveyualitatively similar phase behavior. able. However, they cannot both be corréfctthe phase
(This expectation motivates some of the features of Fig. 2.diagram of a type-Il superconductor with weak point pinning
However, Figs. 1 and 2 have some qualitativelifferent is universal.
features: Fig. 2 implies that the Bragg glass always melts In this paper, it is suggested that the second scenario is a
directly into a disordered glassy phase upon heating. Thitheoretically attractive and experimentally viable alternative
glassy phase is a continuation of the disordered phase ol the first. This paper discusses links between the phase
tained on cooling at high field values. A subsequent transidiagrams of Figs. 1 and 2 in the context of the available
tion, at intermediateH, separates the MG from the disor- experimental data, simulation results, and theoretical under-
dered liquid, as in Fig. 2. In contrast, consensus phasstanding. The phase diagram of Fig. 2 is proposed to be the
diagrams for highF, systems such as BSCCO and YBCO more basic one; Fig. 1 is argued to be recovered from Fig. 2
envisage at least one “multicritical point"[labeled when the BrG-MG and MG-DL transition lines shown in
(He,,Tep) in Fig. 1] on the BrG boundary in thel-T plane.  Fig. 2 come so close as to be separately unresolvéhte.
Below this point the BrG melts directly into the disordered alternative phase diagram that retains this feature but exhib-
liquid.%-11:16:17:20 its a more complex topology for the MG-DL transition line is

This apparent distinction between the phase behavior ddiscussed in a subsequent sectidinis argued that this is the
low- and highT. materials is surprising. This distinction is case when thermal averaging over disorder is substantial,
also manifest in the difference in phase behavior exhibitedeading to an effective smoothening of the disorder potential.
by relatively pure samples of high: materials that show an This discussion is motivated by the following conjecture for
apparent multicritical point as discussed above, and somgshase transitions out of the BrG phaSéie BrG phase is
what more disordered samples. Even among theTgwys-  conjectured to always transform directly into the MG phase
tems, the data on relatively clean samples do not rule out and never in a single step into the DL phase, at any finite
possible multicritical point, in contrast to the case for morelevel of disordef® Evidence from simulations, experiment,
disordered samplée$. and theory, which supports this conjecture, is discussed.

Thus, at least two possibilities suggest themselves. We This paper contains six further sections. Section Il sum-
refer to these as scenarifly and(2). In the first scenario, a marizes the proposals of Ref. 35 for IoWy-systems and then
genuine distinction exists between more disordered and lessipplements them with proposals appropriate to the descrip-
disordered samples, leading to the following picture for thetion of high-T, materials. Quantitative estimates are then
experiments: If the disorder is sufficiently weak the sliver of provided in support of these ideas. Sections Il and IV de-
MG phase vanishes altogether and the BrG melts directlgcribe a theoretical framework within which these proposals,
into the DL phasé&® If the existence of dow-field glassy particularly with regard to the phase boundaries, can be
phase is assume@s shown in Fig. 2 there should be two quantified—Sec. Ill discusses a Lindemann- parameter-based

104527-4



PHASE BEHAVIOR OF TYPE-IIl SUPERCONDUCTORR. . . PHYSICAL REVIEW B 65 104527

approach to obtaining the phase boundary that separates BiG, history dependence, metastability, switching phenomena,
from MG phases while Sec. IV discusses a semianalytic apetc) arise as a consequence of the static complexity of the
proach to the MG-DL transition based on a replicated liquidunderlying glassy staf®.Linking these anomalies to an un-
state and density functional theory. Section V compares thgerlying equilibrium transformation of the flux-line system
predictions of these sections with experimental data, prinCiinto a glassy staté.e., the statics as opposed to the dynam-
pally on low-T, systems. Section VI discusses the proposalscs) suggests a simple and general solution of the problem of
of Sec. Il in the context of the experimental data on bothie origin of PE anomalies.
high- and lowT ;. systems. The concluding Sectit®ec. VI) (3) Structure in the sliver phase obtained at intermediate
links these results with previous work and suggests severglelds resembles a “multidomain” structure, essentially an
eXperImentS that Could eXplore the IdeaS descnbed here. arrangement of |oca”y Crysta"ine domaﬁ?s'rhe poss|b|||ty

of such an intermediate state is attractive because it repre-
Il UNIVERSAL PHASE DIAGRAM FOR DISORDERED sents a compromi;e between the relatively ordered Iatti'ce

TYPE-Il SUPERCONDUCTORS state and the fully disordered fluid. At the structural level, it

is a “Larkin domain solid,” originally believed to represent

The proposals of Ref. 35 were derived from an analysis ofhe fate of a crystal on the addition of quenched disotder.
peak effect systematics in the ol materials 2H-NbSg This proposal rationalizes a large body of data on PE anoma-
CeRy, CaRh,Snj;, YbsRh,Sni;, and YNipB,C. Refer- lies including “fracturing” of the flux-line array?’ the asso-
ence 35, extending earlier wotkpointed out that these sys- ciation of thermodynamic melting with the transition into the
tematics suggested a general link to an underlystgfic  disordered liquit® as well as conjectures regarding the dy-
phase diagram. The peak effe®E) itself refers to the namic coexistence of ordered and disordered phases in trans-
anomalousncreasein . seen close tti.,(T); this increase port measurements in the PE regiffle.
terminates in a peak, ad (or T) is increased, beforg, (4) The transverse size of a typical dom#g in such a
collapses rapidly in the vicinity of,.54~%® “multidomain” structure can be much larger than the mean-

The results of Ref. 35 relating to the oW materials  interparticle spacing. It is conjectured thaRp is bounded
studied there are summarized in the first three proposalsbove byR,, the length-scale at which thermal and disorder-
listed below; the reader is referred to the original paper foinduced fluctuations of the displacement figicalculated
more details. These proposals are extended to Tjgh- within the BrG phasgare of ordera.?* Ry, is also conjec-
systems in this paper. The approach is primarilytured to belargest in the intermediate-field, interaction-
phenomenological—it draws on published experimentadominated regime but should decrease rapidly for much
data, simulations, and theoretical input in attempting to defarger or smalleH, reflecting the increased importance of
scribe a complete framework in which a large body of datadisorder both at high-field and low-field entfs>>>” Similar
on phase behavior in the mixed phase with quenched poirgtatements should hold for the longitudinal sizes of such do-
pinning disorder can be systematized and understood. mains. In such a phase, translational correlations would be
solidlike out to a distance of ordéRy, but would decay
rapidly thereafter. For sufficiently weak disorder, the size of
a typical domain is large, reflecting the valueR)¥. In con-

(1) The high-field “vortex glass” survives at intermediate trast, in the DL phase significant spatial correlations exist
field values as a sliver of disordered, glassy phase interveronly up to a few(1 or 2 intervortex spacings. Thus, the DL
ing between quasiordered®rG) and DL phase?® (We use and MG phases at intermedidteshould differ substantially
the phrase “multidomain glass” to describe both the interme-at the level of local correlations for sufficiently weak disor-
diate sliver phase and the putative vortex glass phase tder.
which it connects smoothly.Thus, in going from Bragg (5) At intermediate values dfl, the glassy phase to which
glass to liquid on increasing the temperature at intermediatéhe Bragg glass melts is confined to a narrow sliver that
field values, two phase boundaries are genericalljpbroadens out both at much larger and much sméileFher-
encountered: 33" The first separates the BrG phase frommal smoothening of disorder reduces the width of this sliver.
the MG phase while the second separates the MG phase frolhcan render the sliver unobservable if the disorder is suffi-
the DL phasé’—333°At low field values, the BrG-MG phase ciently weak, yielding an apparent single melting transition
boundary is reentraft”6*¢2%8For materials with interme- out of the ordered phase. This can happen for two reasons:
diate to high levels of disorder, the glass obtained at higlFirst, domain sizes can be comparable to typical sample di-
field values is smoothly connected to the one obtained at lownensions if the effective disorder is weak enough. Second,
fields®® At low levels of disorder, the width of the sliver changes in critical currents signaling a transition between
regime at intermediate fields is extremely narrow/ different phases can be too small to be resolvable; estimates

(2) The sliver of glassy phase at intermediate field valueslso suggest that magnetization discontinuities across the
defines the peak regintéthe regime seen between the onsetBrG-MG transition are very small. The apparent vanishing of
of the increase of the critical currefy (at T, on tempera- the sliver explains the putative multicritical poifit® in-
ture scank and its peak valugat T, on temperature scans voked in the context of phase diagrams for the mixed phase.
as a function of the applied fieldl and temperaturd in ~ While the sliver need not be resolvable in some classes of
materials that exhibit a sharp peak effét>The dynamical experiments that probe phase behawfor instance, it may
anomalies seen in experiments in this regifslew dynam- not show up in dc magnetization measuremgritamay be

A. Proposals
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apparent in other experiments, particularly those that probphase that intervenes between BrG and DL phases at inter-
local correlations. For more disordered superconductorgnediateH. In contrast, the metastable disordered states ob-
whether of the highF; or low-T. variety, a two-step transi- tained by field cooling through the peak regime show nearly
tion should generically be seen. isotropic rings of scattering, indicating relatively short trans-
(6) A vortex glass phase of the type proposed by Fisherlational correlation lengths, comparable to those in a disor-
Fisher and Huse may not exist. Gauge glass models for theered liquid state. Experiments see a 30% reduction in rock-
VG transition do not show a finit& transition in three di- ing curve widths of Bragg spots between field coole€)
mensions, once effects of screening are includeso, re-  and zero-field cooledZFC) configurations demonstrating a
cent work questions earlier reports supporting a scaling defair degree of local order in the latter. That the relatively
scription of the experimental data on disordered cupr&tés. ordered states in the peak regime obtained on zero field cool-
Theoretically, the evidence appears to favor a low-ing are actually lower in free energy can be demonstrated
temperature glassy phaséthoutlong-ranged phase correla- through experiments in which field-cooled states belgy
tions, at least in the weak disorder limitlt is thus unlikely  are annealed through the application of an ac figlfhese
that the glassy phase obtained at low temperatures and elata are consistent with small-angle neutron scattering
evated field values is a true phase-coherent vortex glass, (SANS) data on 2H-NbSg™>®
the sense of the original proposalHowever, many experi- Recent muon-spin rotation experiméfit& on BSCCO
ments in the peak effect regime of low- and highmateri-  show a narrow intermediate phase where the asymmetry pa-
als show that the multidomain glass that intervenes betweerameter associated with the field distribution functi(B),
the BrG and the DL phases has strongly glassy
properties’:3236.5374-76Tha data on lowF, systems favor a=(AB3)Yy(AB2)2, 2.1)
an equilibrium transitiof? for the following reasons(i) the
approach to the intermediate regime is discontinuous and thghereAB=B—(B), jumps from a value ofr~1.2 at lowT
phase boundaries reproducibfi) behavior in this regime is  to a somewhat smaller value~1 before a further jump to a
dynamically very anomalous andiji) this phase connects yalue close to zef§ at the irreversibility line. Large values
smoothly to the high-fieldVG) phase, argued extensively to of this asymmetry ¢~1.2) indicate a fairly well-ordered
be glassy in nature. This suggests that the intermediate Multtice structure, while values close to zero indicate a highly
tidomain glass is a true equilibrium glassy phase for reasongymmetric arrangement of vortices, as in a liquid. The obser-
that may have nothing to do with the original vortex glassyation of such asymmetric linewidths in this narrow interme-
proposal. The precise nature of the symmetry breaking thajiate phase can be associated with the multidomain structure
distinguishes the MG phase from the DL phase is at preseny the sliver of MG phase expected to intervene between BrG
unclear; a “hexatic glass” of vortex lines and a “replica- and DL phases. These results would suggest a structure with
symmetry-broken glassy phase” in the sense of modern apy fair degree of local order, sufficiently different from the
proaches to the structural glass transition are both attractivgisordered liquid.
possibilities. . _ As T is raised further, individual domains can melt due to
(7) As a consequence of such glassiness, a hierarchy @fisorder-induced variations in the local melting temperature
long-lived metastable states can be obtained over significantM , leading to a mosaic of solidlike and liquidlikamor-
parts of the phase diagram, leading to slow and nontriviabhoug domains, similar to a regime of two-phase coexist-
relaxation behavior.** Such states may dominate the ex- ence. This picture rationalizes several observations in the
perimentally observed behavior at low temperatures and higferature. Experiments on YBCO find that the magnetization
fields and mimic the behavior expected of an equilibriumgjscontinuities and first-order behavior associated with the
vortex glass phase. As a further corollary, experiments at lownelting transition in the interaction-dominated regime at in-
temperature and high field values may often be probingermediateH can be associated with the MG-DL transition at
strongly nonequilibrium behavior, once time scales for Struchjgher fields, once the BrG-MG line splits off from the pu-
tural relaxation exceed experimental time scales, thereby olative multicritical point*2°In addition, there appears to be
scuring the underlyingquilibrium phase transitions. a critical point on this first-order line, beyond which these
discontinuities vanish. The idea that the structure similiar to
two-phase coexistence may account for some properties of
the vortex array just below the melting transition has been
A substantial body of data favors a multidomain structureraised in earlier work®8’
in the regime intermediate between BrG and DL phases. A These features are easily explained within the picture out-
representative cross section of this evidence is presentdihed here. The melting transition in this scenario should ge-
here. nerically be associated with the MG-DL shown in Fig. 2,
Recent neutron scattering measurements on disorderedthough the finite width of the sliver regime implies that
single crystals of niobiunfH,(4.2 K)=4.23 kOeT.(0)  some part of the discontinuity in density between fluid and
~9 K], which show a sharp peak effect, suggest fairly or-solid phases can be absorbed across the width of the liver.
dered crystal-like states obtained by heating following cooldf Ry, the characteristic domain size, is of the order of, or
ing in zero field, even for temperatures in the regime besmaller than, the translational correlation length at freezing
tween T, (T, in Ref. 7§ and T, the “peak regime.”® &, sharp signals of melting are no longer expecte®n
Following Ref. 35, this regime defines the sliver of MG the other hand, iRpy> ¢y at the melting transition, the be-

B. Evidence for a multidomain state in the MG phase
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havior should be equivalent to that of the pure system. Asphase. The existence of these peaks indicates a fair degree of
sumingRp> &, initially, as Ry decreases on an increase in translational order, comparable to the sizes of the system
H [proposal(4) and the results of Refs. 24 and]50 ap-  Studied, although the dynamics changes abruptly across the
proachesé,, ; the point whereRp=¢), defines the point BrG-MG transition. Interestingly, van Otterkt al. conclude
where magnetization discontinuities should cease to be sedfiat they cannot rule out the existence of a sliver of MG

and thus the experimentally observed critical point. phase always preempting a direct BrG-DL transitfon.
The possibility that the vortex glass phase obtained from
the BrG phase offield scans might have a relatively low C. Domain sizes in the MG phase

equilibrium density of dislocations was proposed recently by The scale forR
a

Kierfeld and Vinokur to rationalize some of the anomalies ,in pinning length scale, at which disorder and thermal-
. 4 . . )

mennon_ed abové] related ideas in the low:, context ap- gy ctyation-induced displacements are of orgeas well as

peared in Ref. 31 We argue here that such a picture is aISEP]e interline spacinga.'' These can be derived from

applicable to thetemperaturedriven transition out of the B(r.2). The transverse Larkin pinning lengRy, is defined

BrC|;_| pha};e, as is clez?]r from Ilt:Ic? 2. in structure in the int throughB(Rp,O)zgz. A second length scale, the longitudinal
ypothesizing such a muiidomain structure in the inter o i, higning lengthL?, is defined througtB(0,L )= ¢2.

mediate sliver regime is consistent with the suggestion that .
9 99 3& transverse(longitudina) length scales of ordeR, (Lg),

“fracturing transition” from a solid with quasi-long-range . ) ? . ,

order into an intermediate state with correlation lengths ofhe olllsct)r:der_-lndu;:ed _wa.ndermgt of t:l?__déspkafﬁn;gnt field

some tens of interparticle spacings is responsible for the yrfquals the size of a pinning cen _E&) (@t T=0. ird im-
ortant (transversg length scale is the scalR, at which

usual open hysteresis loops obtained on thermal cycling. T ; .
within the peak effect regime in 2H-NbS& The idea that isorder and thermal-fluctuation-induced displacements in
he direction transverse to the field become of order the in-

the regime that interpolates between the low-temperature off . . >
dered phase and the high-temperature disordered phar_:’gllne_s.pacmga. B(R,)=~a". . PN
might have a relatively large degree of translational order has At finite temperatures, replacingf by maxg”(u?)) in the
been used to rationalize the difference in behavior of the a€quations deflnlgg.p andR, above defines length scale$
susceptibility in ZFC and FC scans in studies of the peatndRc. Here(u*) is the square of a “Lindemann length”;
effect in several lowF, materials® these quantities are directly related to Fhe critical purrent. In

A fourth piece of evidence favoring a multidomain or the Bragg glassB(r) shows the following properties: For
“fractured” state comes from voltage noise measurementsf1 Z<Rc,L;, correlations behave as in the Larkin “random
as pointed out in Ref. 35. Experiments see a substantial eforce” model, i.e.,B(x)~x*"¢. At length scales betweeR,
hancement in noise within the peak regifié®a feature also  andR; (the scale at which disorder-induced positional fluc-
seen in the ac susceptibility noi¥&This noise is profoundly tuations become of ordex), the random manifold regime,
non-Gaussian in a regime where the PE is strongest; thB(X)~x*m. The exponent{,,~(4—d)/6~1/6. At still
number of independent fluctuators contributing to this noisdarger length scalesB(x)~log(x), yielding an asymptotic
turns out to be smaf® Experiments indicate a possible static power-law decay of translational correlatiohs:**
origin for this noise, as opposed to a purely dynamic origin The Larkin length scaleR, and L’CJ and the Larkin vol-
such as the interaction of fluctuating flow chanéi§his  ume V,~R2L" are estimated &sLP=2¢2cqecaq/nf? and
supports a picture of domains of mesoscopic #izequilib-  R.= ﬁg%é@ciﬁnf% Using these, the standard weak-
rium with each domain an “independent fluctuator” contrib- pinning expression for the critical current densify
uting to the noise. follows:!

Recent simulation work on a pancake vortex métiii-
dicates that the PE may be associated primarily witthea 1 /n
coupling transition in thec-axis direction, in whichc-axis ic=§f(v—
correlations of vortices become short ranged. This author and ¢
Cﬂllabqrators havke argued receln_tly that mfodellng the MGk R. and LE for a relatively clean 2H-NbSesingle crystal
phase In a pancaxe vortex model in terms'o a ran'dom'stac are estimated in the following wayWe anticipate that the
ing of perfectly crystalline layers should yield a fairly high- . e o b . :
energy situation, with an energy that scales linearly with thefollovylng c_ondmon Is satisfiedR ’L°>_}" implying that
area of each plané.lt is reasonable that some fraction of nond|_sper3|ve K.ZO) values of the elastic constants can be
this cost can be relaxed by allowing dislocations to enter intdJsed in our estimates. Then
each layer, leading to a situation far more like the “multido- 2
main” structure proposed in this paper than a decoupled i~ i i

19 Je ( ) Jdpv (23)

pancake-vortex stafe:

Other simulations, such as those of van Ottel@
are consistent with an intermediate field MG phase with a p A
correlation length intermediate between the solid and the dis- L~ ERC' (2.4
ordered liquid. These simulations see primary peaks in the
structure factor appropriate to the MG phase, which transWe will assume values of ;=7 K, A=700 A (H|c), ¢
form into rings only across a second transition into the DL~70 A and a flux-line spacing

is itself set by a combination of the

172
(2.2

|80,81
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a(=\2d,/\3B)~450 A atB~1 T.

For 10 *<j./j4,<10"°, we then obtain

R, [150j¢/jqp=10"°); 25

a 15(jc/jdp: 1074) .
and

LS [240jc/jgp=10°); 06

|24 /igp=107) 9

The domain siz&kp has been conjectured abdeee pro
posal (4)] to be of orderR, in the intermediateH,
interaction-dominated regim®&, is estimated via

Uiem

: (2.7

a
3
whereR; is the(transversgLarkin pinning length scal&®*!
At typical laboratory fields of~1 T, we estimate

R.=R¢

a Verm 450, °
E ’V(%) ~7x10% (2.9
This leads to
10°<R,/a<10° (2.9

for a system with the parameter values described above.
These areoverestimatesallowing for the wave-vector de-

PHYSICAL REVIEW B 65 104527

whereU ,(0) is the pinning potential associated with a single
pinning site afT=0, c is a numerical constant ani, is a
characteristic temperature scale, the depinning temperature.

The value of the depinning temperaturg, can be esti-
mated from

(2.12

U, is a measure of the pinning energy per unit lengthis
the line tension of a single vorteg,is a numerical constant
of order unity andy is the mass anisotropy. Independent
measures yield q,~25-40 K for YBCO?#23:84

The ratioR=T"/Tg " is then a quantitative measure of
the relative importance of thermal fluctuations in low- and
high-T. materials. We use the following values:

Tap~(UpE3ceq/ v,

NbSe:U,=10 K/A, =70 A, A\=700 A,y=5

(2.13
and
YBCO:U,=10 K/A, £=20 A, \=1400 A,
vy=50, (2.149

and obtainR~ 107, suggestive of the relative importance of
this effect to the highF, materialsvis-avis its irrelevance in
low-T, systems except very close kb.,. A more accurate
estimate of the magnitude of this effect comes from comput-
ing the ratio

high high
Tm TC

low low
Tm Tc

~10°,

(2.15

pendence of elastic constants and prefactors neglected in
these simple order-of-magnitude estimates should reducghere T, is the melting temperature of the pure flux-line
these numbers considerably, possibly by factors of 10 olattice and we have approximatdg,~ T in both cases.

more.

That thermal fluctuations lead to a substantial reduction in

Assuming a multidomain structure within the peak re-the effectiveness of disorder close to the melting line in

gime, a typical scale for each domain &,~10%a, a
~400 A atH~1 T and a(longitudina) Larkin length
comparable to the size of the sample in thaxis direction,

YBCO and BSCCO is clearly evident from experimental
measurements of the irreversibility line in single crystals of
these material& 8>8The irreversibility line at intermediate

one can obtain an estimate for the number of “independentields (H~3-7 T) in YBCO actually appears to lie well
fluctuators” discussed above in the context of the noise meabelowthe melting line in weakly disordered sampfég.hus,

surements. For a crystal of typical transverse area

thermal melting occurs in the almost totally reversible re-

~1 mmx1 mm~10"% A2 the number of such fluctuators gime. Precision measuremefitseveal a weak residual irre-

N; is estimated at

Nf:i~101—102,

Ap (2.10

versibility, with attendenj values close to the melting tran-
sition of about 0.4 Alcrf, comparable to that obtained in
the purest samples of 2H-Nbgéut at much larger tempera-
tures;T,,~80 Kin YBCO atH~5 T, compared td's of

abou 7 K for 2H-NbSe. Similiar results have been obtained

numbers small enough to yield the strong non-Gaussian efor BSCCO at fields less than about 0.08TIn contrast,
fects seen in the experiments, particularly if one assumes thaperiments on the lows. materials discussed in Refs. 34
not all domains are active contributors to the noise signal. and 35 indicate an irreversibility line that lieboveboth T,
Thermal fluctuations smear the effective disorder potenand T, lines, and subdivides the disordered liquid further
tial seen by a vortex line. If the thermally induced fluctuationinto irreversible and reversible liquid regimes. In these sys-

of a vortex line about its equilibrium position exceefjghe

tems, the evidence for a two-step transition appears unam-

effective pinning potential seen by a pinning site is stronglybiguous.
renormalized. An estimate of this effect at the level of a Such anomalouslgmallvalues ofj. (j. is proportional to

single pinned lin€ yields

Up~Up(0)exi] — c(T/Tap)®], (2.1

the width of magnetic hysteresis loops and vanishes in the
perfectly reversible regime should lead to anomalously
large values ofR.. Usingj./jo~10 "/, and& and\ values
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appropriate to YBCO, yields a characteristic domain size obf the experimental data on the loly-systems analyzed in
order 1 mm, clearly comparable to typical sample dimen-Ref. 35 A more substantial difference between this approach
sions. Although these estimates are approximate ones, tlend that of GLD is the proposal here that the high-
physical intuition should be robust: characteristic domaintemperature intermediate field transition out of the Bragg
sizes associated with an intermediate MG phase in Tigh- glass isnot equivalent to thermal melting but rather to a
materials can be fairly large. Accordingly, in relatively pure transition to an intermediate “multidomain state” with the
samples of a small size, only a single sharp melting transitioproperties discussed in the previous section.

may be obtained, justifying the putative multicritical point A convenient phenomenological characterization of the
and the direct transition into the liquid phase obtained inmelting transition in simple three-dimensional solids indi-
some measurements. cates that the transition occurs when the root-mean-square

The estimates above indicate that the lerigftcan be far  fluctuation of an atom from its equilibrium position equals a
larger than typical correlation lengths in the disordered fluidgiven fraction €., the Lindemann paramejeof the inter-
at the melting transitiorfy~2—-3a. SANS experiments on atomic spacinga. Giamarchi and Le Doussal suggested a
Nb indicate translational correlations of this ord®Thus possible generalization of this idea to the study of the insta-
sharp signals of melting can be expected at the second trabilities of the Bragg glass phas&@aking over their proposal,
sition line intersected on & scan out of the BrG phase; such we compute the ratio
signals should cease whé&~ &y, .

The phase boundary between a multidomain solid and the B(r, =a)/a’=c{, 3.1
disordered liquid can thus be argued on physical grounds t
have a critical point. This is analogous to the gas-liquid tran
sition in the following way: There is no symmetry distinction In the random manifold regime, using a variational

at thestructural Igvel bgtwee_n a muItld_omaln state and a DL replica-symmetry-breaking ansatz, GLD derive the following
phase; the multidomain solid has neither long-ranged crys

f’see Eq.(1.4)], to obtain the melting line taking, cto be a
‘universal number independent dfand T.

talline order nor the power-law correlations of a Bragg glass.rela“on’

However, if a thermodynamic transition into a glassy phase a2

with a symmetry different from that of the D{or multido- B(r,)= —Z"E)(rL IR,), (3.2
main statg exists, the associated phase boundary cannot ter- ™

minate except af=0 oron another_phase transition Im_e. where the crossover function

Figure 2 accounts for such an equilibrium glass transition.

The topology of the MG-DL phase boundary is consistent Bx)~1, x—1 3.3
with recent experimental work on single crystals of YBCO ' ' '
(Ref. 84 and data on lovF, systems**® However, no ar- and

guments appear to rule out alternative locations for this line

of glass transitions such as the one proposed in recent simu- b(x)~x3,  x—0. (3.9
lation worlé® or more complex topologies, such as a critical . )
end-point for the MG-DL transition line. In a calculation that assumes wave-vector-independent

elastic constants, GLD obtalr, as

Ill. BRG-MG PHASE BOUNDARY 2ac3cl?
FROM A LINDEMANN-PARAMETER APPROACH Ra=3+3. (3.5
mppUp(2mEY)
The field-driven BrG-MG transition occurs evenTat 0, ) ) ) ]
where it is driven solely by changing the effective disorder. [tHerecasis the tilt modulus of the flux-line system aog its
represents a transition into a multidomain state at intermedishear modulus, both calculated at zero wave vettpmea-
ateH on T scans. Such a state is substantively different fromSUres the pinning strength per unit lengthjs the mean
the equilibrium disordered fluid in terms of its local correla- intervortex spacing, ang, is the areal density of vortices
tions and average density, provided the disorder is suffidiven by po=B/®g, with &, the flux quantum:d,=2.07
ciently weak. In contrast, the second transition, between MG< 10 *> T m?. Itis assumed thati>H_, so that the effects
and DL phases, is a close relative of thermal melting in the?f bulk distortions can be neglected.
pure system. These expressions can be used to derive the full BrG-MG
The simplest way to estimate phase boundaries such d&ansition line in theH-T plane. For weak disordeR,>a.
those shown in Figs. 1 and 2 uses a Lindemann—parameteThe following expressions for the elastic constants are used:
based approach. The treatment of the BrG-MG transition line
described here uses arguments similar to those of Giamarchi
and Le DoussalGLD).> It differs from their approach in
the following way: GLD study this transition only at=0
(where thermal fluctuations are absemnd at high tempera- and
tures where it is argued that disorder can be neglected and an )
expression for the melting line in the pure system used. The c :B_ 1-B/Bc(T)
calculation here studies the crossovers in detail in the context pay e B/Bo(T)

€p 2
Cos=—5[1—B/Bey(T) 12, (3.6
4a

(3.7)
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Here e,=(®y/4m\?). The effects of a wave-vector- 0.8 . ‘
dependent elasticity have been approximately accounted for e—oZ=001
in writing these expressions. Note that the elastic constants .

vanish asB—B,(T); at lower fields the expression fog
should include a contribution from the line tension of iso-
lated flux lines, which is neglected here.

Some algebra then yields the intermediate expression

1 [B/Beo(T)]°

e e S Yl

p

223
(3.9

whereN is a numerical factor.
To simplify U3, we use the “core pinning” assumption

2

H
Up=pg & (3.9
™ FIG. 3. Plot of Eq.(3.14), the expression for the BrG-MG phase

wherep is a constant of order 1. This models the sources oPoundary in the i§,t) plane o andt are the reduced field and

pinning disorder as small-scale point defects on the scale dgmperaturéi/Hg, andT/T, respectively, derived in Sec. Ill, for
¢, which act to reducd, locally. Using different values of, in the range 0.04£3 <60 (see text X is a
1 C .

phenomenological fitting parameter involving the Lindemann pa-

Hc=q)o/[2\/(2)ﬂ'§>\ (3.10 rameter and fundamental constants.
leads to above these lines while the BrG phase lies below them. Note
that the transition lines are almost linear in<f) for large
®g° p %1 values of3,
U2/3§=—0<— - = (3.1 -

P [2\(2)7*3\ 87 Kk \13 (2) Assuming a temperature dependence aif the phe-

nomenological two-fluid type, i.e.,

Defining b=B/B.,(T=0) and assuming a temperature- a1

independentc(=\/¢), considerable algebra then yields the A=NT=0)/(1-t9)"%, 315

implicit expressions for the transition lifg(t) given below, \ynere t=T/T (H=0) and a quadratic dependence of
given the following assumptions about the temperature deBcz(T) ie. ¢

pendence of the penetration depthand the upper critical

field He,. Bea(T)=Bep(0)(1-12), (3.16
(1) Assuming a temperature dependence aif the phe- )

nomenological two-fluid type, i.e., yields

A=NT=0)/(1-tH"? (3.12 ~ b¥(1-t?)° (3.17
wheret=T/T,(H=0) and a linear dependence Bf,(T), (1-tH2(1-t2=b)" '
€., Again, the numerical value & is dictated essentially by the

Beo(T)=B(0)(1—1) (3.13 value ofc, ; we choose a similiar range &f values as in the

_ _ ¢ ¢ ’ previous case. This relation is plotted in Fig. 4, for different
yields the relation values of3, in the range 0.043 <50. These plots show a
. . more substantial curvature than the analogous plots for case
b*(1-1) (1) above.
= . (3.19 S .
(1-tY%(1—t—b)’ In addition, assuming a temperature dependence of

the following linear typex=A(T=0)/(1—1t)*? where t
Here X is assumed to be constant; its value involves the=T/T(H=0) and a linear dependence &.,(T), i.e.,
product of the Lindemann parametey, «, andp in the  B_,(T)=B(0)(1—t) vields 3"=b2(1—1t)5/(1—t—b)".
following ratio: c{*x?/p*, multiplied by a numerical constant This parametrization yield a BrG-MG phase boundary that is
of value 1.8% 10’. Assumingk~1, ¢, ~0.22, andp~1, virtually a straight line, for the range & values displayed
yields % ~0.25. Howevery, is very sensitive to the value of in Figs. 3 and 4. Note that all these results use different
c_ used; changing, by a factor of 2 to 0.11 chang&by  approximate parametrizations &.,(T); the parametriza-
a factor of about X 10 3. Forc, =0.15,x=1, andp=1, we tions involved in Eqs(3.14) and(3.17 are both commonly
obtain 3, =0.002. For this reason, we u&eas a fitting pa- found in the literature. Whether one or the other expression
rameter and consider values for it in the range %03 should be used would depend on the quality of fits to the
<10%. Equation(3.14) is plotted in Fig. 3, for different val- experimentally obtaineB.,(T) line. We use the first param-
ues of X, in the range 0.0£3<60; the MG phase lies etrization for the 2H-NbSedata discussed in Sec. V, but the
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0.8 . . w order. A natural first approximation is to analyze, in mean-
field theory, the instability of the liquid to an ordered crys-
talline state. This approach should thus represent the physics
of the first-order part of the MG-DL transition line in the
interaction-dominated regime at intermedikiteThe issue of

the nature of glassiness in this phase cannot be addressed by
these methods. However, these calculations should provide a
useful upper bound on the location of the actual MG-DL
transition line.

The calculations of Ref. 27 applied to a model for
BSCCO, which considered only tledectromagnetiénterac-
tions between pancake vortices moving on different layers,
ignoring their (far weakey Josephson couplingd.Such a
model isexactfor a layered system in the limit of infinite
anisotropy. For large but finite anisotropy, its predictions are
quantitatively fairly accurate. It is argued here in some detail

FIG. 4. Plot of Eq(3.17), the expression for the BrG-MG phase at the end of this section that the generic. feature_s of t.he
boundary in the If,t) plane b andt are the reduced field and results are relevant for the far more isotropic materials dis-

temperaturdd/H,, andT/T., respectively, derived in Sec. Ill, for ~ cuUssed in this paper.

different values of%, in the range 0.043 <60 (see text I is a The O%gaWSiS of Ref. 27 was based on the replica
phenomenological fitting parameter involving the Lindemann pa-methOé ~“applied to a system of point particles interacting
rameter and fundamental constants. via the Hamiltonian

second parametrization for both the CgRand the 1
CaRh,Sny; data discussed in the same section. H=Huinetic™ 2 % V(|ri_ri|)+2 Va(ri),  (4.3)

For the phase boundaries to be physitalb must be less
than or equal to 1. We perform the computations using EdwhereV(r) is a two-body interaction potential between the
(3.14). One point on the curve isb0t=1); b increases particles andvy(r) is a quenched, random, one-body poten-
monotonically with 1-t. At t=0, the critical value of the tja| drawn from a Gaussian distribution of zero mean and
magnetic field separating the BrG phase from the MG phasghort ranged correlation§Vq(r)Vq(r')]=K(|r—r']), with
satisfiesb(0)*/[1—-b(0)]’=X. For 3 small b(0)~%"  [...] denoting an average over the disorder.

while for large, b(0)~1—1/%"" The shape of thé—t Using [In Z]=lim,_o[(Z"—1)/n], one obtains, prior to
phase diagram close to=0 is also easily obtained. Far  taking then—0 limit, a replicated and disorder-averaged
—1, we haveb~(1-t). configurational partition function of the form

These calculations use a simple analytic parametrization
of correlation functions in the BrG phase, obtained after
many further approximations on an initially simplified — >r_ 1 f a
Hamiltonian, together with the restriction to a constédield (NP '
and temperature independgriindemann parameter. As a non NN
consequence, the quantitative predictions of this Section 1 aB(lva_ B
should not be taken excessively seriously. However, the XEXR T ST azl 521 = V(=i |-
gualitative trends in the data appear to be borne out in this
scheme of calculation, as discussed further in Sec. V. (4.2

Here «,B are replica indices and/“3(|ri“—rf|)=V(|rf*
— 1)) 8ug= BK(Iri—rf) 2
Equation(4.2) resembles the partition function of a sys-
This section discusses a calculational approach to thtéem ofn “species” of particles, each labeled by an appropri-
MG-DL phase boundary. The method outlined here uses reate replica index and interacting via a two-body interaction
sults from a replica theory proposed by this author and Dasthat depends both on particle coordinatesr;) and replica
gupta(Ref. 29 for the correlations of a vortex liquid in the indices (, ). This system oi species of particles can be
presence of random point pinningThis paper examined the treated in liquid state theory by considering it to be a
instability, within mean-field theory, of the DL phase to a n-component mixtur& and taking then—0 limit in the
crystalline state. Ornstein-Zernike equations governing the properties of
The estimates obtained above indicated that typical dothe mixture. These equations involve the pair correla-
main sizes in the MG phase, could be much larger than théon functionsh®? and the direct correlation functior@*?
translational correlation length at freezing in systems withof the replicated system. Assuming replica sym-
low levels of pinning. In addition, the transition out of the metry C**=C®s,,+C?(1-6,5) and h*#=hWs,,
DL phase at intermediaté appears experimentally to be first +h(?)(1— Bap)-

IV. SEMIANALYTIC CALCULATION OF THE MG-DL
TRANSITION LINE
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Reference 27 obtaindd®)(p,nd) andh®(p,nd) for the S(q)=111-pCe ()], (4.7)
layered vortex system in BSCCO by using the HNC closure
approximation. To estimate the interreplica interactionevaluated ag,,, i.e., S(g,,) attains a value of about 5.
BK(p,nd), the principal source of disorder was assumed to The following feature of the replicated density functional
be atomic-scale pinning centers such as oxygen detécts.provides useful physical insight: Sindg®(q,,)=0, and
(Similar point defects are believed to act as the principalC*)(q,,) is always reducedalthough weakly in the pres-
sources of disorder in the systems discussed in this paper. ence of disorder, the equilibrium melting line is alwasgo-

model calculation then yields pressedby quenched disorder. The analysis of Ref. 27
) I showed that this suppression was very weak at kviout
BV®(p,nd)=—BK(p,nd)=—T"exp( - p?/£?) 8,0, systematically increased at largfk indicating the increased
(4.3 importance of disorder at high fields.
where BV®(p,nd) = BV¥(p,nd) with a#B. ¢=15 A is The semianalytic approac_h to the suppression of _the
the coherence length in theb plane, andl’’ ~1075T2 for MG-DL phase boundary outlined here uses the following

ideas:

(1) The diagonal direct correlation functiorC¥)(q) is
very weakly affected by disorder and can thus be approxi-
mated by its value in the absence of disorder.

(2) The off-diagonal direct correlation functid®®(q) is

are then used as input into an appropriately generalge a strong function of disorder and &f, the magnetic field.
(2) . . — — .
licated versiorf’ of the density-functional theory;*®in or- val(u3<; gtq:(%) Is well approximated &=y, =2/a by its

der to examine the effects of disorder on the freezing transi- “; "1 o ‘Hansen-Verlet condition is satisfied along the

tion. _Apply_mg the repl_|ca_1 treatment leads to the following melting line, the following is true at melting:
functional in then—0 limit:

point pinning of strengtrdriH2/8s, with d the interlayer
spacing (-15 A), I'=Bd®3/4m\? and B=1/kgT. Defect
densities of the order of #cm® are assumed in the calcu-
lation of the prefactof’

The calculated correlation functior®®(r) and C(?)(r)

AQ p(r) 1 piC®'=p[CM(qy) +CP)(qy)]=0.8. (4.8
ﬁ:j dr[p(r)ln—— 5p(r)}— EJ drf dr'[CO(|r

B P Now C®) is a sharply decaying function in real space; its
—1')=CO(r=r'DIp()—pllp(r ) —p ]+ -. support isé?, which for typicalH<H,,, is far less thara®.
In Fourier space, therefore, its valuetgt q,,, is close to its

@9 Vale atq=0. We can approximaté&®
It is assumed that the density field is the same in all the
replicas[ p®(r) = p(r) for all «]. The uniform liquid density C@(ry=—pvAr). 4.9

is p;. This density functional resembles the density func-
tional of a pure system with aneffectivedirect correlation  This scales with temperature &S, implying that
function given by

CM(Ir=r'=CB(r=r'h-CcB(r=r')). (4.9 p|C(2)(qm)~%. (4.10

In mean-field theory, the freezing transition of the pure
system occurs when the density functional supports perioditlote thatC(®(q,,) increases a8 is increased or a3 is
solutions decreased, as is intuitively reasonable.
We turn now toCM(q,,). C*)(q,,) increases with a de-
crease inT; reducingT increases correlations. The variation

P(r):%: pceXpiG-1), (4.8 in cW is expected to be smooth. We can, therefore, write
with a free energy lower than that of the uniform fldrf-® cO(q,,: T-AT,B)=CU(q,,:T,B)—q(B,T)AT,
Here G indexes the reciprocal lattice vectors of the crystal (4.11

and pg represents the order parameters of the crystalline

state. The properties of the freezing transition are controlleavhereq(B,T)(q<0) is a smooth function oB and T close
by C¢ff(q), the Fourier transform of®ff(r). In a one-order to the melting line. We are trying to find the effects to first
parameter approximation, onlg®'(q) evaluated at the order of addingC(®, so (B,T) can be replaced byB(,, T,
wave vectorg corresponding to the nearest-neighbor spacingn Eqg. (4.8) above andC™(q,,;B,,Ty) by its value at
a, i.e., atq=qn,=2m/a is required as input. The one- freezing for the pure systen€*)X(q,;B,,T,)=0.8. The
parameter density-functional calculation of Ref. 27 indicatedurther approximation of neglecting tiand T dependence
that melting occurred when thg,C®(q=q,,) attained a of g, i.e.,q(By,Tm)=q, with g a constant can also be made;
value of about 0.8? This result agrees with the phenomeno- at melting this dependence should be small providedh.
logical Hansen-Verlet criterion for the freezing of a simple An approximate expression for the suppression of the
two-dimensional liquid® Freezing occurs when the structure melting line from its value B,,,T,) = (B,(T),T) can now
factor be obtained. Using AT = me/Tfn,
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15 ' natively, at a lower temperatur@arger H) for given m.
o——o Pure case These results are consistent, both qualitatively and quantita-
o—=Cm=02 tively with the numerical results of Ref. 27. They are also
 Cm=05 consistent with the experimental results of Ref. 34 which

10 | ] find that fits of theT, line in disordered samples of

2H-NbSe to a Lindemann-type expression are accurate at
low field values but become increasingly inaccurate at larger
fields. At largeH the T, line is systematically suppressed to
lower T vis-avis the fit, this suppression becoming apparent
at lower fields for more disordered samples.

These results were motivated using a parametrization of
vortex lines in terms of interacting pancake vortices, a de-
scription valid for highly anisotropic layered superconduct-
0 : ‘ ors in which thec-axis coherence length is far smaller than
4 5 6 7 the interlayer spacing. How do they generalize to interacting

T® lines? The calculation itself uses two quantities—the direct

FIG. 5. Plot of Eq.(4.14, the expression for the MG-DL phase correlation function in the fluid pha;se for th_e pure system,
boundary incorporating the effects of quenched disorder as devaluated at a wave vector equal in magnitude to the first
scribed in the text, derived in Sec. IV. The data use.aalue of 7 reciprocal lattice vector of the crystaB,, i.e., C(|k,

K, as appropriate for 2H-Nb$gea prefactorC of 1.15 kG(chosen | =|G1|,k,=0). This quantity accounts for the tendency to-
purely for illustrative purposesand values of£m=0,0.3 and 0.5. wards ordering at the length scale of the intervortex spacing.
Note that the pure melting line is increasing suppressed bylhe calculation that leads to E@l.12) above used only two
quenched disorder, this suppression becoming larger as the appligdoperties of this correlation functiorii) the pure system
field H is increased, in agreement with the predictions of Ref. 27freezes when the correlation function evaluated at this wave

H(kG)

and experiments. vector achieves a particulduniversal value and(ii) the
variation of this quantity upon a reduction of temperature can
pB,, B, Bn(T) be parametrized simply, essentially linearly. Both these fea-
ATn= , (4.12  tures should apply to the case of interacting lines. Numerical

qlm m simulations of interacting lines provide some evidence for
with m= p/q approximately constant. HeteT,,, is the shift similiar quasiuniversal attributes of the melting transition as
in the melting temperature induced by the disorder. This reS€en in two %nd three dimensions, both in simulations and in
lation predicts a larger suppression of the melting line afXperiments . S 2
higher fields and lower temperatures, precisely as in the work The other quantity required in the calculatio}”’, de-
of Ref. 27 and in the experimental data. Given a parametrillV€S from properties of the correlation function of the disor-
zation of the pure melting line, Eq4.12 can be used to der potentialkK(x—x"). This is independent of thdine or
estimate the effects of weak disorder on this line. poiny) nature of the model for the flux-line system used.
This result can be combined with results from a calcula-ThUs, it is apparent that the result obtained in E414,
tion of the melting line in the pure system to obtain a simpleShould be a fairly robust one that does not depend in detail
analytic formula for the MG-DL phase boundary. At low ON the fact that it was derived using results obtained from a
fields, a Lindemann-parameter-based calculation of thignodel of interacting pancake vortices with only electromag-

phase boundary yields netic interactions.
Br(T)=C(T—To)% (4.13 V. COMPARISON TO EXPERIMENTAL RESULTS
where T, is the critical temperature an@ is a constant. Section IIl obtained expressions for tBeT phase bound-
Cpupled with Eq(4.12 above, this yields, in the presence of ary separating BrG and MG phases givég,(T) andA(T).
disorder In Sec. IV, qualitative and quantitative arguments were pro-
) 2 vided for the effects of weak disorder on the MG-DL transi-
BUis(Ty=C| T+ Cm(T—Tc) T (4.14 tion line. This section compares the predictions of these sec-
m T2 ¢ ' tions with some of the available data on the phase boundaries

in the experimental systems studied in Ref. 35 as well as data
This relation is plotted in Fig. 5 for different values of  on the highT, material Ng_,Ce,CuQ, (NCCO.

together with the melting line in the absence of disorder i.e., We do not attempt fits either to the YBCO or BSCCO data
with m=0. The data shown in Fig. 5 us€la value of 7 K,  (although experiments relating to these are discussed in some
as appropriate for 2H-Nb$gea prefactoiC of 1.15 kG(cho-  detail in the following sectiopn primarily because the results
sen purely for illustrative purposesand values ofCm  derived above ignore the effects of thermal renormalization
=0,0.2, and 0.5. Note that the suppression of the pure melf disorder, which are not negligible in these materigi:-
ing line by disorder is very weak ihis small. This suppres- fectively, these should lead to a stroiigdependence of.,
sion becomes progressively largerass increased, or alter- which cannot be treated as a constale have also not
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FIG. 6. Plot of the experimental data faf f,ty) in single crys- FIG. 7. Data points representing the BrG-MG phase boundary in

tals of 2H-NbSg [points taken from Fig. @) of Ref. 34 together  CeRy [points taken from plots ofH, T,,)) in Fig. 3(b) of Ref. 31,
with a best-fit line based on E¢3.14. Heret,, is Ty, /T.. An together with a best fit based on Eg.17). An upper critical field of
upper critical field ofH,(0)=46 kG is assumed in the normaliza- 68 kG and aT of 6.2 K is assumed in the normalization of the
tion of b and3 =60 is used; see text. axis. A value of%=0.01 is used; see text.

attempted to provide highly accurate fits to the experimentahiiow both curves to overlap as far as possible together with
data in any of the cases below, since we merely wish tanjs fitting form B,,=B,[1—(T/T.)*]¥? in Fig. 9. (The

demonstrate that reasonable agreement with data can be afymewhat smaller value & here should reflect the in-

tained within the theoretical framework described in this Pa-creased role of disorder in these systems, as reflected in the
per. parametep.) Equation(3.17) predicts a marginally smoother
2H-NbSe: Figure 6 plots the experimental data for and slower variation of the transition curve than the fitted
(Hpitpy) in single crystals of 2H-NbSetaken from Fig. 28)  form, but the qualitative trends appear to be the same. As a
of Ref. 34 together with a best-fit line based on E&14.  cautionary note, the identification of the BrG-MG phase

As argued herdalso see Ref. 34 this line represents the houndary with the onset curves of the fishtail effect is not
BrG-MG phase boundaryf, is Ty, /T..) An upper critical  universally accepted.

field of H.,(0)=46 kG is assumed in the normalization of

b. ASSUming k~16, p"’l, and CL"’O.22, y|e|d52~600 VI. DISCUSSION OF EXPERIMENTS

The data are represented by an almost straight line over this

field range, with deviations to the tune of about 1 kG appear- To what extent are either of the two scenarios outlined in
ing in the lower temperature range spanned by the data. TH&€ Introduction supported by the experiments and the simu-
linear behavior 0B.,(T) assumed in the use of E@.14), is

a feature of the experimental data in this field and tempera- 30 ' ' ' '
ture range.
CeRy: Data points representing the BrG-MG phase 25 - 1

boundary, extracted from plots oH,T,) in Fig. 3(b) of
Ref. 31, are shown in Fig. 7, together with a best fit based on
Eq.(3.17. An upper critical field of 68 kG and &, of 6.2 K
are assumed in the normalization to aid comparison to ex-
perimental data. Values af, ~0.18, k~1, andp~1 are
assumed, yieldin@. ~0.01.
CaRh,Sni3: Points extracted from the plots oH,t )
in Fig. 3(c) of Ref. 34 are shown in Fig. 8, together with best
fits based on Eq3.17). An upper critical fieldH ., of 45 kG
is assumed in the normalization of thiexis in the compari-
son to experimental data. Values @f~0.18, k~1, andp 0 . s s s
~1 are assumed, yielding~0.01. 0 0.2 04 0.6 0.8 1
NCCO: Figure 1 of Ref. 96 illustrates a very successful t
phenomenological fit to the experimental data on the FiG. 8. Data points obtained from plots ofHfity) in
BrG-MG phase boundary in NCCO. This phase boundarycaRh,Sn; [from Fig. 3c) of Ref. 34 are shown together with
was assigned to the locus of onset points of the fishtaibest fits based on E¢3.14) An upper critical fieldH, of 45 kG is
anomaly. We plot the line obtained using E§.17) with X assumed in the normalization of tlyeaxis in the comparison to
=0.001, multiplied by an appropriate prefactor chosen toexperimental data. A value &f=0.01 is used; see text.
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0.1 . ' critical current density . translate to reductions ig’. Trans-
000l port measurements ac_cej;§_ more directly, although the _
T presence of Joule heating in the transport measurements is
often a significant factor, particularly in the peak regime
where thermal instabilities are strong.

] The observation of an anomaly in magnetic hysteresis in
the highT . superconducting oxides has attracted much atten-
tion in the past decade. This anomaly, imcreasein the

A width of the magnetization hysteresis curve with field and a
concomitant increase ij}. (following an initial increase and
subsequent decrease due to complete field penetration, the
“first peak”) is the “second peak” or “fishtail”
anomaly’®1%The relation betweej, and the width of the

0 1 1 L L 1
0 02 02 05 08 ] hysteresis loop follows from

t

FIG. 9. The solid line is the solution of Eq3.17) with 3 JcxAM=M(HT)=M(H]), (6.3
=0.001. The dotted line is the fitting formB,=Bgy[1
—(T/T.)*1%% which provides an accurate fit to the onset value ofhe difference in values of the magnetization on the increas-
the fishtail effect in NCC3® The prefactors are chosen to allow the ing and decreasing branches of the hysteresis loop. While
two curves to overlap as extensively as possible. several explanations have been proposed for this phenom-

) ) enon, this behavior is now believed to be correlated, at least
lations? To support our proposal of the second scenario as g, oyimately, with the field-driven transition between two
genericone for type-Il superconductors with point pinning \oriex solid phases, identified by a large body of work as
disorder, we take the following approach: First, we will show BrG and MG phase®!
that the situation in which a sliver of intermediate phase ag pointed out in Ref. 35 the very structure of the phase
intervenes between the BrG and the DL phases is actually fajjaqram of Fig. 2 mandates the following: The peak effect in
more common than earlier realized. We do this by showingr gcang at intermediate valuestéfshould evolve smoothly
that more recent experimental data on the Higimaterials 54 continuously into behavior characteristic of the BrG-MG
that initially showed a single melting transition strongly fg— field-driven transition, both at low and higH. This is a
vors a two-step transition. Second, we will show that the firsj e consequence of the absence of a multicritical point.
of the two transitions out of the BrG phase illustrated in Fig. |nsofar as the fishtail effect indicates a field-driven transition
2, the *fracturing transition” into the MG phase, may not ,m 5 BrG phase to the MG phase, signatures of the fishtail
show up at all in many types of experiments commonly use‘Ehenomena should connect smoothly to signals of the peak
to probe phase behavior, such as measurements of the Ugect onT scans. Thus, it is natural to argue for a connection
magn'etlzatlon. L . between fishtail effectgin H scan$ and peak effectgin

This second point is illustrated through the following €S- susceptibility and transport measurementsTascang; both

timate: If a finite density of unbound dislocatiopg enters 5. phenomena that refer to thameunderlying phase tran-
the sample at the BrG-MG phase boundary, the magnetiza;iion out of the Bragg glass phase.

tion d|scont|nZU|ty across this boundary should scale, for \yhat is less clear is the precise connection of the fishtalil
small pq~1/Rj, as feature to the underlying transition. There are at least three
5 distinct characteristic fields associated with the fishtail fea-

AM~AMo(a/Ra)%, (6.3) ture. These are the onset fiell, (also calledH,;,), the

the melting transition. Even iR, /a~ 30, the corresponding Magnetization shows a kink, and the peak figid(Ref. 102
induction jump AB~AM is of order 103M, or within  (&lso callecHs). The temperature dependences of these fea-

noise levels in a typical experimetit®? tures can be quite different. For example, in YBCO, the onset

Some of the discussion will focus on the peak effect iniS Most often a monotonically decreasing function of
critical currents seen close to tié., phase boundary in while the kink and peak features can show nonmonotonic

weakly disordered systems. Within a simple Bean mddel behavior. It has been argued that the kink feature most prob-
for the critical state, the real part of the complex susceptibil-20ly signals the underlying transitiff, although there does
ity x' obeys not appear to be universal agreement upon this point.

0.08 <Ssesese

0.06 -

0.04 -

0.02 -

¥ ~ _Bti_c (6.2) A. Low-T, systems
ac

This subSection summarizes features of the data on three
once the ac field has penetrated fully within the sample. Heréow-T. materials: 2H-NbSg CeRy, and CaRh,Sns.
[ is a geometrical quantity related to the shape of the sampl8ome aspects of this discussion have already appeared
andh,_ is the amplitude of the ac field. Thus, increases in theelsewhere’® so the discussion here is brief.
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1.2H—NbSe, phase occurs discontinuously via an apparent first-order
phase transition. Thus the anomalies seen in the peak regime
cannotbe linked to the dynamics of plastic flow of a vortex
lattice or even quasilattice state since the lattice phagsetis
linked smoothly to the intervening sliver phase.

Banerjeeet al. have reported data on ac susceptibility
measurements on single crystals of 2H-Np®é differing
purity3? The purest crystaX has aT, of 7.2 K, while a

crystal of intermediate purity has aT; value of about 7 K. (i) The fact that peak-effect-related anomalies in the de-

A more disordered crystal, has aT. value of about 6 K. yinning of a vortex lattice arenly seen in the peak regime
Thg rglatlve purity of the f:rystal was inferred from the values;, icates strongly that a static phase transition may be in-
of j¢/jap for these materials. volved and the solution cannot be traced to the dynamics
In sampleX, T, (wherej first begins to increas@ndT,;  alone. This point is stressed since many 0 simulations of
(wherej. peak$ are almost coincident. The data indicate anplastic flow (which do not have a phase transiti@ppear to
extremely sharp peak, with a width comparable to or everpe able to reproducesome but not allfeatures of the peak
smaller than the width of the superconducting phase transieffect phenomenotf®
tion in zero applied field*3* The two-step nature of the (i) Finally, the concept of “softening” of elastic con-
transition is obvious in the sample with intermediate level ofstants leading to a peak effect and associated anomalies may
disorder, while this is a prominent feature of the most disorwell be irrelevant; there appear to be few strong pretransi-
dered crystal. The locus df, andT,, lines, as a function of tional effects at the fracturing transition and the peak effect
H, almost coincide irX, are resolvable as separate line¥jn signal iny" jumps discontinuously in the experiments.
and are clearly visible as separate features.im sampleZ,
theT, andT, lines clearly move apart at higher field values, 2. Ca3Rh,Sny5

suggesting that their ultimate fate would be to expand into The C . ;
. ; . aRh,Sn; 5 system was first studied by Tonegt al.
f/r:u:;gsad regime of vortex glass expected at high field,,, gre\ attention both to the prominent peak effect seen in
' . this system and the related compound;Rh,Sn;; as well as
In the most disordered samples of 2H-NpSenset and .to the substantial similarities obtained with peak effects in
peak values of the peak effect are clearly and separately digg o, superconducting systems, notably Mg and
tinguishable down to low field values, where tfig line CeRLt.39*4°Tomy et al. obtainedH*’ the field at which the

begins to turn around, signaling the appearance of a reentragf,q
glassy phas& *>5" This feature suggests that the glass at
high fields and the glass at low fields @amoothly connected

at least in samples with intermediate to high levels of

disorder’® As Ref. 34 indicates, for purer samples, the ex'onIy atT—T.. The region of fields and temperatures above

treme Narrowness Of the peak m‘?‘kes reso_Iu.tlon of the feeh* was found to show strongly irreversible behavior, in con-
tures of the intermediate sliver region very difficult, although,[rast to the behavior below*

e aviumar and collaborators see a cisoontinity in the dg, S3/KAret al. have studied in some detal the magnetc
magnetization across the peak regime in single ycr stals hase diagram of this compound through ac susceptibility
g P 9 9 Y easurement¥. Suceptibility data in this material also show

2H-NbSe supporting the existence of a melting transition. e i - i
The experiments could not resolve whether this feature Watshe characteristic two-step feature exhibited by 2H-Nbxie

103 . . intermediate fields. At low fields, th&, and theT,, lines
connect.ed Fd_p ortoTy. . There is some evidence that the come close but do not appear to merge at least until tempera-
magnetization anomaly is connected Tg from the com-

bined magnetization and ac susceptibility measurements (’gyres fairly close tol . The large-field data are consistent
Saalfranket al1% These experiments see a sharp peak in the. ith the bending backwards of tfig, line indicating that the

o . . ; X intermediate regime of vortex glass expands out at low tem-
derivativedM/dT, most likely associated with a step in the A . S
magnetization as a function df at the location of theT, peratures and high fields, precisely as suggested in Fig. 2.

line. Saalfranket al. note that the main peak an/dH
showed no reentrant behavior while the peak in the ac sus-
ceptibility shifted to lower temperatures at very low applied Early work on single crystals of the cubic Laves phase
field values, supporting the earlier proposal of a reentran(C15) intermetallic superconductor CeRuby Huxley
transition to a low-field glassy pha3As argued here, mag- et al!®® and Roy and co-worket® described a sharp
netization discontinuities signaling the transition to the liquidreversible-to-irreversible transition in the mixed state close
should generically be associated with thgline. to H¢,.2%” The possible relation of these results to a phase
A substantial body of work exists on anomalies associatetransition into a novel modulated superconducting pifitee
with the peak-effect regime, particularly in the case ofFulde-Ferrell-Larkin-Ovchinniko¥FFLO) staté®] was dis-
2H-NbSg.3173336.74-T6 Reference 35 proposed that thesecussed by these authors and later investigated extensively by
anomalies should be primarily associated with #dtatic  others. Careful longitudinal and Hall resistivity measure-
properties of the intervening vortex gla@guivalently, mul-  ments by Satet al. have revealed that the peak effect sur-
tidomain phase. This idea is discussed briefly here. vives in this material to far larger fields than the original
(i) In the experiments, the transition to the anomalousmeasurements indicaté®. Figure 2 of Satcet al. summa-
peak effect regime on temperature scans from within the BrGizes the results of their measurements and is to be compared

et of the peak occurred both from susceptibility and dc
magnetization experiments. Plots ldf vs T show that the
transition curve(which is interpreted here as signaling the
BrG-MG phase transitionappears to connect to th;,, line

3. CeRu,
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to Fig. 2 of this paper; thel ,(T) curve in this figure is to be in the pinning regime, as in conventional approaches to the
related to ouiT,(H). Note that this line appears to extrapo- peak effect, while the second was associated with a collapse
late smoothly tor ., although signatures of magnetic hyster- of the shear modulus at melting and/or a decoupling transi-
esis are not observed below about 2 T. Settal. point out  tion.
that their observations rule out the FFLO state as a possible |n transport measurements in fields upto 10 T, d’Anna
explanation of the PE anomaly. These experiments suggegt al. found two boundaries, between which noise due to
that pinning is substantiallweakenedit intermediateéH, al-  yortex motion rose to a maximum?* The lower boundary
though signatures of a peak effect remain. was identified with the peak effect; the noise falls below the
Transport measurements on CeRy Dilley et al.show a |t of resolution at another boundary, somewhat above the
striking peak-effect signal, together with a strong depens; st one. These results are to be compared to those obtained
dence of meaSL!red quantities on the. magnitude of the Trang; similiar transport® and susceptibilit’ measurements on
port current!® Dilley et al. note the existence of strong ther- 2H-NbSe, which see a sharp increase in noise amplitudes

mal 'nStat.)'“t'eS in_the |ntermed|ate peak-effect reglme’only in the peak effect regime, with a discontinuous onset.
together with profound hysteresis. Many of these features are . ) o
Ishidaet al. have simultaneously measured ac susceptibil-

seen in 2H-NbSg® Muon-spin rotation studies of CeRu . o : )
- ity and magnetization and see a sharp peak effect in the field
(Ref. 112 have been invoked to suggest that a FFLO mecha: nge 0.1-1.5 715 The peak of the peak effect signal in ac

nism may be involved in this material. These measuremen - .
see a rapid decrease in the second moreBE) of the field susceptibility was found to correlate exactly to the location
Rf the magnetization jump which signals melting. Ishida

distribution function across a line in the phase diagram; suc : i )
a decrease naively suggests a sharp increase in the penetph@l- draw attention to a small dip feature ji at a tem-
tion depth\. Yamashitaet al. point out that pinning-induced PeratureTs, preceding the peak and the associated magneti-
line distortions should generically lead to broadening of thezation discontinuity. This subtle feature is attributed to a
linewidth and not to its reduction. However, a sharp transi-'synchronization effect between lattice and pinning sites,”
tion to a multidomain phase, witkhort-ranged correlations as a consequence of lattice softeniri@he possibility of
in the field directiorwould give results essentially similar to such synchronization has often been discussed in the past as
those of Yamashitet al a mechanism for the peak efféc. The close similarity of
In a recent illuminating study of the peak-effect anomalythis phenomenology with that discussed for [dwsystems
in single crystals of CeRui Tenyaet al. have shown that the in Ref. 35 is emphasized here. Ishigiaal. also comment on
peak effect lies in thérreversible region of the phase dia- the enlarged regime in whick’ shows nontrivial signatures
gram, counter to some previous wotk Their results estab- of the transition in comparison to the magnetization jump
lish the following: The onset of the peak,'Eg, , corresponds  that occurs at a sharply defined temperature.
to an abrupt transition from a defective lattice to a regular  These results are very simply understood using Fig. 2. We
one. The state of the sample in the peak regime is argued fQould argue here for the natural identificatidg= T, . The
be intermediate between an ordered structure and a fulliyidth of the transition region is related to the width of the
amorphous one. These ideas are closely related to those pigtiver phase, argued here to be always finite in scer(@io
sented here. while the most prominent signatures of melting should ge-
Work by Banerjeeet al. shows a remarkable similarity nerically be obtained acrosdiae the MG-DL transition line,
between the vortex phase diagram in a weakly pinned singl@ghich we suggest is the true remnant of the vortex lattice
crystal of CeRy with that of more disordered samples of melting line in the pure system.
2H-NbSe.**** This close similarity has been used to argue  Shiet al. have observed a “giant” peak effect in ultrapure
that the origin of peak effect anomalies in these two matericrystals of YBCO(Ref. 116 at fields ranging from 0—4*?°

als may well be commot#** This feature is most prominent at intermediatereproduc-
ing the phenomenology of the peak effect in 2H-NhSghi
B. High-T. Systems et al. demonstrate that the jump in the magnetization coin-

ides, to within experimental accuracy, wilhy. Shi et al.

Iso comment that peak effect signals can be seen in fields up
to 6 T, although only by going to far higher ac drive frequen-
cies(1 MHz). This is consistent both with the weakening of
the effective disorder in the intermediate field regime and the
existence of a sliver phase with finite width.

Early torsional oscillator experiments of d’Anret al. Rydh, Andersson, and Rap},in transport studies of un-
measured complex response in the PE regime of untwinnevinned YBCO, obtain three regimes of flowl) a low-
YBCO.M? A prescient comment of d’Annat al. regarding  temperature creep regime) an intermediate flow/creep re-
their data is particularly noteworthy, for its overlap with the gime, (3) a small regime in which the resistivity drops as a
proposals made here. d’Anret al. commented that': . . consequence of the peak effect, add a high-temperature
the melting phenomenon, giving rise to the peak effect, thdluid regime. Rydhet al. find that the dip in resistivity is
loss peak and the kink in resistivity in so-called clean YBCO,correlated to the melting transition. It is suggested that the
is in fact a complex, two-stage phenomendi®"The first  width of region Il reflects a distribution of melting tempera-
stage was ascribed to a lattisefteningleading to a change tures in the solid and argue that the onset of melting occurs at

This subsection summarizes data relating to peak an
fishtail effects in four highF. materials: BSCCO, YBCO,
NCCO, and (K,Ba)BiQ.

1. YBCO
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the minimum of the resistive dip. In our interpretation, re- melting line below H,, for irradiated YBCO. Thus they ar-
gime Il would be assigned to the multidomain regime. gue that the second peak effect just belBywmay be closely
Suggestive work by Rassaat al®” studies magnetization related to enhanced vortex pinning due to vortex lattice soft-
relaxation in the vortex solid phase of YBCO. Rasstal.  ening, i.e., the conventional peak effect. The connection of
argue that a well-defined region exists beldyy, which can this observation to the discussion of the phenomenology of
be quantified as a coexistence of solid and liquid phases antle peak effect presented in Ref. 35 is stressed here, as is the
demonstrate that the vortex solid state can be pinned withink outlined earlier between fishtail features and PE fea-
different strengths, depending on prior history. The processesires, given the phase diagram of Fig. 2.
that lead to these different states arise across a narrow tem- Nishizaki and collaborators have also reported results on
perature region immediately belaly,. This is precisely the the phase diagram of untwinned YBCO crystals on varying
phenomenology indicated by experiments on 2H-Nb&®l  the oxygen stoichiometry. For fully oxidized YBCO crystals
related lowT, compounds that show a peak effect; we draw(YBa,Cu;0,, y=7, T,=87.5 K), Nishizakiet al.find that
the reader’s attention to Ref. 77 in this regard. We wouldthe first-order melting transition can be tracked to high fields
argue that the intermediate region interpreted by Rassa@pto 30 7. For optimally doped YBCO (YB&Lu;0,, ¥y
et al. as relating to a regime of two-phase coexistence is ous6.92, T.=93 K) and slightly underdoped YBCO, it is
multidomain phase. suggested that a vortex slush phase can exist between the
Detailed insights into the vortex phase diagram of un-second-order and first-order transition lines. This “slush”
twinned YBCO comes from the work of Nishizadt al. who  phase intervenes between the glass and the liquid phases of
present magnetic measurements on the vortex lattice in the vortex systerfi*
clean sampl&® At largeH and lowT, the data show a fishtail How is the slush phase to be understood using the ideas
feature in the magnetization that narrows,Tais increased, presented here? Figure 2 presents a particularly simple topol-
to a bubblelike feature. Nishizakt al. discuss the existence ogy for that part of the phase diagram which involves the
of ananomalous reentrariiehavior inj ., inferred from their ~ MG-DL transition line, in which the first-order MG-DL tran-
data via a Bean-model-based calculation, for temperatures iition becomes continous for sufficiently large Such a
the range 68 KT<74 K. They find thatj, drops very phase diagram does not contain a slush phase. However, the
sharply at low fields to almost unobservable levels, thersituation could be more complex. For example, the continu-
picks up to form a peak; while hysteresis decreases and digus part of the MG-DL transition line obtained at large
appears al =70 K in the intermediate field region (3.5 T could meet the first-order part at a critical end pdi@GEP.
<uoH=6 T), it reappears again and is maximum aroundThe first-order transition above the CEP would then be inter-
105T. preted as a liquid-liquid transition, between phases of differ-
Nishizakiet al. comment that this reentrant magnetizationent densities, with a furtheisymmetry-breakindgransition
is seen only in high-quality samples with a lower pinninginto a glassy phase occurring at lower The phase with a
force and comment that these results indicate that the pinninigrger average density would then represent the “slush”
force for the untwinned samples is remarkably reduced in thehase'®
intermediate-field regime. This comment accords with our Abulafiaet al'®study magnetization relaxation in YBCO
earlier discussion of the strong effects of thermal renormalerystals, finding two distinct regimes of relaxation below and
ization of disorder in the intermediate-field, interaction-above the peak in the fishtail magnetization. These regimes
dominated regime. Thehapeof the irreversibility line in the  were interpreted by these authors as signaling plastic vortex
data of Nishizakiet al. is particularly noteworthy in this re- creep in the vortex lattice state. This interpretation has been
spect. questioned by Kleiret al1?° (see also Ref. 129who argue
Very accurate ac susceptibility measurements using a lothat the fishtail effect marks a transition from a low-field
cal Hall probe have been performed by Billehal® in the  ordered phase to a high-field glassy structure, an interpreta-
field and temperature regimes in which Nishizekial. find  tion in agreement with ours. It is argued thapological
reversible behavior and a single melting transition. Theserder (in the glassy phase) can be quenched at large length
experiments find that the critical current is actually finite scales, with diverging barriers asgjoes to zerd?’ an idea in
below the melting temperature but is extremely small agreement with our suggestion that the multidomain glass
(~0.4 Alcn?), leading to an irreversible magnetization un- hasfixed topological order unlike the liquid, but glassy at-
resolvable by standard superconducting quantum interfettributes. With this interpretation of the data of Abuladiaal.,
ence devicdSQUID) magnetometry. These experiments seetheir phase diagrarFig. 4 of Ref. 119 is very similar to the
a peak effecbelowthe apparent melting transition, a feature one we have proposed. In particular, the melting line and the
inaccessiblein conventional SQUID-based measurementsglass transition lingif it is identified with the locus of fish-
These results clearly illustrate that signals of a two-step trantail peak positions converge only alf —T,.
sition in weakly disordered single crystals of high-mate- Recent experiments by Pissasall?! on single crystal
rials may be very hard to access, particularly if discontinui-YBCO samples probe somewhat more disordered samples
ties in j. or magnetization across the first transition arethan those studied by Nishizaki al. An abrupt change in
small. slope of the increasing part of the virgin magnetization
Nishizaki et al. argue that in the high-temperature region curves is seen. This feature is sharpest at intermediaite
aboveT,,, the BrG-MG transition ling H* (T) in the nota-  broadens or vanishes at loWwand is hard to discern fof
tion of Nishizakiet al.] turns downand meets thed ,(T) >75 K. This abrupt change of slope, associated with a
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curveH3(T), merges with the second peak feathrg,(T) at  crystals with the properties that while the local transition is
a temperaturd* . Both the irreversibility line and the melt- sharp, the global solid-liquid transition is rounded by
ing line lie abovethe second peak line. The structure of this quenched disorder. Soibed al. found that the interfacial ten-
phase diagram is to be compared to the ones shown in Refion between solid and fluid phases was very small, indicat-
35 for low-T; materials in which the irreversibility line lies ing that the vortex melting process was governed to a large
above the BrG-MG transition line. The phase behavior deextent by disorder.
picted in Fig. 4 of Pissast al. agrees well with the ideas  Recent muon-spin rotation experiments, on three sets of
presented here as We” as the structure Of F|g 2 W|th th%rysta's whose properties range from Overdoped to under-
identification ofH; as the BrG-MG transition line. doped, show very clear indications of a two-step transition,
To summarize, experiments on untwinned YBCO suppors pointed out by the authors. The first transition on increas-
the presence of an intermediate phase that intervenes in eqig T was associated with a decoupling transition between
librium between BrG and DL phases, particularly at low the Jayers. In contrast, in our picture, this would be the tran-
fields (H<2-4 T). For largeH, a substantially reversible sijtion into a multidomain phase. This identification is sup-
regime is entered, close to the putative melting transition. Ilhorted by the observation af values close to unity in this
this regime, precision experiments see weak residual irrephase indicating a substantial degree of local order.
versibility as well as a peak effect just below the melting  Soijbel et al. see substantial “supercooling” across the
transition. (SQUID-based magnetization experiments sesirst-order melting transition, with relatively small domains
only a single transition herelt is natural to interpret these of fluid coexisting with domains of solid. The putative super-
features as signaling the continuation of the sliver betweeggoled state then transforms abruptly into the crystal. We
high- and low-field ends as well as the profound weakeningyoint out here that precisely such a scenario would be ob-
of disorder effects in the intermediate- interaction-  tained in the context of the phase diagram of Fig. 2 with the
dominated regime, as a consequence of the averaging of disingle proviso that the intermediate “coexistence” regime
order by thermal fluctuations. We argue that this weakeninghat (see Soibekt al) would be assigned to our proposed
of effective disorder is responsible for tilapparentsingle-  “multidomain” state, anequilibrium phase with glassy prop-
step transition experiments seen at intermeditéit still  erties. This is entirely consistent with our interpretation of
higher fiE|dS, the fishtail feature SplltS off from the meltlng the muon_spin rotation results of Blasiasal. We point out
line, yielding an expanding regime of vortex glass phasethat from related studies on 2H-NbSét is known that the
The magnetlzatlon discontinuities associated with this meltintermediate state on field Coo|ing is re|ative|y h|gh|y disor-
ing line survive to very high fields+¢30 T) in the purest dered, with short-ranged correlations resembling those in the
samples. For more disordered samples, the separation bgquid. By analogy, one would expect similar disordered
tween the BrG-MG and the MG-DL transition lines is plalnly states to be seen in the BSCCO case on field C00|ing' pre-
apparent. cisely as seerf
QOoi etal. in a study of vortex avalanches in BSCCO
2. BSCCO through local magnetization and local permeability measure-
The earliest data to provide thermodynamic evidence of @nents, see a stepwise expulsion of vortices in a distinct tem-
sharp melting transition in single crystals of a hihsuper-  perature regiméelowthe first-order transition on decreasing
conductor were the Hall probe measurements of Zeldov antemperature scarié.This expulsion ceases abruptly below a
collaborators on BSCCE. These experiments obtained a second, lower temperature called by these autfgrs In
discontinuity in the magnetic induction sensed by HallbetweenT,, and T4, the experiments see broadband noise
probes at the surface of a BSCCO platelet. Practically novith a power-law spectrum. This phenomenology precisely
hysteresis was seen at any one probe, while different probesproduces related noise data in the peak effect regime of
showed slightly different values for the melting field, indi- 2H-NbSe and related systems.
cating a spread of melting temperatures within the sample. Ooi et al. also report a possible single-step transition for
The temperature-driven melting transition in relatively pureweakly disordered samples and tamperature-dependent
single crystals of BSCCO occurs in a highly reversible re-peak effect, which they associate with inhomogeneities in the
gime. As reported for YBCO, the irreversibility line actually melting field, for more disordered sampfé8 These results,
lies within the domain of the solid phase for clean crystals.presented as schematics as Fig. 5 of €al. have interest-
These experiments see a single melting transition for weakling parallels with the phase diagrams presented here. We
disordered systems. These and related experiments supporteduld argue that the regime that Oei al. assign to inho-
earlier structural evidence, from neutron scattefingnd  mogeneities in the melting field should be attributed instead
muon-spin rotatioff for a sharp transition out of a quasi- to a genuine thermodynamic phase, the sliver of disordered
lattice phase on increasing bahand T. MG phase, which intervenes between the BrG and DL
Very recent magneto-optic measurements by Sabel.  phases.
have reexamined this issti€These experiments see a global A simulation by Suganet al. finds clear evidence for a
rounding of the transition as a consequence of quenched ditvo-stage melting of the disordered vortex-line lattice in
order, argued by these authors to be due bwoad distribu- BSCCO'?® These authors find that the low-field melting
tion of local melting temperatures at scales down to the metransition out of the Bragg glass occurs always via an inter-
soscopic scalé’ These experiments reveal a remarkable andnediate “soft” glass phase; their phase diagréfig. 3 of
complex coexistence of fluid and solid domains in the largeiRef. 123 is to be compared to the one shown in Fig. 2. Their
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proposal that the glassy phase is subdivided into stronglgffects of disorder increase a&$ increases, it indicates a

pinned and weakly pinned regimes has interesting overlapghysical mechanism for the occurrence of a critical point on

with our suggestion of the increased importance of nonequithe first-order MG-DL transition line.

librium effects at lowT. Related theoretical and simulation work that bears on
ideas proposed here include work by Feinb&rgkedal?®

3. NCCO and van Otterleet al. Ikeda has suggested that a vortex glass

The onset of the fishtail peak in magnetization measurel_nstablhty may accompany a first-order solidification transi-

tion in the presence of weak point pinning disortféiEein-
ments on a Neg:Ce,;4CUG,—; Crystal, a layered cuprate berg has argued that melting of the Bragg glass may be to an
system with substantial anisotropy and a relatively [ow

(~23 K) has been probed via local magnetization measure'ptermegzlgte glassy phaséa a reentrance of single particle

ments using an array of Hall prob&These experimentn pinning:-“> van Otterloet al. poinF out that the.ir simulation
particular the phase diagram of Fig. 1 of Ref)9ghow an work cannot ryle out _the possibility of a sliver of glassy
onset field for the peak effett, that ié always c'li,stinct from phase always intervening between ordered and fluid phases,

) T 0 X . as in the phase diagram of Fig. 2. Several authors have
the irreversibility line separating an “entangled solid” phase

from the vortex liquid phase. This phase diagram su ortcommented,24 on the relation of these simulation results to
. quid phase. > P 9 SUPPOMy, oy experimental data. Some of the ideas presented here
the ideas presented here, in particular the contention that

single sharp melting transition out of the BrG phaseds fso have overlaps with recent work by Kierfeld and

eneric[as scenarigl) would suggedtand provides stron Vinokur?* A recent comprehensive survey of the status of
g . 99 P 9 vortex glass phastsmakes much the same points as we do
support for scenari¢2).

regarding the absence of a true phase-coherent MG phase as
4. (K,Ba)BiO envisaged in the original propo_&Several of the ideas pre-
Y 8 sented here draw from extensive work on peak effect phe-
Small-angle neutron scattering studies of the isotropimomena in 2H-NbSgand related materials, summarized in
high-T. material (K,Ba)BiQ (T.~30 K) suggest a phase Ref. 34.
diagram that is very close to the one displayed in Fig. 2 of Many of the proposals presented here are, in fact, experi-
this paper®* In this system, as in the NCCO system dis- mentally testable. One is our proposal of a multidomain
cussed previously, the transition line between the quasilatticphase. Experiments that probe local correlations should be
and the glassy state always libglow the transition line able to access such structure. We have suggested that in the
separating the glass from the liquid. Klein and collaboratorgegime where the sliver of intervening glassy phase narrows,
comment that the SANS data in this system support the corstructural correlations in this intermediate phase should be-
nection of the fishtail effect with the transition to a glass outcome large. This proposal is testable both in simulations and
of the quasilattice BrG phagé? In addition, another inter- in experimentd?’~13°
esting feature of the data is the relatively smooth decrease in The second is our identification of the first of the two
the intensity of a Bragg peak on field scans, while the widthphase transitions out of the BrG phase on increaSiag a
of the peak remains virtually constant, suggesting a relativelynhermodynamic phase transition. Signals of this phase tran-
high degree of local correlations in the putative vortex glasssition in the form of entropy jumps or singularities in the

phase, as we would expect for a multidomain solid. specific heat will be extremely small, since they reflect or-
dering at the scale of units of 4@ortex lines or more. How-
VII. CONCLUSIONS ever, it remains to be seen whether high-precision experi-

This paper has presented arguments in favor of a generf@ent_s _might be able to _resolve our sgggestion tmb_
phase diagram for type-ll superconductors with quenche&qu'l'b”,um’ thermodynamic phase transitions generically
point pinning disorder. This phase diagram, Fig. 2, diﬁerssgparatlng the .Iow-temperatur.e Bragg glass phase from.the
from others proposed earlier. We suggest that the relativelSordered liquid. Such experiments would provide crucial

ordered BrG phasgenericallytransforms into an intermedi- wgenr(]:e in frz]ivor_ oflthe |dea_ls presented here.l f thi
ate glassy state with solidlike correlations out to relatively. erhaps the single most important proposal of this paper

large length scales rather than directly into a liquid. We haveS the conjecture that the loW; quasilattice Bragg glass
hase inall superconductors should generically melt into an

pointed out that many experiments are, in fact, consisterff . . o
with this proposal and discussed how signals of the first tranitérmediate glassy phase before finally transforming into a

sition, from the BrG to the MG phase, may often be hard to|IQUId. This possibility violates none of what is known

detect. We have also presented a simple analytic parametl"i‘—_boUt the phenome_nology of the. exper!mental data, nor the
zation for the BrG-MG phase boundary, drawing on earliers'mUIat'onS nor available theoretical evidence. Further tests

paper&® as well as provided an analytical expression for theOf the ideas presented here as well as first-principles calcu-

MG-DL phase boundary. These are consistent with the exations of the phase diagram of Fig. 2 would be very wel-

perimental data. ¢
Hypothesizing a multidomain state in the intermediéte-

regime is consistent with the experimental data. This sugges-

tion rationalizes the association of thermodynamic melting | thank my coauthors in Ref. 35 — S.S. Banerjee, T.V.

with the MG-DL transition line; for a prior suggestion in this Chandrasekhar Rao, A.K. Grover, M.J. Higgins, P.K. Mishra,

regard see Ref. 24. In addition, given the expectation that th®. Pal, S. Ramakrishnan, G. Ravikumar, V.C. Sahni, S.
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