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Simulation of pressure-driven phase transitions from tetrahedral crystal structures
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Pressure-driven transitions of ionic materials from the zinc-blende to rocksali-an€l, to CdC}, crystal
structures are studied using constant-stress molecular dynamics with a polarizable-ion potential model. Both
transformations are characterized by a change in cation coordination environment from tetrahedral to octahe-
dral and are nonmartensitic. Transformation mechanisms are identified and characterized and similarities dis-
cussed. The blende to rocksalt transformation is observed to proceed via a di@ttimiike structure, though
this is shown to be a transition state and not a true intermediate phase in this system. The relationship of the
observed mechanisms to those deduced from experiments on halide systems is discussed. The development of
displacive motion across the simulation cell is discussed. The ZsStem is a layered structure, and while
the coordination changes are highly cooperative within each layer, the overall transformation takes place on a
layer-by-layer basis. In the blende, the interlayer correlations required to produce a grain-boundary-free final
structure are associated with a shearing motion which propagates across the cell. These differences have
characteristic effects on the kinetics of the transformations.
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[. INTRODUCTION medium isvery strongly affected by the particle sizas also
is the rate and hysteresis of the transifiorhis effect can be

Numerous 1I-VI and llI-V semiconductors crystallize in traced to the effect of the particle surface on the thermody-
the four-coordinate zinc-blende or wurtzite crystal structuresiamics of the transitiof® Since different mechanisms will
and exhibit phase transitions to six-coordinate structuresxpose different crystalline faces in the course of the transi-
particularly rocksalt, at high pressure. The same transitiontion, the extent of the particle size dependence could depend
also notably occur in the copper and silver halides. Nelmestrongly on which mechanism is adopted and the habit of the
McMahort have conducted an extensive crystallographidinitial microcrystallite. It is even possible that a different
study of these transitions, particularly in the semiconductingnechanism could be adopted in the nanoparticle than the
materials, identifying numerous intermediate phases and pdsulk or that semiconductor nanoparticles could be prepared
tential transition pathways. In some cases the relative stabiln a metastable high-pressure phase if the transition pathway
ity of these intermediates has been examined uam@itio  is blocked by an unfavorable surface energy contribution. In
methods’° so that a comprehensive, though complex, pic-a subsequent paper we will contrast the blende mechanism
ture is beginning to emerge. In addition, Sowa has recentlwith that observed for the wurtzite to rocksalt transition for
considered possible mechanistic pathways for the blendthe same ionic potential. The mechanisms turn out to be
—rocksalf and the wurtzite-rocksalt transitiorf, purely in  qualitatively different, and we will show that this is a conse-
terms of the crystal symmetriedollowing an analogous quence of the different stacking sequences in the blende and
analysis of the rocksalt to CsCl transitionHigh-pressure  wurtzite structures.
studies of the halides have been carried out, particularly by Using constant-stress molecular dynamics simulations, in
Hull and co-workers?=*" who identify other intermediate which an isotropic pressure is progressively increased, we
phases in these relatively ionic materials. That the mechahave examined the mechanism of the blende to rocksalt tran-
nism of the transition is likely to be complex and material sition for a model ionic interaction potentiétalled “MCI,”
specific can be appreciated from the realization that in botlerudely representing, at least in ionic size ratio, LiCl or
the blende and rocksalt structures the anion sublattices a®uCl). Sowa’s consideration of the mechanism from a gen-
cubic close packed with the cations (one-half of the tet-  eral symmetry-based perspective leads to the idea that the
rahedral holes in blende and the octahedral holes in rocksajpathway adopted between the two phases should not be
Thus the transition involves a shift of one sublattice withgreatly influenced by the detailed form of the interaction
respect to the other; it clearly cannot be achieved by a simplpotential. However, this will affect such material-specific de-
deformation of the unit celllike the martensitic rocksalt to tails as whether particular points upon the pathway are asso-
CsCl transition. How the ions avoid a high-energy interme- ciated with metastable intermediate phases. By using the mo-
diate state as they move past each other will clearly depeni@cular dynamic§MD) method we allow the system to find
on the details of their interaction. its own transition pathway at finite temperature, as opposed

Further interest in these transitions has been introduced by examining the relative energies of the system along some
the demonstration, by Tolbert and Alivisatishat the pres- particular postulated pathwagas is more common in the
sure of the transition for nanoparticles suspended in an inedomputationally demanding electronic structure calcula-
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trolling the simulationsuch as the system size and the rate at
which the pressure is rampedpon the observations.

II. SYSTEMS UNDER STUDY: OVERVIEW
A. Blende—rocksalt

A large number of systems &fl X stoichiometry undergo
a transition from the cubic blend®8) to the rocksaltB1)
structure on application of moderate pressure. BBeand
B1 structures are simply related, both consisting of a face-
centred-cubic array of anions in which half of the tetrahedral
holes B3) or all of the octahedral holeB() are filled,
respectively. These structures are shown in Fig. 1 along with
four related structures which will be discussed below.

The most common class of compounds undergoing such a
transition are the 11-VI and Ill-V semiconductotdn addi-

. . . Systelis et T tion, CuCl, CuBr, and Cul all show such a transitibn’
Key: large circles, anions; small, dark circléd,” cations; lighter, alona with Aal®-23 For both semiconductors and halides a
small circles,M2* cations.(a) Blende, B3, (b) antilitharge, (c) rangge of inte?ﬁediates has been obserigat, for example
diatomic3-tin, (d) 6-ZnCl,, (e) rocksalt,B1, and(f) CdC. Refs. 1,2,14—17, and 23The B-tin structure is observed as

a high-pressure phase of both Si and @ef. 1) generated

tions). The difficulty comes in identifying the pathway which from the ambient diamond phaé2nS is isostructural to dia-
has been chosen by observation of the ionic trajectories. mond, but is a diatomic crystalThe contraction of the lat-

We have also studied th&ZnCl, to CdC}, transition(for  tice along one direction brings a pair of next-nearest neigh-
a model of ZnCJ) which, despite the different stoichiometry, bors about a given atom into close range, effectively
is closely related to the blend®8) to rocksalt B1) transi- increasing the atom coordination from 4 te-2. The site-
tion. The 5-ZnCl, and CdC} are also based upon the occu- ordered diatomic equivalent{s-Sn, also illustrated in Fig.
pation of tetrahedral and octahedral holes in a cubicallyl) has long been proposed as an intermediate for a range of
close-packed anion sublattice. As shown in Fig. 1 the relasemiconductor pressure-driven phase transitofecent
tionship between the pairs of structurB8/6—2znCl, and  work, however, has cast doubt on the existence of such a
B1/CdC}, is that in each case the latter structure is obtainegohase~?* For Agl, for example, powder neutron diffraction
by removing alternate planes of cations from the former, restudies suggest a tetragonal intermediate in the antilitharge
sulting in a “sandwich” structure. This means that the cationstructure in which the 1 ions form an essentially cubic
displacements involved in thé-ZnCl,— CdCl, phase tran- close-packed structure with the Agcations occupying half
sition are similar to those iB3—B1 but decoupled to a of the available tetrahedral holes but in planes rather than in
greater degree. the tetrahedral occupancy pattern of the blende structure as

We use polarizable-ion modéPIM) potentials, in which can be seen from Fig. .Keen and Hult® propose a plau-
the instantaneous-induced dipoles on the ions are dynamicaible mechanism for thB3—B1 transition via such an an-
variables in the simulation procedure. We first describe thdilitharge structure involving the rearrangement of the cation
potentials and characterize their low-energy crystal structuresublattice with minimal changes in the anion lattice. Moore
from energy-volume curves. Polarization effects are particuand Kaspe? suggest an alternative, although still tetragonal,
larly important for the ZnCJl system, where the phase tran- intermediate.
sition is between two layered crystal structures wifichare
stabilized by anion polarization effects. Using these poten- “MCI” potential

tials allows us to study quite large simulation cells and t0 \we have studied the blenderocksalt transition with a

ramp the 5{2953‘_”‘? relatively slowly, comparedato initio  yotential obtained in an attempt to describe LiCl by scaling a
simulations.” This is important because the movement of agyccessful potential for NaCl to allow for the change in cat-

cation out of its tetrahedral site is linked to a large deformajg size. NaCl had been modeled with an effective pair po-
tion of the unit cell which contains it, and this generates &gntial of the Born-Mayer form

large strain on neighboring cells whose effect can only be
properly represented if the simulation contains a large num- L i Q'Q Cg
ber of unit cells. ugy(r'y=B"e 2" + T e (2.1

For the constant-stress simulations we need an expression
for the stress tensor for the PIM potentials, and we outlineaugmented with a full description of the anion dipole polar-
how this is obtained. We then study the dynamics of thezation using a polarizable-ion model as discussed previously
phase transition for the Zngkystem which shows a con- (see, for example, Ref. 21In Eq. (2.1) the first term repre-
certed rearrangement of the ions within each layer, but ngents the short-range repulsion between the ions, the second
correlation between layers, and then the MCI blende transiis the charge-charge interaction, and the third is the dipole-
tion. Finally, we discuss the effect of various parameters condipole dispersion interaction. The dipole polarization effects

FIG. 1. Crystal structures for fouvI X systems and twd/ X,.
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TABLE I. Born-Mayer potential parameters for MCRef. 47 -800.0
and ZnC} (Ref. 42. All are in atomic units.
lon pair MCI ZnCl, 8200
all Bl cl all Bl cl
— -8400
— 155 61.66 116.0 1.0 8.0 200.0 ‘_é
—+ 155 8.678 2.09 1.6 48.0 0.0 2
++ 155 1.146 0.08 1.56 19.6 40.0 = SSe00

are described by assigning a dipole moment to each anior  *°°[

and determining its valuéthe “adiabatic dipole’) at each
time step by minimizing the interaction energy which con- &5 , ; ;
tains charge-dipole, dipole-dipole, and a Drude-like self- 150 250 V[Aa]35-° 45.0
energy. In this respect, the PIM contains the same physics as
a shell model, except that the short-range polarization is not FIG. 2. Energy-volume curves for the MCI potential. Key: solid
simply assumed to be proportional to the short-range force; iine, B4 (lowest energy, dashed lineB3; dot-dashed lineB1;
takes a form uncovered in direab initio studies of the po- solid line, X, d-B-Sn with c/a=0.64; light solid line, antilitharge;
larization in distorted crystaf€-?It is convenient to update dotted line,B2. The light line is the dynamic energy-volume evo-
the adiabatic dipoles by borrowing ideas from the Car-lution during the phase transition. The arrow indicates the point at
Parrinello method o#éb initio MD. The dipolar PIM requires  Which theB3 structure starts to change.
two input parameters to specify the polarization: the anion
polarizability and the short-range damping parametethis phase can be discounted from our present considerations.
(SRDB. Both can be calculatedb initio in the condensed The other curves showffor the d-8-Sn and antilitharge
environment(see, for example, Refs. 26530For the MCI  structure$ will be used in the discussion of the transition
model, the anion polarizability is taken as 20.0 a.u. with themechanisms below.
cation taken as unpolarizable. The damping parameter is 1.75 However, these predictions for the scaled potential are at
a.u. with a preexponent af=2.07"2° odds with the experimental situation for LiCl, which crystal-
The potential terms most affected by such a change iflizes in theB1 phase. This failure is associated with with the
cation size are the short-range repulsion between cation angpresentation of the short-range repulsion in the Born-
anion, for which the amplitude8™“' [Eq. (2.1)] scales Mayer potential because, in the perfégl, B3, and B4
(crudely as crystal structures, the site symmetry is too high for any ionic
. ) polarization. It can be understood by reference to previous
BLICI = ga" (et~ o) gNacl (2.2)  calculations on alkaline-earth oxidés?and CsCF In those
cases it was shown how pair potentials systematically favor
and the short-range damping paramé¥f', which scale¥"  structures of lower coordination number, as the effect of the

as change in size of the anion with coordination number is not
N - represented. As a result, a single pair potential derived for a

pLicl— bNau‘TNa +o¢! 23 given coordination number does not transfer well to an alter-

n otit 4 gCl (2.3 native environment. For oxides, this effect is large as the

O’ ion is only stabilized by the crystal field and, as a result,
whereo is the ionic radius. The scaled potential parameterds very sensitive to its environment. For halides the effect is
are given in Table I. relatively small. However, in cases such as CsClI, and here

Calculated energy versus volume curves for various optitiCl, where the energy difference between two possible
mized crystal structures obtained with this potential aregpolymorphs is small, such effects become important.
given in Fig. 2. They show that the lowest-energy crystal For our immediate purpose, to study mechanisms for tet-
structure for this potential is wurtziteB4), with the blende rahedral to octahedral transitions, the failure to obtain a good
structure only slightly higher in energy~(2.0 kJmorl'l).  potential for LiCl is fortuitous, as it means we have an easy-
The wurtzite and blende structures are both obtained by odo-use potentialthe “MCI” potential) which will exhibit
cupying with cations the tetrahedral holes in a close-packeduch transitions at moderate applied pressure. To obtain a
anion lattice, except that in the former the anions are hexfaithful representation for LiCl, we should develop a
agonally close packed whereas in the blende they are cubiégompressible-ion” potential, as in the work on oxid&s*
so that this similarity in energies is to be expected. At a
lower molar volume and higher energy we find that the rock-
salt (B1) structure and the common tangent construction
predicts aB4—B1 transition at a pressure of 5.7 GPa. The Under moderate {5 GPa) pressures ZnLtransforms
B2 (CsCl, eight-coordinate iongphase is at a significantly from a four-coordinate &4-ZnCl,) structure to a six-
less negative energy than either B& or B3/4. As a result, coordinate (CdG) crystaf® as monitored experimentally by

B. 5-ZnCl,—CdCl,
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Raman spectroscopyand x-ray diffractiof’ studies. Both s predicted to make a transition to the denser, six-coordinate
crystal structures are based on a packed layered motif i0CdCh) crystal at an applied pressure of 0.6 GPa.
which infinite anion-cation-anion “sandwiches” stack on top

of one anoth(_ar. An alternative viewpoint is to consider the Il SIMULATION DETAILS
anion sublattice as pseudo-close-packed. For &##nCl,
structure one-quarter of the tetrahedral holes are filled by A. Constant-stress molecular dynamics

cations, while the CdGlstructure has half of the octahedral The constant pressure method of Andeféanas ex-

holes filled. The relationship between the four-coordinatggpgeq by Parrinello and Rahnf4rio allow the simulation
structuress-ZnCl, and blende and the six-coordinate CECl 5y 14 change shape as well as size. Later it was realized that
and rocksalt can be seen by considering Fig. 1. To transforfe equations of motion are not invariant to the initial choice
the blende into the5-ZnCl,, half of the cations occupying  of cell frame, and several invariant schemes were proposed.
the tetrahedral holes are removed in layers perpendicular to\gie have implemented the equations of motion as given by
<100> direction. To transform from the rocksalt to the partynaet al? In the most flexible model the cell can un-
CdCh, however, the cations in the octahedral sites are regergo full relaxation in that both the cell lengths and angles
moved in successive layers perpendicular toHL1> direc-  may vary, but it is also possible to allow purely tetragonal or
tion. In both cases, the pattern of occupancy leads to thggtropic cell fluctuations within the same scheme. The ions
planes of holes between close-packed anion layers being &l the barostats are both coupled to NEs®ver chains of
ternately filled and unfilled, leading to the sandwich StrucC-jength 5. We experienced no problems in coupling these ex-
ture. However, the layers in the two structures are not in thgapded equations of motion to the equations of motion con-
same orientation with respect to the underlying close-packego|ling the induced dipoles in the PIM scheme. All long-
anion sublattice. TheM X;).. layers in both structures are yange interactiongup to terms which vary with interionic
charge neutral and so the layer-layer interactions are domiseparation ag %) are described by the Ewald method,
nated by weak van der Waaldispersion forces. Hartree- adapted to noncubic cells as described by Narse Klein?®
Fock ab initio calculations, which contain no dispersion, \y,e impose a fixed spherical cutoffigton the interactions in
show hqw structures of this type are unstable with respect tg.5) space and terminate the run if the cell becomes so an-
separation of the Iaye?é.' _ isotropic that this cutoff becomes larger than the smallest
ZnCl, may be unique in having such a layerethyered  yopeat distance of the periodic boundary conditions. We
structural transformation. A more common pressure-driverhoose an Ewald convergence paramejesuch thatr,
transition pattern for systems of this stoichiometry is from_g g (Ref. 47 and vary the number ok vectors in the
the relatively open(low density four-coordinate silicalike reciprocal-space sum as the cell shape varies to ensure a
structures to a more close-packed six-coordinate rutile strucgiven degree of convergence.
ture. Such transitions are observed experimentally in, for ex- |, order to complete these equations, we need an expres-
ample, Bek, SiO,, and GeQ.**% sion for the stress tensor. This is nonstandard, since the “ad-
ditional” variables (dipoles, etg. of the polarizable-ion
model play a role, in addition to the pairwise additive forces
Simple pair potentialg“rigid-ion models”®®#) fail to  which have been considered previousyg., by NoSeand
predict the stability of these classes of crystal structure sincglein*®). The total stress tensor is given by
the nearest-neighbor cation-cation separations are equivalent
to the anion-anion distance despite the fact that the cations 1 o
carry double the formal charge. However, the anions in the Hfﬂt=v 2 Miri ofi gt 1,5, (3.2
layered structure sit in highly asymmetric environments hav- :
Ing a complete layer of cations on one sigéhether they be where the the configurational part of the stress tehbgy is
in tetrahedral or octahedral ho)dsut a totally empty layer to be obtained frof
on the other side. This asymmetry leads to a large resultant
electric field acting on the anion site inducing large dipole
moments whose negative ends point down into the cation _ U
layers. The negative ends of the dipoles effectively screen dh g
the relatively large cation-cation repulsion. The polarization
energy in these systems accounts for around a quarter of th#ereU is the total potential energy, the cell volume, andh
total lattice energy’® is the cell matrix, whose elements are the components of
The parameters for the ZnCimodel (see Table )l are  vectors along the simulation cell edges. The derivatives with
taken from earlier work*?in which it was shown to repro- respect to the elements bfthus give the rate of change of
duce a number of important properties such as the Ramahe interaction energy as the shape and size of the simulation
spectrd#2 The anion polarizability is again taken as 20.0 cell is varied due to the changes in the interionic separations
a.u. with the cations assumed unpolarizable. The dampinghich this brings about. The particular difficulty is that the
parameter is 1.55 a.u. with a preexponentcef1.02’ The  interaction energy depends upon the dipoles on the ions as
predicted ground-state crystal structure is th&nCl, and ~ Well as the ionic positions, i.&",
(from the common tangent to the static internal energy ver- _ .
sus cell volume curves for the optimized crystal structuites U=U{r'toin o Am iz, (3.3

Potential for ZnCl,

=> M,,Vhg!. (3.2
Y
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and the change in dipoles with respect to a change in celhg unknown transition pressures, the second scheme being
shape would appear to contribute to the derivative. Howevegnly really applicable when the pressure transition point has
the forces on the ions are to be determined with the dipolebeen predetermined.
taking their “adiabatic” values{u'};_1 ., i.e., those which For ZnCl, simulations were performed using 128 mol-
minimize U for each ionic configuration. We may therefore ecules starting from an ideatZnCl, crystal(corresponding
exploit the Hellmann-Feynman theoréfhanalogous to that t0 4Xx4X2 unit cell§ with the layers set up to be parallel to
used to calculate the forces on the ions from a variationalljfhe Xy plane. The system temperature is held at 100 K,
optimizedab initio electronic structure calculation, to write changing the pressure byx2l0™°> a.u. (=0.6 GPa) every
10000 time steps with barostat parametgy®f 50 000 a.u.
JU J orl This is related to the barostat massés¢ndW,) discussed

u —
. = —({rhoindwhioin) =—, (3.4 by Martyna and co-workef3 by

: _— . , W= (N;+d)kTr,
and ignore the derivative of the dipoles with respect to the

change in cell shape. 2
In the Ewald construction the interaction energy is de- Wgo=(N¢+d)kTrp/d, (3.6

composed into real-space and reciprocal-space components .
P P P P P whereN; is the number of degrees of freedonN3 3 for N

i i o reals foi i particles andd is the system dimensionalit{8). A (very)

UAri-an dmthi-an) =UHAr oo dsthi-an) small time step of 5 a.u. was used throughout in order to

+ Urecip({ri}i:LN ,{Mi}i:m)’ a_IIpw for relatively smooth dynamics through the phase tran-

sition. The temperature was controlled throughout using a

(3.9 NoseHoover thermostat with a relaxation time of 10 000 a.u.

real : _ o . For MCI the simulations are performed on systems con-

whereU™, in the PIM, is a sum of pairwise additive terms, (5ining hetween 216 and 1000 ions at 300 K, using a time
which converge at a range shorter than the simulation cegtep of 25 a.u. €0.6 fs). NoseHoover thermostats and

length, plus a Drude-like self-energy, which depends only ony osiats are employed throughout with a NH-thermostat re-
the dipoles and not the ionic positions. Consequently, th?a ation time of 50000 a.u. and barostat parameters of
real-space contributions to the stress tensor can be expressgglngg ..

in the standard virial fornti.e., ~=; ,airsf o4, Wheref! is

the real-space contribution to the force betweandj). The
reciprocal-space contribution was derived by developing the
Appendix of Noseand Klein's papef® which gives the Although the simulations give direct access to the atomic
reciprocal-space energy expression for a system of moleculegajectories and, therefore, a level of detail inaccessible to the
with internal charges, to charged, dipolar species. Expresexperimentalist, because of thermal and other sources of dis-
sions for the charge-charge, charge-dipole, and dipole-dipolerder, it may be difficult to recognize which crystal structure
contributions to the stress tensor are given in the Appendixbest describes the overall arrangement of the atoms in the
simulation cell. We have found it useful to calculate the ef-
fective powder diffraction pattern from the simulation cell
and to compare this with the diffraction patterns which
In order to study pressure-driven phase transitions, Weyould be obtained from idealized crystal structures. The par-

need to be able to increager decreasethe pressure in a tial structure factors are calculated directly at every molecu-
well-controlled fashion. Our aim must be to move relatively |ar dynamics time step,

slowly through the pressure range over which any transition

may occur rather than to shock the system via a sudden ap- S (K)=A (KA*(k 3
plication of more pressure than required. To this end we have ap(K) = Aal k) A5 (K). S
investigated two basic schemes which were found to givgy, o A
identical pressure transitions under the same simulation cor; ’
ditions. In the first scheme, the external pressure is

C. “Powder” structure factors

B. Inducing and monitoring the transition

«(K) is the scattering amplitude of speciasgiven

“ramped” at predetermined points in the simulation by a N,,
predetermined pressure incremép. In the present work, A k=S ek 3.9
Ap was typically taken as I0fa.u. (=3 GPa) ramping ev- “ = ' '

ery 10000 time steps=<£6 ps). This time period was found

to be significantly longer than that required for the internalwhere the scattering vectoksare the reciprocal lattice vec-
pressure to equilibrate about the new value. In the alternativors of the periodically replicated simulation system at the
scheme the pressure was ramped continuously over th@me step of interest. The “powder” pattern is obtained by
whole run with a ramp ofAp around 10°a.u. applied at averaging over scattering vectors of equal length. For these
each time step. Since both procedures were found to locaterystalline systems the structure factors consist of a series of
identical pressure transition points, then the first scheme willvell-defined Bragg peaks. The total structure factor is then
be applied throughout as it is more flexible in terms of locat-constructed from the three partial functions
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F (k) =bZ,cml Sum(K) — 11+ 2byby VexCy Sux(K)
+bgex Sxx(k)— 11,

whereb,, is the scattering length argj, the mole fraction of
speciesa. Since we are interested only in assigning the
structures to known crystal structures, we shall bgt
=by, that is, assume both ions to scatter equally.

(3.9

D. Elastic constants

In addition to the dynamical simulations, static crystal
calculations are also performed on the idBal crystals over

the range of volumes encountered during the application of
the dynamic pressure in order to calculate the three surviving

elastic constant€,1, C,, andCy,. In such a cubic crystal

the stability criteria can be expressed in terms of the three

elastic stiffness tensgrg®~>t

1
§(Bll+ 2812)>0,

B44>0,

1
5(311_ B12)>0, (3.10

where these are related to the simple elastic constants via
B11=Cui—p,
B12=Cyotp,

(3.1

The first stability criterionthe spinodal criterionis equiva-
lent to a finite-pressure bulk modulus. The second téha
shear criterioh is the stability to a shear along thd11]
direction, while the thirdBorn) criterion is equivalent to a
finite-pressure shear modulus.

C,; and Cy, are calculated from the bulk moduly8
=(1NV)d?U/dV?=%(C,;+2C;,)] and the shear modulus
[Cs=3(C11—C1p)]. The bulk modulus is generated simply
from the static energy-volume curves. To calculate the she
modulus the strain matrix

B4s=Cus—p.

— 0 0
3
)
e=| O 3 0 (3.12
-0
0 0 —
3

was applied withé ranging from —0.006 to +0.006 a.u.
(well within the harmonic rangeTo calculateC,, the strain
matrix

PHYSICAL REVIEW B65 094109
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FIG. 3. Time evolution of the cell length@pper panel and
angles(lower panel for the simulation of ZnGl. The pressure is
periodically increased as described in the text. The arrows indicate
the time at which there is significant structural transformation.
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is applied with the samé values.

V. 6—ZnC| 22— CdC|2

We begin by discussing the ZnCtransition, for which
the mechanism is easier to explain than the one we find for
MCI, but turns out to be closely related to it.

Figure 3 shows that time evolution of the simulation cell
lengths and angles for the ZnCéimulation model starting
from the orthorhombic ZnGlstructure® The simulation cell
is initially oriented such that the layers lie perpendicular to
the [001] direction (along thez axis). The arrows indicate
the time at which a significant change in both the cell lengths
and angles begins to occur. The changes in lengths and

aqngles appear to occur simultaneously with a compression

along thex axis and slight expansions along both thendz

axes accompanied by a shearing motion indicated by the
change in angle between tlig andxz planes. The changes

in the cell angles after-20 ps are driven by a further in-
crease in the pressure which causes the layer-layer packing
to rearrange.

Figure 4 shows the sequence of ionic positions around 10
ps where the transformation occurs. The view is downythe
direction of the simulation cell so that, initially, we see layers
of cation-centered tetrahedra connected by their vertices. The
contraction of the cell along the direction corresponds to
the “squashing” of the tetrahedra in this direction. This con-
traction is accompanied by a highly correlated shift in the
cation positions within each cation layer, as shown in the
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FIG. 4. Molecular graphics snapshots for three time steps %0 10 é%
around the structural transformation of ZpCThe left panel(9.98 P [GPa]
ps) shows the layers in the initiaf-ZnCl, structure with the right- FIG. 5. Pressure-volume curves for theZnCl,— CdCl, phase

hand panel showing the layers in the final CdGiructure. The  yansformation. The solid line is for the forward transformation and
central panel shows an intermediate configuration in which the catihe gashed line for the reverse.

ions in each layer are moving in a highly correlated fashion.

taking AV as a constant over the whole pressure raflge

second panel of the figure. The layered nature of the Crystgh mined afp,) we can estimate the free energy barrier. The
means that the cation motions n different layers are relaprier for the forward §-ZnCl,— CdCl) transformation is
tively weakly correlated, so that, in the example shown, the:3.5 kJmol L, which turns out to be significantly smaller

cations in the upper two layers have shifted to the lefty,an for any of the other transformation considered lisee
whereas those in the lower two layers have shifted to thﬁ'able ).

right. The cation shift is coupled with a shearing motias

already evident from the change in simulation cell angles

which results in the formation of a new closed-packing ar-V- MCl ZINC-BLENDE — ROCKSALT TRANSFORMATION
rangement of the anions. The three panels in the figure are rigyre 6 shows the time evolution of the cell lengths and
oriented in the same sense. The apparent major change in taﬁgles for the MCI simulation of 1000 moleculesx5x 5

anion-anion separations in the third panel compared with thgpic unit celly at 300 K with the pressure increased in steps
first is a direct result of the change in orientation of the s 19-44. (=3 GPa) every 10000 time steps

close-packed anion sublattice. As demonstrated by comparj—g o5 ps). At=40 ps, with a system pressure around 15

son with Fig. 1, the first panel in Fig. 4 has a close-packeqspg, the three equivalent cell lengths decouple with two
anion sublattice in a different orientation to that found afterlengths increasingl(, andL,) with a corresponding reduc-
y z

the transformat!omthe third panel . tion in the third length I, ). At around the same time the cell

. Th? change in 'f’Wefed crystal, with the su_bsequent Ch?”%gms also change with,,, moving from 90° to around

In cation coor.dlnatlon ”“'_“be,f from 4 10 6, is aCCOIm"&m'edllO°. These changes are associated with a volume reduction

by a change 'P thg polarlzatlpn energy from— 160 10~ 4t 110 and increase in bond lengths from 2.03 to 2.25 A.

—140 kJmof ~. This change is fully consistent with the in- gig 1o 6 highlights the short time period over which the

crease in the Zn-Cl bond lengtirom 4.6 0 4.8 a..as the  yangition occurs. The thick dashed lines are drawn to high-

coor_d|nat|on nhumber increases. light the difference in time between the changes in the cell
Figure 5 shows the pressure-volume curves for the £nCligngihg and angles and show that the changes in cell lengths

transmon. The volume changg going through the trar).f,formaﬁccur prior to the changes in cell angles. The initial tetrago-

tion is relatively smooth(unlike the B3—B1 transition o istortion of the cell occurs at39.4 ps with the first

which shows a distinct “jump” in volume — see IaDerTh(_a change in cell angle a=39.7 ps &500 time steps latgr
pressure required to transform the crystal {6 GPa) is  The change in cell angles is correlated with a further
greater than the static transformation pressure calculated

from the O K energy-volume curves{0.6 GPa). This is an TABLE II. Phase transformation data for the two studied
overpressure required to drive the phase transformation OV@hanges. Key:P,, static transformation pressur® , pressure

the kinetic barrier which is appropriate to the particular con-range required in the dynamic simulation to drive the phase transi-
ditions of the SimUlatiOﬂ(SimUlaﬂon cell size, et&l The tion; AV, volume change on transformation,G°®', energy re-
overpressure can be considered in terms of a thermodynaruired to drive the phase transition.

ics driving forc&? with

AG(p)=AV(p—py), (4.1 )
LiCl 4.8 15.0-21.0 11.3 19.0

where p; is the ideal transition pressure apdthe actual zncl, 0.6 1.2 10.1 35
pressure at which the transition is observed to occur. By

SystemP; (0 K) (GPa P| (=) (GPa AV (%) AG®®" (kIJmol %)

094109-7



MARK WILSON, FRANCIS HUTCHINSON, AND PAUL A. MADDEN PHYSICAL REVIEW B65 094109

60.0 T T

50.0 i ;
.% 400 T Y E
i oy

30.0 . R ——

P ©

20.0 E E: w t

1.90 i Ié,\‘/,“/,‘ P VeV WA NAN ‘:\ kkkkk ( A\ Ao - ;’;:j:\:vj :iﬂ
E 1.80 E ,'IE 7\ | ULJU\,\_A,J:«:«.J Y, VO
Z170 i ‘E

160 £ j : i

E : 0.0 20 4;0 60 8.0
5080 390 400 410 420 (@) kAT
t[ps] —

FIG. 6. Time evolution of the cell lengths and angles for the = B ez
MCI B3—B1 phase transformation. The dashed lines highlight the L A X i\ j\ A
time lag between the changes in the cell lengths and angles. - L{B1
(smalley change in the cell lengths. Note that, although these . N S 1 L}L N ulhuji).hu.m“..
changes are analogous to those observed for ZaGbve, 3 . 1 et 5 sn
the time lag between the two “stages” of the transformation [A——N I | 4
is a difference. In the ZnGlcase they occur simultaneously. I R (A o

Figure Ta) shows the time evolution of the total structure - - sit a0 i e
factor F(k) as the system is driven through the transition I /R (T b hredurs B3
characterized by the changes evident in the previous figures A
The structure factors are calculated, as described above, at
series of time steps through the region in which the cell 2 2 ™ R
lengths, etc., change dramatically. Figuréo)7highlights  (b) K[AT]
three of these functiongshown as bold in Fig. (8]. They
are taken at timega) initial, before any change in cell FIG. 7. (a) Time evolution of the total structure factors during

lengths is observedb) intermediate, in the region where cell the dynamic phase transformation. (b), the three highlighted
lengths have changed but not yet cell angles; @dinal, functions in(a) are compared to ideal calculated functions. For the
after the major change of lengths and angles is Completé.er?tral d-B-Sn) fungtions, the lowest line is the ideal function
These structure factors are compared with the total structuréhile the upper line is the structure factor calculated from a con-
factors corresponding to three idealized structures, amnaguratl_on in WhICh _the ions have been allowed to relax from the
with the Bragg peak assignments. The peak assignment&y"amic configuration.
coupled with the comparison with idealized crystal structure
factors, confirm the initial and final structures as beBg  parameter for th3 phase. The Born criteriorBg>0) is
andB1 respectivelywe will discuss the intermediate result Vviolated at the lattice parameter corresponding to the re-
below). quired static transformation pressure, whereas the shear cri-
Figure 8 shows the-V curve for the present rufthe terion (B4>0) holds to much lower lattice parameters
curve showing the lowest transition pressure in the figure(higher pressurgs The violation of the Born criterion is
along with four other such curves for a smaller system usingharacteristic of the sort of shear motion of the anion sublat-
a range of barostat parametésee Sec. VI for a discussion tice observed above in which layers of ions slide over each
of the effect of the barostat parameters on the observed b@ther to form a new close-packed lattice.
havior. The figure also shows the value of the static transi-
tion pressurd4.8 GPa calculated from th 0 K energy vol-
ume curves. ltis clear that the overpressure, required to drive
the system over the barrier between the two phases, is sig- Since it is known that the transformation mechanism is
nificantly larger here than for the ZnCiransformation(see = nonmartensitic, we might anticipate a relatively complex
Table Il). Furthermore, Fig. 8 shows a significant “jump” in mechanism involving a range of length scales and correlation
volume at the transition pressure, unlike the Zn€hse lengths. At the simplest level, however, we may consider the
where there is a more continuous variation in the cell vol-transformation in terms of the neare&nd next-nearept
ume. neighbor interactions. Figure (@ shows a schematic repre-
Figure 9 shows the evolution of both the shear modulusentation of the observed structural transition mechanism.
[Cs=3(C,;—C;,)] andC,y, elastic constant, along with the The first step is the initial tetragonal distortion, signaled by
corresponding elastic stiffness tensors, as a function of lattiche changes in cell lengths described above, in which the

A. Mechanism: Local changes in coordination polyhedra
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FIG. 8. Pressure-volume curves for the MCI phase transition. |

Key: 216 ions unless stated. The results for the run described in the 001] q P
main body of the paper are shown by the solid black line and Bs(
correspond to a barostat parameter; 10 000 a.u. The effect of
changing the barostat parameter, discussed in Sec. VI, is shown b CAREAA )
the other curves; light-dashed lines=50 000 a.u.; dot-dashed line,

7=75000 a.u.; dashed liner=100000 a.u.; light line, 7

=10000 a.u.; 1000 ions.

anion and cation planes are compressed in 18)]z; direc-
tion with a corresponding expansion in tf©10]gz3 and
[001]g5 directions. This “transition” is driven by the in-
crease in cation coordination number from four in the ideal
B3 structure to an effective44 (as shown in the figuje [111]
The c/a ratio is around 0.64 with a nearest-neighbor bond B1
length of 2.06 A and a next-nearest anion-cation separatior
of 3.16 A. The nearest-neighbor length appears to be still
very much like that in théB3 precursor rather than tHgl
“product.” _ )
In the second stage the cation sublattice moves as shown FIG- 10. (@ Schematic representation of t&S to B1 model
to form a local coordination polyhedron in which each Cationtransformatlon mechanism. The initial transformation is character-

is surrounded by two anions and four slightly further awayistic of aB3—d-B-Sn distortion, the second stage is the correlated
(2+4 coordination at =2.05 and 2.30 A, respectively. This

motion of the cations, and the third stage has the anion sublattice
600.0 T T

shearing to form a new octahedral hole. Paf®lhighlights the
change is close-packed anion lattice during the transformation.
==X
400.0 -

cation motion is accompanied by a concerted shift in the
anion sublattice along thgD01]g5 direction as indicated by
the arrows. The result of this second stage is that the triangle
of anions(indicated with arrowsin the[101] g5 plane, slides
over the layer beneath forming the “star of David” charac-
teristic of a cation in an octahedral hole viewed along the
[111]g, direction.

The six nearest-neighbor anions in the newly formed oc-
tahedron consist of the four anions originally in the nearest-
neighbor tetrahedron along with two anions gained from the
next-nearest neighbors. As a result, therefore, the observed
2000 , , , mechanism is displacive in that two bonds have been formed
6.0 70 . fi;’u] 90 100 while none have been broken.

° The overall result of these changes, which strongly re-

FIG. 9. Variation of the elastic constants for tB8 structure  Semble those illustrated above for ZaCis that the cation
with lattice parameter. Key:, Cu; A, Bas; X, C-Cpp; O,  NOW Sits in a near-perfect octahedral hole in which the origi-
B11-B1s. nal [010]g; direction of the blende structure becomes the

200.0

B(C),, [GPa]

0.0 |
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stresses between the transformed and untransformed cells is
evident from the bending of the planes of ions along the
diagonals of the right-hand figures.

Figure 11 shows how the cation motion is correlated
strongly in thg 100]z5 and the 010]z5 directions(so that all
the cations in a givemy plane have shifted simultaneougly
and relatively weakly along thg001]g; direction (so that
only three out of ten of the layers are caught in the act of
shifting, and of these only two are adjacefthe fact that the
final configuration is an ideaB1 crystal indicates that the
cation motion must also eventually be correlated in the
[001]g5 direction. The development of these correlations is
I[001] [010] related to the shearing of the simulation cell in the second

[100]

stage of the transition. The anion sublattice shifts as shown
in Fig. 10@@) with {110 g5 layers cascading over each other
FIG. 11. Molecular graphics snapshots for the 1000&®  t0 form a new close-packed lattice. If the direction of cation
— B1 transformation during the second stage in Fig. 10. The arrow§notion were reversed between an adjacent pair of layers, a
indicate layers in which the cations have shifted to forming octahegrain boundary would be created in the final crystal configu-

[001]

dral holes. ration (see last section
[111]g, of the rocksalt. To highlight this point further, Fig. C. Relationship between theB3—B1
10(b) shows the initial and final crystals viewed in the and 6-ZnCl,—CdCl, mechanisms

[011]g plane. Note that, although both the anion and cation It is clear from the discussion of the observed mecha-
sublattices have remained close packed, they have reoriented
during the transformation going through a non-closed-'SMs that the modeB3—B1 and 5-ZnCl,— CdCh trans-
packed “intermediate.” formatlons are closely rglgted, at least at .the local !evel. This
is, in a sense, not surprising since the initial and final struc-
tures essentially differ only in the occupancy of the tetrahe-
B. Structural changes beyond nearest neighbors dral and octahedral holes, respectively. The differences in
While it is possible to understand the bafi@—B1 mechanisms can be attributed to the layered nature of both
transformation mechanism is terms of the evolution of thethe starting material and end product in f#ex; stoichiom-
local coordination polyhedra, it is clear that the reconstrucetry. The alternation of layers of filled and unfilled holes has
tive nature of the mechanism must lead to significant corretemoved the correlation between cation positions perpen-
lated motion of both the anion and cation sublattices over 4licular to the layers, so that the transition can occur more or
range of length scales. The initial tetragonal distortion itselfess independently in each layésee Fig. 4. In the B3
[Fig. 10a)] occurs uniformly throughout the whole cell. The —B1 transition we saw how these correlations were impor-
second stage, in which the cations shift, is more complextant in determining whether a perfeBtl crystal or a series
not all cations shift simultaneously. of grain boundaries was formed. These differences are re-
It is clear from Fig. 10a) that, in the(ideal tetragonal flected in the difference in the pressure-volume cuiregs.
cell, the 4+4 coordinate cation is in a highly symmetric site. 5 and 8. The B3—B1 curve shows a distinct “jump” in
As a result, the subsequent cation motion to obtain the sixvolume about the pressure of the phase transition. The
coordination of theB1 structure isa priori equally likely be ~ 8-ZnCl,— CdCl, transformation, however, shows a more
be in either the[100]gs or [100]z5. However, only if all gra_dual change in volume, reflecting the relative ease by
cations actually move in the same direction will a pergtt ~ Which pressure changes can be accommodated by rearrang-
crystal result. How these correlations develop is indicated idnd the packing of the individual layers. » _
Fig. 11, which shows a snapshot of the cell during the inter- 1 ne difference is also reflected in the driving energies
mediate stage oB3—B1 transition. As indicated by the I!sted in Table II. The relative lack of cgt!on—catlon interac-
arrows in the figures, three layers of cations can be seen {PnS between layers means that the driving overpressure re-
have shifted towards octahedral sites, in the way indicated ifuiréd to force this transformation is significantly smaller
Fig. 10@@). The remaining seven layers are still clearly in thethan for theB3—B1.
4+4 “intermediate” coordination environment. The right-
hand side of Fig. 11 shows the same time snapshot from a D. Possible role of intermediate phases
viewpoint which is perpendicular to the viewpoint adopted in
the left-hand side, so that corresponding layers appear at the
same vertical height in the two images. The formation of the As noted, theB3—B1 transformation seems to occur in
octahedral sites in the arrowed layers is indicated in théwo stages, accompanied by an initial tetragonal distortion
right-hand image by the more rectangular appearance of thend a subsequent shearing. We might ask whether the con-
(MX), planes compared to the near-square units in thé 4 figurations of the system in between these two stdfjest
layers[see also Fig. 1®)]. The existence of considerable step in Fig. 10 should be considered as an intermediate

1. B-tin structure
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phase, as frequently discerned from time-resolved crystalloactions are so energetically unfavorable as to limit the acces-
graphic studies. This tetragonal distortion of 8@ structure  sible range oft/a ratios.
is characteristic of the so-called diatomgtin (d-g-Sn) The true role of thed-B-Sn-like intermediate configura-
structure. tions becomes clear from a careful consideration of Fig. 2. At
In order to show how our observed “intermediate” corre- @ volume of~25 A%molecule, thed-B-Sn structure with a
sponds to @83—d-B-Sn distortion, we have compared the c/a ratio of 0.64 becomes energetically favorable over the
structure factor calculated at the intermediate position in thé&3 and, since th&3—d-3-Sn transition is martensitic, the
dynamical transitiorfFig. 7(b)] with that calculated for an structural _transformapon proc_eeqls relatively easily. How-
ideal d-B3-Sn structure with a/a ratio of 0.64[the lowest ~€Ver at this volume Fig. 2 also indicates that Bfestructure
curve of the three in Fig. (B)], corresponding to the ratio 'S NOW energetically favorable with respect loth the B3

observed for our intermediate. The agreement between th%ndd.'bt)'sn' -gh'ts 'Ud";ﬁ.tes th&:t thd,xg-tSn structutre |ts1§|ta tat
ideal function and that calculated dynamically as the systenqu‘.a r;n ermedia ihm 'St sygg, du 'g at me fr’:.s aple state
changes phase is very good. Furthermore, we have taken Yhich arises as the martensif¢3—d-§-Sn transition pro-

ionic configuration from the intermediate portion of the MD ceeds rapidly compared W'th the recongtrucuqu—Sn
—B1. To support this conclusion further, Fig. 2 also shows

S|mL!Iat|on a_n_d performed as_teepest-descent m|n|m|zat|on %e energy-volume curve for the dynamic phase transition
the ion positions while holding the cell lengths fixed andsimulation at 300 K. It appears to show the instantaneous
calcul_ated th_e total structure fact@rppermost curve of the potential energy hopping from the surface appropriate to one
three in the figure Here, the agreement between this and theysta) structure to another in the sequence discussed. The
ideal function is excellent. A more subtle point relevant here, o\ indicates the volume at which tB& structure distorts
is whether this is actually a tetragord3-Sn structure or a g the d-g-Sn.
proposed orthorhombic distortion of symmetryp.* The It is worth noting that the majority of systems for which
splitting of the [200] peak in the dynamic total structure thjs intermediate has been proposed are semiconductors. As a
factor indicates that, at this point in time, ta@ndb unit cell  result, there may well be particular features of the electronic
lengths are distinctthe [200] and [020] Bragg peaks are structure, not present in simple ionic models, which act to
resolved. However, the fact that this splitting disappearsfavor the formation of homopoldtike-like) bonds and, as a
when the ion positions are relaxed indicates that this splittingesult, help to stabilize lowes/a ratios.
is simply the result of the dynamic fluctuations and that the In order to confirm that thel-B-Sn structure is a transi-
locally optimised structure is essentially tetragonal. tion state rather than a genuine intermediate, we can attempt

The c/a ratio observed in the present work-0.64) is to isolate the structure by halting the simulation with the cell
significantly larger than those observed experimentally foin the tetragonal geometifat around 39.5 psand relax the
high pressure Si and Ge/a~0.4 in the cubic cell~0.55  ions into their local energy minima while allowing the cell
in the tetragonal cell In order to investigate the relationship 9eometry to evolve. Both the ions and the cell are then re-
between the system energy and tha ratio, static energy- Iea_sed and a_lllowed to ev_olve und_er thelr equations of motion
volume curves were calculated fota ratios ranging from 1 WWhile periodically removing the kinetic energies. A true in-
(ideal B3) down to 0.4(the experimentally observed ratios termg@ate would remain in the |n|t|al_ cell geometry vyhﬂe a
for Si and Ge. Figure 2 shows a single such curve caIcuIatedtranS't'on structure will .S|mply pass .elther to the starting and
for c/a=0.64 (the ratio observed for our intermediat@he product material. In th|s_ case we find that the structure al-

: . . L ways progresses to the firBl structure and, as such, cannot

curves for ratios lower than this have minima at significantl

hiah : Ja— f le. th ANtYhe considered as a genuine intermediate.
igher energies. Far/a=0.4, for example, the energy mini- 4 is imnortant to note that the proposed mechanism is

mum is at around-730 kJ mor * compalred with theB3  gngirely consistent with that proposed by Sévimm group
energy minimum at aroune-890 kJmol =. This behavior  neoretical considerations. By considering the symmetries of
can be rationalized in terms of a simple ionic model. In thepoth the initial blende and final rocksalt structures he re-
monatomic diamoneh 8-Sn phase transition, the contraction duced the overall pathway into two steps comprising a dis-
of the cell along one axis brings two next-nearest-neighboplacive ion motion alon§100] and a distortion of the whole
atoms into next-nearest-neighbor positiofiscreasing the lattice which appears as a combined shear and tetragonal
coordination number from 4 to#2). In fact, for ac/a ratio  distortion. In the present work, the lattice undergoes an ini-
of \/% the coordination number would become exactly 6. Intial distortion (towards ad-8-Sn structurg followed by ion

the site-ordered-B-Sn structure, all of the nearest-neighbor motion in the[100] direction(consistent with the first part of
ions are of the opposite type to the given central ion, that isthe two-step motion considered by Sowa form a new

of the opposite charge. This charge ordering is essentiallpctahedral site, followed by a further shearing distortion.
imposed in highly ionic systems because the energetic pen-
alty for having like ions as nearest neighbors is relatively
high. In the d-B-Sn structure, however, the next-nearest- It is of interest to see if the mechanism observed in the
neighbor ions to a selected central ion are ofsametype to  current work has any relationship to that derived by Keen
that central ion. As a result, as the lattice distorts this repuland Hull for Agl from powder neutron diffraction studi&s.
sive ion-ion interaction acts to try to restore 8 structure. It might be expected that our MCI system might behave
In an ionic model, such as the one imposed here, such intemore similarly to the ionic Agl rather than the more covalent

2. Relationship to they-Agl to rocksalt Agl mechanism
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semiconducting systems. In the Keen-Hull mechanism the TABLE lll. Variation of the times for the cell lengths and angles
blende structure transforms into the rocksalt through a tetrago evolve with barostat parameter,j and cell size.
onal antilitharge intermediate. In a tetragonally distorted

. . . a.u t,—t; (pS ts—t, (pS
blende unit cell the cation a&(%,3) moves along the axis ™ (@ 2=t (P9 3t (P9
to (3,3,0), accompanied by a change in the anion sublattic&16-1 10000 0.17 0.12
in which it moves away from being close packed to form the216-2 50000 1.29 0.48
antilitharge structure. The direction of this cation motion ig216-3 175’(?(;)(;)0 g'gg Cl)';i
along thef 100]g5 direction in Fig. 10a) and so is equivalent : :

g thel 100lgs 9. 108 d 10000 0.40 0.21

to that observed in the present work. Although the directiont 2901
of this displacement is the same in both mechanisms, the
differences lie in both the magnitude of the displacement anthat this does not preclude this structure as being an interme-
the number of ions involved. To form the antilitharge inter- diate in other systems, as the relative stability of the antilith-
mediate(see Fig. 1 only half of the cation sublattice must arge structure compared to tB& orB4 structures is heavily
displace from one set of tetrahedral holes to two of the vadependent upon the specifics of the ion polarization and, as a
cant holes(forming the planes of silver catiopsin the regult, wil vary from system to system. For the highly po-
mechanism described abowdl of the cations shift in this 'afizable cation and anion in Agl, for example, these effects

direction but stop when they reach the line joining two may be such as to bring the antilitharge structure into con-

nearest-neighbor anions, that is, halfway to the empty tetral€ntion as an intermediate.

hedral site on the other side of these ions. Clearly, if all the
ions moved in the Agl mechanism, the blende structure
would be reformed but with the cations in the “alternative”
close-packed tetrahedral hole array. Furthermore, the present Having established a mechanism and a pressure transition
mechanism involves a tetragonal distortion of the lattice as @aange for theB3—B1 transformation we shall now investi-
precursor to the shift in the cation sublattice, while the Aglgate the effect of parameters of the simulation, such as the
mechanism involves the same type of distortituring the  system size and the rate at which the pressure is ramped, on
shift of cations. the observations.

In addition, they-Agl— rocksalt-Agl mechanism leaves Figure 8 shows the pressure-volume hysteresis for four
the orientation of the sub-lattice unchanged whereas theruns with the 216-ion system (83Xx3 unit celly with
present mechanism, although beginning and ending with thbarostat parameters, ranging from 10 000 a.yused for the
anions in a close-packed arrangement, involves a relativelsun described in detail aboyé 10 0000 a.u. The figure also
large shift in the anion sublattice such that the orientation okhows thep-V curve for the run using 1000 ions %X 5
the close-packed array changes across the transition. Suchuait cell§ with barostat parameters of 10000 a.u. It is clear
difference would affect the predicted change of shape of ahat both the barostat parameters and the system size have a
nanocrystallite undergoing the transitiotier alia. small, but significant, effect on the pressure range over

We can speculate that the reason for the difference inhich the transformation takes place. The increase in the
mechanism observed here and that for Agl. In the latter, th@arostat parametefthat is, reducing the rate at which the
cation sublattice is known to be extremely mobile, with thebarostats act to exert the applied pressoeises the transi-
formation of a superionic phase at low temperature. It istion to occur both at a higher pressure and over a wider
possible, therefore, that the greater cation mobility is indicapressure range. The effect of the barostat parameters can be
tive of the presence of lower activation energy pathways irassessed by considering the evolution of the cell lengths and
which the cation can effectively pass from one tetrahedratell angles(as shown in Fig. 6 In order to assess their role
site to a neighboringoriginally vacant site. For less mobile we choose to identify three specific times in the phase tran-
cations such motion requires the anion sublattice to undergsition: namely, the time at which the cell lengths begin to
a significant rearrangement in order to accommodate the cagistort from cubic to tetragonalt{), the time at which the
ion on the anion-anion edge. cell angles begin to change,], and the time at which the

Figure 2 shows the energy-volume curve calculated for agell angles reach their final valués) (see Fig. 6. Table Il
antilitharge structure. The layered nature of this structureists the time differencest{—t,) and ¢;—t,), that is, the
means that, unlike in the ideBB or B1 structures, polariza- time from the beginning to the tetragonal distortion to the
tion effects are significant. Indeed, litharge structures forme@hange in cell angle and the time for the anion sublattice to
by both PbO and SnO can be rationalized in terms of catiomearrange as monitored by the change in cell angle. Both
polarization effect§>* In the present model, the energy times are seen to increagessentially linearlywith barostat
minimum for the antilitharge structure in the absence of poparameter as would be expected from the equations of mo-
larization effects is at-—730 kJmol'!, ~160 kJmol'!  tion governing the time evolution of the cell parameters. For
above theB4 ground state. The inclusion of the anion polar-a shorter barostat relaxation time the system can act more
ization changes the lattice energy at the minimum~to quickly to bring the system to the required pressure, effec-
—835 kJmof %, still ~55 kJ mol ! above the ground state. tively driving the transition more rapidly. In addition, Fig. 8
As a result, the antilitharge structure is not a viable intermeshows how the pressure range over which the transition oc-
diatefor the model used herdt is worth stressing, however, curs is dependent upon the barostat parameters.

VI. EFFECT OF BAROSTAT PARAMETERS
AND SYSTEM SIZE
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TABLE |V. Variation of the pressure range of transformation
and final cell angles with barostat parametey) (and cell size. The
final column lists the number & ; grain boundaries present in the
final structure.

Run size 7, (a.u) 0,5 (rad Pressure Grain
range(GPa boundaries

Xy xz yz

216-1 10000 1.57 191 157 12-15
216-2 50000 1.23 1.57 157 12-175
216-3 75000 1.57 157 1.69 12-17.5
216-4 100000 1.57 1.69 1.57 15-21
1000-1 10000 1.57 1.91 1.57 15-21

oONNO O

However, the choice of barostat parameters effects more
than just the transition pressure. Table 1V lists the final cell
angles obtained for the five observ8®—B1 transitions.
For the two runs with barostat parameters of 10000 a.u. anc
the one run with a parameter of 50000 a.u. the final cell
angles are=110° (or, equivalently, 70°), corresponding to
an ideal close-packed anion sublattice reoriented with respec
to the originalB3 lattice in the manner described above.
However, for both the 75000 and 100000 a.u. barostat pa
rameters the final cell angles are around 97°, more acute tha
the ideal packing arrangement. Figure 12 shows moleculal /2
graphics “snapshots” of the final ion coordinates for both the
slowest and most rapid barostat relaxation times. The uppe: Shocked
panel, Correspondin_g to 2 10000 a_'u' Param‘?te_r’ is a PerfeCt FIG. 12. Molecular graphics snapshots of two fifd struc-
slab of B1 crystal with the[ 111]g, direction pointing verti-  res viewed in the origina®3 [011] plane. The upper structure is
cally up the page. The lower panel, for a 100 000 a.u. paramyy 4 relatively slow transformation in which the system pressure is
eter, clearly shows the formation of a pair of mirror-tvd3  gradually increased, while the lower figure has been obtained by
grain boundariegthe cell has been doubled to highlight the shocking the cell via the application of an instantaneous large pres-
formation of a boundary at the cell edge sure. The formation of the low-enerdy,; boundaries in the lower

The formation of the> 5 grain boundaries can be readily figure is clear.
understood from the considerations of the correlated cation
motion discussed previously. The strength of the cationwhereUZ>, andUCSYS are the energies of the perfect system
cation correlations in thé¢ 100]g; and [010]g; directions  and that containing a single boundary at the same state point,
means that idealized layers, in which all the cations havend A is the boundary surface area. This gives a value of
shifted in the same sense, form throughout regardless of the 0.1 Jm 2 which is small compared with typical ionic
precise details of the simulation procedure. The correlatiovalues®® Indeed, theX; boundary is experimentally ob-
in the[001]y direction is much more susceptible to changesserved as having the lowest formation energy in systems
in simulation conditions. For short barostat relaxation timessuch as NiO(see Ref. 55 and references thejein
these correlations are promoted. Once a single ideal cation At the other extreme} ; grain boundaries can also be
layer has formed, the concerted shift in the anion sublatticeeadily formed by shocking thB3 system using a pressure
leads to a significant stress on the simulation cell which actsnuch greater than the actual transition pressure. The number
to promote further cascading of the anion sublattice and, asef grain boundaries formed depends essentially upon the
result, promotes the correlated motion of the cations in théchoice” of the direction of motion of each cation layer.
layers above and below. For slower relaxation times thi<Once the cations move in a particular direction the massive
driving force is greatly reduced and so cation layers formexcess pressure ensures they continue in that direction. As a

from both motion in thé 100]g5 and[ 100]g5 directions with ~ result, the number of grain boundaries is governed byathe

.98
59595 0:0%9.9% ¢,
09%: 95 20,8480, %0, %
Slestolesietelte!

90905 % %
% JRERLALH,

subsequent formation of tHe; grain boundaries. priori equivalent choice of direction for each cation layer.
This subtle balance is highlighted by estimating the grain As might be expected from the above discussion, the pres-
boundary energy from ence of such strongand relatively long-rangedtorrelations

results in significant system size effects. The 1000-ion sys-

tem, utilizing the same barostat parameters as the run de-

6.1) scribed above in detail, gives a pressure transition at around
' 15-20 GPa compared with a range of 12—15 GPa for the

cell

A )

gb _ |jcrys
Ugb_UceII u
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108-ion system. The differences in both the pressure range ofearest-neighbor shell. In both cases, highly correlated cation
the transition and the time scale of the transitias moni- motions are observed during the transformation. The differ-
tored by the times in Table iIreflect the effect of the larger ences between the two mechanisms have been attributed to
system. the layered nature of the ZnCétructures which leads to the
near loss of cation-cation correlations between layers. The
VIl. CONCLUSIONS B3—B1 mechanism has been found to proceed via an initial
) ) . distortion to a diatomicB-tin-like structure which was, in
In this paper two pressure-driven phase transitions havg,r, shown to be a transition state rather than a full-blown
been studied by computer simulation techniques. The Weyiermediate. The choice of system size and barostat param-
transitions chosen for studyhe 5-ZnCl,—~CdCl in ZnCl,  eters was found to effect the pressure range for transition,
andB3—B1 in “MCI" ) are simply related in that the start- 4jthough not the mechanism itself.
ing crystals have cubically close-packed anion lattices with
cations in tetrahedral holes.
The transition mechani_sms have been showr) to be closel_y ACKNOWLEDGMENTS
related. In both cases a displacive mechanism is observed in
which the formed six-coordinate octahedra comprise of the M.W. thanks the Royal Society for support. The work was
four anions in the original tetrahedral nearest-neighbor catiosupported by EPSRC through Grant No. GR/L/49369 and a
shell, along with two ions gained from the former next- studentship for F.H.

APPENDIX

The Ewald reciprocal space charge-charge, charge-dipole, and dipole-dipole contributions to the stress tengdi5n Eq.
can be written(in the notation of Nosand Kleirf®) as follow.
(i) Charge-charge:

1 . .
Hg‘gzz 72 ; Q(kn){Z qicos{Zﬂ-kn-ri)XEj: q,—cos(zwkn-rj)+§i‘, qism(27-rkn-ri)><§j: g;sin(2mk, 1)
ar
(1+ 72 7%[K3))
X[ 5015_2T2nknvaknvﬁ ) (A1)
n

whereQ(kn)=e‘”2“‘n‘2’72/|kn|2 with » the Ewald parameter, typically taken to be &.,0WvherelL is the shortest simulation
cell length.
(ii) Charge-dipole:

19~ 1
P 2wV?

> Q(kn)zH—E qicos 2mk, 1) X 2, (2K ) Sin(2 K, 1))+ X, gisin(2k, 1))
n i ] i

(1+ 72 7% ko] )

PAE kn,akn,ﬁ] + 2 27Kp, oiti sCOS 27K 1)
n

X2, (2mk- wj)cod 2mk,- rj)][ Sap—2
J

X, q;sin(2ak, 1)) — X 27Ky, oui gSIN(277K, 1) X 2 qjcos(zwkn-rj)>. (A2)
J [ J

(iii ) Dipole-dipole:

1 .
Hg;;zzwvz ; Q(kn)[<§i: (27Tkn~,ui)cos{217kn~ri)><§j: (2wkn-ﬂj)coqzwkn.r1)+2 (2K pj)sin(2ak, 17)
1+ 72 n?|k,|?
x> (27Tkn-/.Lj)Sin(27Tkn-rj)) Bup—2 #2'“') Kn ok g| + 2 27k apti 5COL 27Ky 1)
] n i
X2, (2mk- py)cod 2k, 1)) +22, 27Ky fti gSIN27K, 1) X X (27K ) SiN(27K, 1)) - (A3)
J ! J

The remaining real-space contributions to the stress tensor are readily expressed in standard virial form from the real-space
forces.
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