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Kinetic pathways from embedded-atom-method potentials: Influence of the activation barriers
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The precipitation kinetics in alloys is now widely studied at a microscopic scale, using Monte Carlo simu-
lations and simple energetic and diffusion models. In the present paper, we first test the assumptions of these
models, in the case of the copper precipitationwiiron, using static relaxation of a many-body embedded-
atom-method EAM) potential. In dilute alloys, the EAM configurational energies can be described by simple
pair interactions on rigid lattice. The EAM vacancy migration barriers are reproduced by saddle-point binding
energies which are very sensitive to both the nature of the jumping atom and that of the first neighbors of the
saddle point. Finally, these microscopic parameters are integrated in a Monte Carlo scheme. The dependence of
the saddle-point binding energies on the local atomic configurations modifies the relative mobility of small Cu
clusters and Cu monomers. At high temperature, it leads to a slowing down of the precipitation by a constant
ratio of on the time scale, but at low temperature, the kinetic pathway is dramatically modified.
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[. INTRODUCTION study the latter bcc to fcc transitions of Cu precipitdiesg.,
Refs. 19 and 20
The precipitation kinetics in alloys is now widely studied  In the first part of the paper, we use the embedded-atom-
using Monte Carlo simulations. The first simulations weremethod (EAM) potential of Ludwiget al*® as a reference
based on a very simple diffusion mechanism: the direct exand investigate whether a simple rigid lattice motRLM)
change of two nearest-neighbor afééawazaki dynamics; ¢an be built to reproduce both the configurational and kinetic
see, e.g(Ref. I]. Then more realistic diffusion mechanisms Properties predicted by this many-body potential. Then, the
by vacancy jumps were introduced in the Monte Carlointeraction energies and the saddle-pdi8P energies ob-

methoc?® Recently, special attention has been paid to thdained with the EAM potential are integrated both in the

influence of such diffusion mechanisms on the kinetic path—theory of diffusion in _diIuFe alloys and in a Monte_ Qarlo
way during spinodal decompositidn® nucleation and scheme to study the diffusion properties of Cu impurities and

growth®~" or phase ordering® Besides the different diffu- small Cu plusters. The influenqe of the specific form of thg
. . . . . addle-point energy on the microstructural development is
sion mechanisms, these studies have relied on different mog- : : :
D . inally discussed in a third part.
els to compute the activation barriers and attempt frequen-
cies of the diffusion events and on different Monte Carlo
algorithms (especially to get a physical estimation of the
time).1° However, in all these studies, the configurational en-
ergies and the activation barriers are computed using very
simple potentials consisting of short-range pair interactions |n the present section, we assess whether the configura-
on a rigid lattice. More accurat@nany-body and position- tional energies of dilute Fe,Cu, alloys predicted by the
dependentpotentials exist, but properly taking into account EAM potential can be accurately described by a rigid lattice
the atomic relaxations dramatically decreases the computenodel with pair interactions between first-nearest-neighbor
efficiency. atoms. Then, we show how the migration barriers of the rigid
In brief, most Monte Carlo studies of precipitation in al- lattice model have to be chosen to reproduce the jump fre-
loys are based on severe assumptions, both when computigiencies of the EAM potential.
the configurational energies and the diffusion properties.
These assumptions, and their consequences on the kinetics of A, Configuration energies in dilute Fg_,Cu, alloys
phase transformations, have to be questioned and their valid-
ity should be tested by comparison with more accurate po-
tentials. The first step of our study was to compute the relaxed
In the present paper, we focus on the Fe-Cu system. Alenergies of several configurations containing up to two Cu
though pure Cu has a face-centered-cufiic) structure, the atoms and one vacancy as point defects indkee matrix.
first step of the Cu precipitation on the body-centered-cubicTo do so, we have used the EAM potential of Ludwig
(bco lattice of a-Fe (when the precipitates radius is smaller et al.'® discretized over 3000 points between 0 and 5 A. The
than 2 nm is fully coherent! and the lattice parameter of the intermediate values of the potential were obtained using a
metastable bce Cu is almost the same as the one & #&.  cubic spline interpolation. We have used a cubiEe matrix
Monte Carlo simulations on rigid lattices have then beencontaining 2000 or 5488 atoms with periodic boundary con-
applied to this systertt. Moreover, several Fe-Cu position- ditions, and the configurations were relaxed using a conju-
dependent potentials have been develdfetf mainly to  gate gradient algorithm allowing simultaneously the move-

Il. RIGID LATTICE MODEL VERSUS EMBEDDED ATOM
METHOD: CONFIGURATIONAL AND KINETIC
PARAMETERS

1. Prediction of the EAM potential
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TABLE I. Cohesive energie&®", the vacancy formation energ{’"), the Cu solution energi’, and
binding energiesE®) between first and second nearest neighbors-iron that we have obtained using the
EAM potential of Ref. 16, compared with the results obtained by Osettkf. (Ref. 18 and by Ackland
et al. (Ref. 17). The energies are given in eV per at¢irunrelaxed valug

ERbco) EZN(fee) EPT EX ERuu(l) E2uu(2) E2ucu(l) ERucu(2)

EAM Ludwig et al. 4.28 3.54 1.63 0.50 -0.19 0.04 -0.20 0.02
Pseudo. Osetsksgt al. - - 2.05 - -0.14 -0.02 -0.20 -0.08
EAM Ackland et al. 4.316 3.519 1.700.317 -0.087 -0.04 -0.075 -0.035
ment of atoms and an isotropic dilatation of the box. The 2. Rigid lattice model approach

relaxation was stopped when the sum of the square of the The ahove results suggest that the configurational energy
forces (in eV/A) remaining on each atom was lower than of gilute Fe-Cu alloys may be computed using first-nearest-
10~ " and, simultaneously, the error in the lattice parametefeighbor interactions only. To assess this point, we have
was lower than 108 A. We have checked that the accuracy compared the relaxed energies obtained with our EAM po-
of this procedure on the configurational energies is bettetential with a rigid lattice model with pair interactions be-
than 104 eV. tween the first-nearest-neighbor atonere,€recy, and
We first compute the energies of the six most simple conec,c,. In such a model, the cohesive energy of pure iron is
figurations in dilute Fe-Cu alloys using the EAM potentfal, then given by
i.e., the vacancy formation enerds{®" and the Cu solution
energyES! (Ref. 37 in a-Fe, the binding energie&?,, (1) Ecoh_ _ EE 2.1)
andER ,,(2) between a Cu impurity and a vacancy in a first- Fe 2 "Ferer '

and sicond-nearestl;neighbor position, and the binding enef, .07 _ g is the coordination number of the bec lattitke
giesEgZ,.c(1) andEg,.c,(2) between two Cu impurities in same equation stands for pure bcc copper

a first- and second-nearest-neighbor position. The results are if the model is limited to the three first-nearest-neighbors
sgmmanzed in Table Iﬂanq compared with the rgsults Obinteractionserore, €recy, andec,cy, the vacancy formation
tained by Acklandet al.** with another EAM potential and energy in a pure metd®" (experimental value 1.68 eV in
Osetskyet al*® with a pseudopotential approach. a-iron?Y) is necessarily equal to the cohesive enekjfy"
Most interestingly, the binding energy for vacancy-Cu and(experimental value 4.28 eV in-iron). However, this draw-
Cu-Cu complexes decreases rapidly with the distance bayack can be avoided, even within a first-nearest-neighbor-
tween the two point defects.e., Cu or V) and is negligible  scheme, by introducing new interaction energigs, and
beyond a distance larger than the second coordinatiog. . between the vacancy and the surrounding atoms. Then
sphere. Moreover, to a good approximati@04 e\j, our
calculations show the Cu atom and vacancy only interact
when they are in a first-nearest-neighbor position in the bcc
crystal. As shown in Table I, this conclusion is in agreement
with the results obtained by Osetskyall® and Acklandet ~ These vacancy-atom interactiof@metimes called “ghost”
al.*” Finally, with our EAM potential the binding energy be- interactions are a simple way to partly take into account the
tween second-nearest-neighbor Cu impuritigls, o (2) is  electronic relaxation around the vacancy. o
negligible compared with that between first nearest neigh- Therefore, our rigid lattice model contains the five inter-

bors. With the potentials developed by Osetsityal® and ~ actions energieSrere, €recu: €cucus €rev, and ecyy,
by Ackland et all” the difference betwee&2, . (2) and which have been chosen to reproduce déhEe cohesive en-

ER (1) is less pronounced. ergy and the formation, solution, and binding energies de-
cucu tailed in Table I. The obtained interaction energies are pre-

sented in Table Il, together with the ones used by Soisson

et al’® in their previous Monte Carlo study of the copper

Z
E(?r(Fe):_EeFeFe_"ZeFeV- 2.2

precipitation in iron. The two sets of parameters, obtained
io Y
‘“ U TABLE II. Interaction energieqin eV) between first nearest
neighbors in the bcc lattice given by our fit compared with the
AEEAM =2.253eV AEEAM =2273eV AEEAM =2454eV va'ues used by Soissmt a'_ (Ref 15
AE [\ =225¢V AE )y =224eV AE  =243¢V
€FeFe €FeCu €cucu €Fev €cuv

FIG. 1. Formation energies of three Cu-&ueomplexes ob-
tained with the rigid lattice modelRLM) and the relaxed EAM  Present work -1.070 -0.915 -0.960 -0.331 -0.366
potential. The white and black circles are Fe and Cu atoms, respeGoissonet al. -1.070 -0.980 -1.070 -0.330 -0.280
tively, and the position of the vacancy is shown by a white square
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AERY
2
Liv=r ex;{— T ) 2.3

whereAE= Eg,— Ej,; is the activation barrier of the jump

(i.e., the energy of system at the saddle pdy,, minus its
initial energyE;,;) and wherey; is the attempt frequency:

3N 3N—-1
Vi=]___[ e H P, (2.4
k=1 k=1

FIG. 2. (2) Definition of the jump frequenciek; of a vacancy  where "' are the 3 normal modes in the initialstable
(white squargaround a Cu impurityblack circle used in the Le position andvZP are the 3—1 modes in the SP position.
Claire model(Ref. 27. (b) Position of the six first-nearest-neighbor The complete description of the Cu and Fe diffusion prop-
atoms(gray circles of the saddle-point positiofblack circle. The erties in the alloy is rather complex since both the activation
dashed circles designate the initial and final positions of the atonE)arriers and the attempt frequencies depend on the local
during the jump. . . . P q . P .

atomic configuration around theV pair. When the configu-
with a similar fitting procedure, are rather close to each othefational energyb of the alloy is es;mated by a sum.o'fd plalr
(see the Appendix for a detailed comparison interactionse;; between atoms and vacancies on a rigid lat-
tice, the activation barrier can be written

3. Test of the rigid lattice model

To test the validity of this RLM for dilute Fe-Cu alloys, AERI=€P— D €;— >, eyj, (2.5
we have computed the interaction of Cu dimers with a va- ) I#i
cancy. Several of these configurations are drawn in Fig. lyhere the summations correspond to the bonds which are
For the 12 configurations that we have studied, the differencg,qken during the jump and wheed® is the binding energy
in energy between the two models is always lower than 0.04¢ the atomi at the saddle-point position. In the following

eV. This shows that the relaxation around the vacancy 'RectionesP will be estimated from the EAM potential. The
reasonably well described by the “ghost” interactions be- '

. . ttempt frequency; could also be computed from the EAM
tween the vacancy_and thg atoms_ and_that the introduction (ﬂotential and Eq(2.4) (see Ref. 24 However, the jump
second-nearest-neighbor interactions is not necessary.

As a second test of the RLM, we have computed thefrequenmes are much more sensitive to the variation of

copper solubility limitCg in a-Fe. We have estimated the AEF (which is invol\_/ed in-an exponential teynaspecially
energy of the solid solution using the regular solution model,at low temperature: in the followingyge and vc, are as-
and the entropy using the mean-field approach. It gies sumed constant and are adjusted on the preexponential fac-

; ' tors of the Fe self-diffusicfi and of the Cu impurity
~explw/2kT) at low temperature[i.e., for T<T,

. . 2 . . . .
= (Zw)/(4K)], Where o= €poret €cpou—2€recy is the diffusior?? coefficients ina-iron (see Sec. Ill A.

mixing energy an& = 8 the coordination number. At 500 K,
the solubility limit predicted by this rigid lattice model is
C.~10 8. Thus, the model correctly reproduces a very low The aim of this subsection is to test the previous assump-
solubility of copper in irorf? tions in dilute Fg_,Cu, alloys, using the EAM potentiaf
As a conclusion, the configurational energy of dilute a. Computational proceduréNVe have simulated the mi-

Fe-Cu alloys can reasonably be described by a rigid latticgration of a vacancy in the Fe-Cu alloy in a cubic simulation
model with pair interactions between first nearest neighbord)ox containing 2000 or 5488 atoms. At first, we have ob-
provided that ghost interactions are introduced between thined the initial configuration of the alloy using the proce-

2. Comparison with the EAM potential

vacancy and the atoms. dure detailed in Sec. Il A 1: the Fe and Cu atoms are placed
on a perfect bec lattice, and the configuration is relaxed using
B. Migration barriers and saddle point energies a conjugate gradient algorithm allowing simultaneously the

in dilute Fe-Cu alloys movement of atoms and an isotropic dilatation of the box.

) i e .. Then, we have set the lattice parameter to the value ob-
The present section deals with the diffusion properties ingined by the above relaxation and we have used fixed
Fe-Cu alloys. First, we investigate the vacancy migration iny,ndary conditions. We have simulated the vacancy migra-
dilute Fe-Cu alloys using a static approach and an EAM;on ysing the usual static technique. The intermediate atomic
potential. Then, we discuss how the results can be used in gsitions during the vacancy migration are obtained by lin-
simple rigid lattice model for vacancy migration. early interpolating between the initial and final positions and
by allowing a relaxation perpendicular to the global jump
direction (drag metho®?9. The accuracy of this method
From the theory of rate process@sg., Ref. 23 and ref- depends on the number of “relaxed intermediate configura-
erences therejnthe jump frequency of anatom (=Fe or  tions.” We have used at least 20 such configurations, and the

Cu) on a neighboring vacancy is given by excess energh E2Yf was computed using the maximum en-

1. Atomistic kinetic model
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TABLE lIl. Prediction of the EAM potentia(Ref. 16 for the activation energies of the jumps frequencies
defined in Fig. 2(first row) and corresponding saddle-point binding energsexond row.

o Iz I's I3 Iy Iy I I I's
AE (eV) 067 0225 092 065 065 070 046  0.46 0.67
e (eV) -947  -886  -925 950 -954 928  -952  -9.53 —9.49

ergy between 100 linearly interpolated configurations bethe impurity is in a first-nearest-neighbor position of the
tween the relaxed intermediate configurations. We haveaddle point.

checked that the accuracy of this procedure on the excess Then, we have considered more than 30 different jumps
energyAEia_‘\:,‘ is better than 10° eV. of a Fe atom where we have varied the number and position

Finally, we have obtained the SP binding energis8 of the surrounding Cu atoms. We have introduced up to six

ith Ea. (2.5) by reintroducing the enerav increas&&act Cu impurities. Using the above procedure, we have found
with Eq. (2.5 by rei ueing 9 | V. e? ranging from—9.50 eV to—7.97 eV for the jump of

predicted by the EAM potential and the flrst-nearest-an Fe atom. Therefore, the iron SP binding energy is ex-

neighbor interaction energies listed in Table II. tremely sensitive to the surrounding Cu impurities. We have

b. Natgre .Of the jumping ato®ur first goal was to asseSS ¢4und the minimum value in the absence of Cu impurity and
whether(in dilute FeCu; _ alloys) the saddle-point binding the maximum value when six Cu impurities are introduced in
energiese;® significantly depend on the nature of the jump- the six first nearest positions of the SP

ing atom {=Fe or Cu. To do so, we have compared, in & = ¢ 4t reason, we have sorted all #78 values that we

pure a-Fe mairix, the jump of a Fe atom with that of an have obtained for a jumping Fe atom with respect to the

isolated Cu impurity. Using the above procedure and thEf’lumber of first nearest-neighbor Cu impurities. The result,

EAM potential,” we have obtained the energy InCreasespresented in Table IV, shows clearly that the iron SP binding

AE&F‘?;V:O'%? eV andA ',E?:cut-VZO'ZZS eV. Reintroducing  energy is mainly a function of the nature of the first nearest
these values in Eq2.5) gives the SP binding energies?  neighbors of the atom at the saddle poiNNSP). Even if
=—9.50 eV ande,=—8.88 eV for a jumping Fe and Cu  the limited number of jumps considered here is not sufficient
atom in aa-Fe crystal. Therefore, the SP binding energyto get a good statistics, the mean deviation obtainedr
significantly depends on the nature of jumping atom. (with the same number of NNSP Cu atonisvery low (less

c. Influence of the local environmer@ur second objec- than 0.04 eV.
tive was to evaluate the influence of the local atomic con- | other words, we have shown that the iron SP binding
figuration surrounding the SP position on the value®®  energy is sensitive to the number of Cu atoms in the nearest-
andeg,. In the bce crystals, the SP has six nearest-neighborseighbor sites of the SP, but is not sensitive to their position
positions [see Fig. )], which are significantly closer inside the six possible neighbor sites of the SP. Moreover, the
(about 30% than the second-nearest-neighbor ones. Theresz® values given in Table 1l increase linearly with the num-
fore, the atom at the SP is expected to interact more stronglyer of NNSP Cu atom. This result means that the iron SP
with its first nearest neighbors than with any other atoms. pinding energy can be described by a simple pair interaction

(i) Iron SP binding energyAt first, we have introduced model between the atom at the SP position and its six first
only one Cu impurity in the simulation box and computed nearest neighboris
the energy increases corresponding to various vacancy ex-
changes with Fe atoms in the vicinity of the Cu atom with
the corresponding jump frequenciEs,I';, . .. I's defined espZE &SP (2.6)
in Fig. 2 (according to the notation of Le Claffe. The re- Fe & “Feri '
sults are summarized in Table Ill. Reintroducing these values

in Eq. (2.5 gives the iron SP binding energies listed in the " . .
last row of Table Ill. These results show that for the jumpsWhere.Fe designates the Fe atom at t_he SP. position. For
each jump, we have computed the interaction energies

r;, ry, I'y, 'y, andl's the value ofe? is very close to the !

orﬁe o%tair?ed i?1 purez—l53e matrix (eﬁ’;ie— 9.5 ilaV). Indeed, e_féz* Fe _and €rercy- IN the following Monte CarIo(_MC)

the energy difference is lower than 0.05 eV. We can thereforé'mmaﬂons’ we use the mean valeser all the Fe jumps
conclude that these jumps are not significantly modified by

the presence of the Cu impurity. However, the iron SP bind- TABLE IV. Saddle-point binding energyef?) of a Fe atom as a
ing energies corresponding to the junipsandl’, are much fL_Jr_mtion of_the number _of _Cu atoms in a first-nearest-neighbor po-
smaller (by about 0.25 eV, with, respectivelyg$P=  Sition and its mean deviatioa.

—9.25 eV and—9.28 eV). As shown in Fig. 2, these two
jumps correspond to a case where the Cu impurity is in
first-nearest-neighbor position of the saddle point. Therefores? (ev) -9.50 -9.29 -9.05 -8.84 -859 -8.31 -7.97
when computing the SP binding energy, it seems that thg (ev) 0.03 003 002 004 0.02 - -
influence of the Cu impurity can indeed be neglected unless

aNNSP Cu 0 1 2 3 4 5 6
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we have computedobtained by this proceduresr’, .= 10° L
—1.583 eV ande;by ., = —1.345 eV. 10°L

(ii) Copper SP binding energyVe have done a similar
analysis for a jumping Cu atom: we have considered con- __
figurations containing up to six Cu impurities surrounding "¢ 1070
the jumping Cu atom. We have found that the copper SP%¢ 10|
binding energy is much less sensitive to the nature of the >7

Cu (ISPE)

Cu (DSPE)

1022 | Fe (Exp)
surrounding atoms. Indeed, in our calculatieg§ is always -
close to the value-8.86 eV obtained for the isolated Cu 107
impurity. The maximum deviation that we have observed is 10% L
0.17 eV €F,=—-9.01 eV) when the jumping Cu atom is 10 . ‘ .
surrounded by three Cu impurities located in the first- 0.0 05 1.0 15 20 25
nearest-neighbor positions labeled 1, 2, and 3 in Fi).2 1000/T (K")

Thus the energy variation in the case of a jumping Cu atom
is one order of magnitude lower than the one observed for a g 3. Arrhenius plot of the iron self-diffusion coefficieBf S,

jumping Fe atom. and of the copper impurity diffusion coefficielii.., in a-iron.

In other words, as a first approximation, we can ConSIdeICl'he circles correspond to the experimental valu@,@ compiled

sp . !
thatec, is not a function of the number of the surrounding ;,, ret. 29 @) and OfDEi* given by Salje and Feller-Kniepmeier

Cu impurities. This point is best illustrated by the jump of a Ref. 22 (). The lines correspond to the value of predicted by the
Cu atom surrounded by six Cu impurities occupying the sixpeory of diffusion forDES, [Eq. (3.1, solid ling and DEE, [Eq.
nearest-neighbor positions of the SP. The relaxation of thes 2) “gashed line with the ISPE parameters and dot-dashed line
EAM potential gives an energy increase\EXS,  with the DSPE parametérsThe squares and lozenges correspond
=0.465 eV. Using Eq(2.5), one obtains the saddle-point to the values measured in Monte Carlo simulationsBgf, (M)
binding energyetf,= —8.86 eV which is equal to the value andD{%, (¢ with DSPE,[J with IPSE parameteys
obtained for an isolated jumping Cu atom.

We thus conclude that, compared with the case of jumpjump towards the aton is ri_v/zjzzlrj_v, wherej labels
ing Fe atom, the copper SP energy of jumping Cu atom doeghe 7 nearest neighbors around the vacancy. The mean life-

not significantly depend on the nature of the surroundingime of the configuration, i.e., the physical time of the corre-
atoms. In the following MC simulations, we use the valuesponding Monte Carlo step, is given by

el =—8.88 eV which is the mean value of all the copper

SP binding energies that we have computed. This is equiva- z

lent to saying that the nearest-neighbor interaction energies tyes= 1/( E ri_v)_

of the Cu atom at the SP position with Cu and Fe atoms are i=1

the samekeg « o= €gui o, = — 1.480 eV o o
Note that, because the SP positions are not equivalent t‘gherefore a kinetic pathway is defined bythe sequence of

the stable lattice positions, the pair interaction energies argor)f|gurat|ons the system goes through z&m)jthe time at
. . S S '
P P which the system reaches each of these configurations

not symmetricali.e., €2« o €pox cy) -

(2.7)

2. Absolute time scale

C. Monte Carlo method The diffusion properties and the precipitation kinetic path-

way depend on the jump frequencidsy. (2.3)] but also on

the vacancy concentration. Therefore, to relate the physical
In order to study the diffusion properties and the precipi-time to the time obtained in our Monte Carlo simulations, we

tation kinetics in Fe-Cu alloys, the above atomistic diffusionhave to take into account that the vacancy concentration in

model on a rigid lattice and its pair interaction parametershe simulation box is usually much more important than the

derived from the EAM potential can be handled by MC experimental one. Under the usual assumption that the

simulations. We consider dilute FgCu, alloys on a rigid  vacancy-vacancy interaction can be neglected, the physical

bce lattice withN=L? sites, periodic boundary conditions, time ts related to one Monte Carlo step is

Nge iron atoms,N¢,, copper atoms, anbl,, vacancies N,

1. Residence time algorithm

+NcytNy=N). In all the following simulations, we use cMC(Fe)
Ny=1, i.e., one vacancy in the simulation box. te=tyes——— 2.9
As in the previous sections, diffusion occurs by vacancy C*P(Fe)

exchanges with nearest-neighbor atoms. The corresponding

jump frequencied’;, are given by Eqs(2.3) and(2.5. At  whereCS*P{(Fe) andC\'\}'C(Fe) are the vacancy concentration
each Monte Carlo StefMCS), one of theZ possible vacancy in the Fe matrix for a real alloy and in a simulation box.
jumps is chosen according to the residence time algorithm During isothermal aging, we may assume that the vacancy
described in previous papét$>?® The probability for a  concentration in the Fe matrix is always close to the equilib-
given configuration to be destroyed by one specific vacancyium one, so that
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107 ¢ TABLE V. Interaction energies between an atom at the saddle-
g stable point position and its first nearest neighbdirs eV). The first row
10° ¢ Cu dimer (DSPB corresponds to the interaction energies fitted to reproduce
~ 10° [ the EAM results. The second rolSPE contains the interaction
'n F energies used in the simulations where the SP binding energy is
NE 10" F independent of the local environme(siee text for explanations
11 L
% 10_12 F o eliz* Fe 5?2*@ eéz*Cu 6?3?1* Fe
Nm 10 i DSPE -1.583 -1.345 -1.480 -1.480
vV 10" ISPE -1.583 -1.583 -1.480 -1.480
10™ F .
-1 1 | 1 1 |
10 50_0 0.5 1.0 15 20 o5 Finally, the physical time during a Monte Carlo simula-
4 tion is obtained by summing the time incremengs[Eq.
1000/T (K) (2.8)] where the vacancy concentrations are obtained with

FIG. 4. Diffusion coefficients of a 2-Cu clustéat constant va- Egs.(2.9 and(2.10.

cancy concentratiof, = 1/16°) measured in MC simulations with
DSPE @) and ISPE () parameters. The lines correspond to the 3. DSPE and ISPE sets of parameters
diffusion coefficient of Cu monomer§or the same vacancy con-
centration with DPSE (solid line) and ISPE(dashed ling param-
eters.

To compute the jumps frequenciEs,,, we have used the
parameters given in Table V. The attempt frequencigs
and v, have been fitted to the preexponential factor of the
Fe and Cu diffusion coefficients in pure irdeee Sec. .
The values are approximatively the same for Fe andGu:
o @9 _gxags s L,

We have paid special attention to the strong dependence
of ef? on the local atomic configuration, since previous MC

E°" (Fe)
KT

CYP{Fe=C{(Fe) = exp[ -

WhereE{,‘”(Fe) is the vacancy formation energy in pure iron

[Eq. (2.2]. Indeed, even when vacancies are trapped insidétUdieS have indeed shown that the kinetic pathway of phase

precipitateqas is the case in Fe-Cu allgysacancy sources ]Efa”SfOfmaggr;S r;m; ﬁepgnd on such details Off J]g Jump
(grain boundaries, dislocation, etact to maintain the va- reduencies.” In the following, we use two sets o pa-

cancy concentration in the matrix close to the equilibriumramet.ers' Both use the first-nearest-neighpor pair interaction
one. In other words, we assume that the microstructure iff"'€"9'€S éili) derived from E,Te EAM potenuﬁl for the conf—
Fe-Cu alloys evolves slowly compared with the characterisigurational energiessee Table Il However, the two sets o

tic time for the creation of a vacancy by a source parameters differ by the value of the interaction energies
In our simulation box, we introduce only one-vacancy between an atom at the SP position and its first nearest neigh-

The average vacancy concentration in the simulation box i80S (Eis*pj -

then simplyCy = 1/L%. However, the vacancy concentration (i) In the first set, the SP pair interaction energif§ are

in the iron matrixCY¥C(Fe) highly depends on the trapping those previously derived from the EAM potential and re-
of the vacancy by the copper precipitates and evolves durin@aHEd in the first row of Table V. Thereforg the'SP binding
the microstructure evolutiofsee below, Sec. IV A, and Fig. €nergy depends both on the nature of the jumping atom and
8). To take this effect into account, we measure the fractiorPn that of the nearest neighbors of the SP. It will be referred

of time spent by the vacancy in the iron matfi{C(Fe) and {0 as the DSPEdependent saddle-point binding energy
compute the vacancy concentration by _ (i) We have const(uct_ed anothgr set of parameters yvh|ch
gives the same SP binding energies than the first set in the
case of a jumping Fe atom and in the case of a jumping
CYC(Fe = C(Fe)/ (XL X L3), (210  isolated Cu impurity in a pure-Fe matrix. However, in this
set,ef? and eg®, are constantsef?=—9.50 eV anded’ =
where X22'=1 is the iron matrix volume fraction. The va- —8.88 eV); i.e., they do not depend on the nature of the
cancy is considered in the iron matrix when there is no Cusurrounding atoms. In other words, the two sets only differ
atoms among itZ=8 nearest neighbors. Typically, for a by the value ofezb,.,: we impose here:?, . = €poy o=
simulation of 18' MCS (10 MCS vacancy jumpsa —1.583 eV. This set will be referred to as the ISRiEde-
mean value oif{\,"C(Fe) is computed every $OMCS at the  pendent saddle-point binding eneygpecause this set does
beginning of the decompositiofwhen the precipitates mi- not take into account the influence of the surrounding atoms
crostructure evolves rapidlyAt the end it can be computed on the value okf? anded?,.
over typically 1 MCS. If no significant vacancy trapping Note that the two sets of parameters correspond to the
occurs, as is the case with the parameters of the previousame equilibrium propertie@hase diagram, interfacial en-
studies of Refs. 7 and 15, this expression simply givesrgy, vacancy formation energy, ét@and to the same Fe
CYC(Fe)=1/L%. self-diffusion coefficient, but as we will see in the following
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section, the difference iag® sightly affects the Cu impurity The diffusion coefficient of a Cu impurity in pure-Fe is
diffusion coefficient and greatly modifies the mobility of given by’
small Cu clusters. r
DES, =a’T,f,— CSY(Fe)
lIl. DIFFUSION IN DILUTE Fe-Cu ALLOYS r;
The diffusion properties of our Fe-Cu model system on E{?'(Fe)+E{’,_Cu(1)

rigid lattice, with the parameters of Table V derived from the =a’T 2f2exr{ - KT ;
EAM potential, can be discussed using both the atomic
theory of diffusion(e.g., Ref. 23 and Monte Carlo simula- Wherel’; is the rate of vacancy-Cu jumps in pure iron, and
tions. The first method gives analytical expressions of the Fé; is the impurity correlation factor. Contrary to the case of
self-diffusion and Cu impurity diffusion coefficients as a self-diffusion, f, is not a geometric factor, but depends on
function of a few jump frequencies given by H@.3). These the atomic jump frequencies of the vacancies and, then, on
expressions are then compared with a direct measurement ye temperature. To evaluafg for a Cu impurity, we con-
MC simulation. The small Cu clusters may also have someider the nine-frequency model developed by Le Chaifer
mobility, depending on the details of the jump frequenciesthe heterodiffusion in a bce crystal. In this model, three dis-
parameteré:the MC method gives a measurement of thetinct dissociative frequencies are defined for a vacancy es-

(3.2

corresponding diffusion coefficients. caping from the first-neighbor shell of the Cu impurity: the
vacancy dissociation jumps can occur from first to second,
A. Self-diffusion and solute diffusion third, and fifth neighbors with jump ratds;, I'y, andl';,

respectively. The corresponding reverse association jumps
occur with rated’,, T';, andT'}, (see Fig. 2 for notation
Second nearest neighbors are sufficiently close in that the
a2 eq rate of dissociation jumps from them to fourth neighbors
aTofoCviFe), @D may be affected by tJhe (rj)u atom, so we distinguish tghem by
where a=0.287 nm is the iron lattice parametdiy the the ratel's. We assume that all other jumps occur at the
FeV exchange frequency in pure iron afglthe autodiffu-  solvent ratel’y. Under these assumptions, the impurity cor-

yz13'he self-diffusion coefficient in am-Fe crystal is given
b

DFe

Fe*

sion correlation factorf;=0.727 in the bcc structuye relation factorf,=(1+t;)/(1—t,) is given by’
_1"2
tl: T nyn ’ (33)
R sy 2I3°, rsr;,
[, +30+30 5+ 15— -

T, +FTs T[+3F, [i+7FT,

whereF =0.512. interaction scheme, both for the configurational energy and
Note that the calculation of the correlation factor is usu-for the saddle-point binding energy, necessarily implies the
ally not performed with the whole set of frequencies. Theconditions of model Ill. However, the additional condition
two simplifying assumptions used in the literattireare ~ for model Il is not fulfilled because the energy increasés
“model I” where T,=T;=Ty and “model II" where I'; ~ andAE; corresponding to the jump frequenciEg andI';
=T'4=T3,I's=0, and the interactions are restricted to firstare different:
neighbor distances.
The computation of the Cu diffusion coefficie(&.2) re-
quires knowledge of the jump frequencig, ..., I's. We
have used our static approach with the EAM potential to

compute the activation energies of these jump frequencies. lihe above equation shows clearly that model Il does not
the following, the attempt frequency is assumed constant fogpply for Fe-Cu alloys because the iron SP binding energy
all jumps. The results are presented in Table IIl: it is cleardepends on the local environment.

that the simplifying assumptions for model | and model Il do  We have introduced the jump frequencies given in Tables
not apply in the Fe-Cu system. However, the results suggesi and IV in the analytical solution of the Le Claire model. It

a new assumptio®“model I1I” ) defined by the equations gives an activation energy close E(f,)=0.47 eV for the
I's=T,, I';3=T7%, andI';=TI7 and where the interactions correlation factor between 500 K and 1500 K. The large
are restricted to first-neighbor distances. This model is lesgalue of this activation energy reflects the high correlation
restrictive than the model Il where, in additioRg=T. effects between successive ¥uexchanges: each exchange
Most interestingly, the assumption of a first-nearest-neighbois almost always immediately followed by the reverse one

_ r__ _Sp ___Ssp
AE3—AE3= €fcire™ €fercur
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(because of the small value of theE, activation barrier.
This strongly decreases the efficiency of Cu impurity diffu-
sion at low temperature.

Finally, the activation energy of the Fe self-diffusion co- ~
efficient predicted by the EAM potentidlis [Eq. (3.1)] )
Ea(DE;)= E°"+AEy=2.3 eV. For the Cu impurity diffu- £
sion coefficient[Eq. (3.2)] it is Ey(Deow)=Ea(f2) +EL :.";
+ E{’,_Cu(l)+ Ea(I',)=2.1 eV. It predicts a faster diffusion “x
of Cu impurities than the Fe self-diffusion, as is experimen- ¢
tally observed. However, in order to reproduce quantitatively Vv
the experimental values of the preexponential factors and the
activation energies of the Fe self-diffusion and the Cu impu-

stable
5-Cu cluster

rity diffusion coefficients, we have to choose the attemps 10'140_0 0.5 10 15 50 Y
frequencies/r,=vc,=5X% 10'° s ! and to increase both the B
Cu and Fe activation barriers by the same value 0.6 eV. This 1000/T (K™)

discrepancy of 0.6 eV between the experiemental and com- - N

puted activation barriers is due to the low vacancy migration FIG. 5. Diffusion coefficients of a 5-Cu clustéat constant va-
energy predicted by the EAM potential. Indeed, in purecancy concentratiof,, = 1/16°) measured in MC simulations with
a-Fe, the vacancy migration energy predicted by the EAMD_SPE @) ano! I_SPE ) parameters. The lines correspond to the
potential is 0.67 eV whereas the experimental measuremenfdfusion coefficient of Cu monomergor the same vacancy con-
are close to 1.2 e% Note that the pseudopotential approachcentratloﬂ with DPSE (solid line) and ISPE(dashed ling param-
by Osetskyet al’® and the EAM potential developed by S

Ackland et al’ also give very low vacancy migration ener-

gies ina-Fe (0.53 eV and 0.78 eV, respectively impurity diffusion coefficient is slightly smaller when the
dependence of the Fe saddle-point energy is taken into ac-

o o _ _ count, and the difference decreases slowly with increasing
B. Diffusion coefficients measured by Monte Carlo simulations temperaturege.g., Dzi*(ISPE)/DEi*(DSPE)ZB at 500 K

The Fe self-diffusion and Cu impurity diffusion coeffi- and=2 at 1000 K. This is due to the influence of the Cu
cients have been also directly measured in the Monte Carlimpurity on theef? parameters involved in the two jump
simulation from the mean-square displacem@f) of each  frequencied s andT', (see Fig. 2, which leads to a decrease
i atom?3 DiF*e=<Ri2>/(6t). In order to compare this measure- of the correlation factorf, [see Eq.(3.2)]. However, the
ment and the predictions of model Ill with experimental difference is quite small when compared with the accuracy
data, two kinds of corrections have to be done. of the experimental measurements.

(i) As explained above, the migration energies of both Cu  Because of the very strong dependence of these diffusion
and Fe given by the EAM potentfilare too small by ap- coefficients with the temperature, it is also clear that these
proximatively the same 0.6 eV quantity: the time is thenrelatively small differences are difficult to illustrate in a fig-
rescaled, both in the MC simulations and in model I, by aure such as Fig. 3: in the following, we will compare the
factor exp+0.6(eV)kT] (this can be viewed as increasing diffusion coefficignts obtained_ with DSPE and ISPE param-
eache?, parameter by the same 0.1 eV quantity: all theeters at constar€y (typically Cy=1/16%.
possible jump frequencies are changed by the same factor, so
that kinetic pathway remains is the same, except for a time
rescaling by aconstantfactor).

(i) Since we use only one vacancy in the simulation box, The diffusion coefficient of small Cu clusters can be mea-
the time is also rescaled in the MC simulations, as explainedured at low temperature in the MC simulations using the
in Sec. Il C 2, to take into account the temperature depenfollowing procedure. A small cluster ai Cu atoms is ini-
dence ofC,, in the iron matrix. tially introduced in a pure iron simulation box with one va-

Taking these corrections into account, Fig. 3 displays theancy. At low temperature the Cu cluster is stafple emis-
experimental values @Eg* (from Ref. 29 andDE‘Z* (from sion of Cu monomer is observ);dmd_ the cIu_s?er ha; to
Ref. 22; the theoretical values computed with “model 1l Migrate as a whole: The cluster diffusion coeffici@fz, is
[Egs.(3.1) and (3.2)] with the two sets of parameters DSPE then directly given by the average (®%,)/(6t) on then Cu
and ISPE, the values measured by MC simulations, agaiatoms. Note that this method cannot be applied at high tem-
with the DSPE and ISPE sets of parameters. perature, because the clusters dissociate into smaller clusters

As can be seen, there is a good general agreement ber individual Cu atoms.
tween the different methods. The diffusion of Cu impurities ~ The values of RZ,)/(6t) measured for a Cu dimer and
in iron is slightly faster than the iron self-diffusion. The iron for a 5-Cu cluster are displayed in Figs. 4 and 5. In both
and the copper diffusion coefficients measured in the Monteases, the clusters are stable wiien600 K. Between 600
Carlo simulations are very close to the values computed witland 800 K, they are sometimes dissociatbe 5-Cu clusters
“model IIl,” both with DSPE and ISPE parameters: the Cu is often dissociated into one or two 2-Cu clusters and Cu

C. Copper cluster diffusion coefficients
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monomery while for T>1000 K the Cu clusters are almost 1.0

completely dissociated into monomers. As a consequence, 08 : :DSSPFI’EE W -
the latter case (10001 in Figs. 4 and b the measure- 06 L /M o2l
ments of(RZ,)/(6t) give almost the values of the Cu impu- Oy 04l

rity diffusion coefficient in iron.

At first, we have found that the mobility of small Cu 02 -
clusters is significant when compared with the impurity dif- 00 -
fusion coefficient. As shown in Figs. 4 and 5, we have ob-
served this behavior with both sets of paramét8PE and 150 |-
DSPB. This point is in agreement with a previous wbtk 100

where the mobility of small Cu clusters was already noticedN (i > 2)
As we will see below, this mobility is explained by a strong 50 L
vacancy trapping on the Cu precipitates.

Second, we have found that the two sets of parametel or
differ when quantitatively comparing the mobilities of small oL
clusters with that of Cu impurities. This point is rather clear
in Fig. 4 where it is shown that, with the DSPE set, the 107 L
dimers migrate more slowly than the monomers, whereasth <i>
opposite is true when using the ISPE set: 0L
D5%(DSPB D5%(ISPB 100 it v asanl ol it
<1< 10" 10° 107 10" 10°  10'  10°

DS, (DSPB DL, (ISPB
Cu Cu t (S)
The same trend is observed for the diffusion coefficients of FIG. 6. Precipitation kinetics | I T
clusters containing five Cu atoniBig. 5): With the ISPE set, —1000 K- fi reC|p|tz;1t[[qn 'Pet'irs] 'r('j a Eg&’cfuo-ﬁl ? oy at q
5-mers have about the same mobility than individual Cu at- ' time evolution ofta) the degree of short-range order

y . C
oms. However, the 5-mers diffuse about 8 times slower thaﬁ: futhéb;\}gfan;?:gre}oéfssupeéfcrlrtilt?:;|prfgé?lti?;;g I(V';n'te) ’Czrr'g
the monomers with the DSPE set. 9 P precip

. . . . . . simulations with DSPE@®) and ISPE arameters. The dashed
Finally, as in the case of the Cu impurity diffusion, our ® ©)p

. . e Lt lines correspond to the kinetics observed with the parameters of
simulations show that the small Cu cluster diffusion is re-gq 15(see Appendix

duced when the influence of the local atomic configuration

on the SP binding energy is taken into acco(see Figs. 4 temperaturegin Fig. 6, T=1000 K andx=1%, and in Fig.
and 3. This trend is due to the increase of the energy barriey T—573 K andx=3%). Themicrostructural evolution is
for vacancy migration when Cu atoms are close to the SRharacterized by three quantities: the short-range asggr
position (DSPE set However, the choice of the set of pa- around Cu atomsdc, is the averaged fraction of Cu atoms
rametergISPE or DSPEaffects more strongly the small Cu among the first neighbors of Cu atoristhe numbeiN (i

clusters diffusion than the Cu impurity diffusion. For ex- -jx) ‘of precipitates larger than the critical size, and their
ample, below 500 K the diffusion coefficient of the Cu average sizéi).%

dimers is almost two orders of magnitude lower wtegfi

depe.n.ds on the Ioca_l configuratic(?BSPE set In the same A. High temperature: T=1000 K, x=1%
conditions, the Cu impurities migrate only 2 or 3 times _ )
slower. The evolution, as a function of the number of MCS, of the

As a summary, we have shown that, in dilute,Ge,_,  fraction of timefy ©(Fe) spent by the vacancy in pure iron
alloys, the mobility of small Cu clusters is significant when (i.e., with Z=8 iron atoms as first neighbgrsis given in
compared with the impurity diffusion coefficient. Moreover, Fig. 8. During the first 10 MCS, it is almost constant
the Cu clusters are less mobile when the dependeneglof [(fYC(Fe)~0.6]; i.e., the vacancy spends 55% of its time in
as a function of the local atomic configuration is taken intopure iron. This plateau corresponds to the nucleation stage.
account. Finally, at low temperature, details of the diffusionThen, as the growth regime starts, the vacancy trapping at
mechanism(such as the influence of the SP binding energythe Fe-Cu interfaces and in the Cu precipitates becomes
on local atomic configuratirhave to be taken into account more effective and\ ©(Fe) decreases rapidly. At the end of
to estimate correctly the mobilities of small Cu clusters.  the simulation the trapping effect is quite important, since

f¥C(Fe) reaches 4 102 for the ISPE set and ¥ 102 for
IV. PRECIPITATION KINETICS the DSPE set. These values are still slightly above the ex-
pected value for a complete precipitatigriy%(Fe)=2.3

To follow the precipitation kinetics in Fe,Cu, alloys,  x1072], because of the relatively large fraction of interfacial
we use MC simulations with a box di=64° lattice sites sjtes.
and one vacancyi.e., C¥¢=3.8x107%). The precipitation The evolutions off©(Fe) observed with the DSPE and
process is detailed in Figs. 6 and 7 for two compositions andiSPE sets of parameters are very similar, except for a shift in
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t (year)
100 10° 10" 10° 100 10
T T T T T (IR
08 [——DSsPE
—o— ISPE

MCS

FIG. 8. Evolution of the fraction of time spent by the vacancy in
pure iron during a precipitation in a FgCuyg, alloy at T
=1000 K: Monte Carlo simulation with DSPEsolid line) and
ISPE (dashed ling parameters.

solute diffusion coefficient. Therefore, beca@@i*(ISPE)

10° il N =2D¢’, (DSPE) atT=1000 K, we should expect a kinetic
10 1m0t 10h 10 evolution twice slower with the DSPE set of parameters than
t(s) with the ISPE one. But indeed, taking into account the influ-

ence of the surrounding atoms eg also modifies the cor-

FIG. 7. Precipitation kinetics in a alloy at T - . .
prat INetes 661,05 y relation effects between the successive vacancy jumps and

=573 K: time evolution of(a) the degree of short-range order .
acy, (b) the number of supercritical precipitatd, (i>i*), and therefore the mobility of small Cu clustefsee Sec. Il ,

(0) the averaged size of supercritical precipitatés Monte Carlo their direct coagulation, and their spatial distribution. These

simulation with DSPE @) and ISPE ¢ ) parameters. The dashed effects, which are not taken into account in the classical

lines correspond to the kinetics observed with the parameters Jh€ories, appear to be very important, since finally the dis-
Ref. 15(see Appendix crepancy between the ISPE and DSPE kinetics is close to

one order of magnitude.

the MCS scale. As previously explained, the physical time is
rescaled according to E€R.8) to take into account this va-
cancy trapping, with the assumption that in a real system the At lower temperatures, the influence of the migration en-
vacancy concentration is always at equilibrium in the ironergy differences between the two sets of parameters is en-
matrix. It is worth noticing that the equilibrium vacancy con- hanced and we expect stronger effects on the kinetics path-
centrations in iron and copper, and&§fi(Fe), do not depend way. Furthermore, the vacancy trapping inside copper
on the SP binding energies? ande , so that it is the same  Precipitates and at their interface with the iron matrix in-
for the ISPE and DSPE sets of Monte Carlo parameters. creases[one measures typicallyy/“(Fe)=1x10"* at T

The microstructural evolution is given in Fig. 6. At this =573 K for the last precipitation steps of Fig}: 8o as will
temperature the kinetics is quite fast. With the ISPE set ope discussed below, the direct coagulation between clusters
parameters, a nucleation stage can be identified for approxis favored?
mativelyt<10 2 s: the copper supersaturaticand then the At T=573 K, the precipitation kinetics is of course much
degree of short range ordet.,) is almost constant and the more slowler than al =1000 K (Fig. 7). As in the high-
number of Cu precipitates increases rapidly with time, whiletemperature case, the kinetics is faster with the ISPE than
their average size is almost constant. At longer time, thavith the DSPE set of parameters, and the difference is much
number of precipitates decreases and their size increases dgreater than expected from the impurity diffusion coeffi-
ing the growth and coarsening regimes. However, due to theients [DE‘Z*(ISF’E)DE(Z*(DSF’E)z 25 at T=573 K].
high supersaturatiot?, these two regimes overlap and are However, the shift observed in Figs(ay and 7c) is no
difficult to distinguish. longer a constant, but increases with time.

When the dependence ef? on the local atomic configu- Most interestingly, the differences observed in Figh)7
ration is taken into account, the kinetic is slower than when iwith the two sets of parameters cannot be reduced to a
is not (Fig. 6). The slowing down factor is almost constant simple shift on the time scale. More precisely, with the DSPE
(approximatively one order of magnituddn the classical the number of precipitated\,(i>i*), exhibits a clear in-
theories of precipitation in solid solutions, the kinetics of crease betweerr10° and 10 s before a decrease. With the
nucleation, growth, and coarsening are proportional to théSPE, this kind of nucleation regime vanishes axg (i

B. Low temperature: T=573 K, x=3%
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1000 V. DISCUSSION AND CONCLUSION
(@)

We have used both an EAM potential and a diffusion
model on rigid lattice to simulate the coherent precipitation
N(i) of Cu in a-iron by the Monte Carlo method. We have shown
that the configurational energies of dilute;FeCu, com-
puted with the EAM can be reproduced, with an accuracy of
1000 1. 11 0.04 eV, by a RLM with pair interactions between nearest
) qe|ghbor§(|nclud|ng atom—vaca}ncy mterac.tlo)nﬂ' he activa-

tion barriers of the vacancy jumps predicted by the EAM

potential are reproduced by introducing SP binding energies
N(i) e’P which correspond to the energetic contribution of a
jumpingi atom when it is at the saddle-point position. Most

interestingly, these SP binding energies depend on the nature
14 L. ‘ of the jumping atom and on that of the first neighbors of the
0 20 40 60 80 100 120 SP positionelP can indeed be written as a sum of effective

i pair interactions between the SP atom and its first neighbors.

Note that the dependence of the saddle point-energy on the
nature of the surrounding atom is important even in dilute

simulations with ISPHa) and DSPE(b) parameters for the same Egr-](éu .2llz¥tse'n"1?aeedé dd:?r]{%ethei’e((::iu itparti Clre:ztrli?(ni,nig?fa\éae-
degree of short-range order;,~=0.6 and the same mean cluster y ! PP P P )

size(i)=20 Therefore, the probability of having a Cu atom in a NNSP
' position is much higher than the Cu concentration.

The previous parametefpair interactions and SP binding
>i*) monotically decreases. This different behavior can besnergiep have then been used in MC simulations to study
related to the diffusion properties of small Cu clusters. Durtheir influence on the diffusion properties and the precipita-
ing the first precipitation stage, the time evolutionNf (i tion kinetics. The dependence &f? on the SP configuration
>i*) is governed by the balance between direct coagulatiohas no effect on the Fe self-diffusion coefficient and rela-
of clusters [which results in a decrease oilN, tively little effect on the Cu impurity diffusion coefficient
(i>i*)] and the copper monomer adsorptiavhich, at this  (which is modified by a factor of 2 or 3 almost independent
stage, results in an increase Mf (i>i*)]. With the ISPE,  of the temperatuje Nevertheless, by changing the correla-
small Cu clusters are more mobilEigs. 4 and & the num-  tion effects between vacancy jumps, it strongly modifies the
ber of precipitates immediatly decreases. With the DSPE, Cdiffusion coefficient of small copper clusters, especially at
monomers are more rapid than small clustéigs. 4 and & low temperature. This affects the competition between two
the number of precipitates grows as long as the matrix congrowth processes: individual adsorption of Cu monomers or
tains enough monomers they can adsorb. direct coagulation between copper precipitates.

Differences between ISPE and DSPE sets of parameters At high temperatur¢1000 K) it only modifies the precipi-
are also observed at longer time: they can be seen for exation kinetics by a constant factor on the time sdlew-
ample on the size distribution of copper clustéig). 9. The  ever, this factor reaches one order of magnijude low
distributions obtained with the ISPE and DSPE are displayetemperaturg573 K), the sequence of atomic configurations
for a same degree of short-range ordeic(=0.6) and a itself is completely modified.
same average cluster sizé =20 copper atom)s The dis- Previous Monte Carlo simulations on rigid lattice have
tribution is narrower when the dependence of the SP bindinbeen devoted to the effects of diffusion mechanisms on the
energy is taken into account. Moreover, since this shortkinetics of phase separation in binakyB alloys (in the case
ordering state is reached after a longer annealing time (of simple unmixing*?°or phase orderirig’). However,
=3x10° s with DSPE vst=4x10" s with ISPH, the the conclusions are sometimes rather confusing because
number of Cu monomers is then smaller than with the ISPEhese simulations may differ by) the elementary diffusion
set of parameters. Atheset al.?® have already noticed that mechanism(e.g., direct exchange between atoms or jump
cluster size distributions are broader when small solute clusfrequenciey (ii) the diffusion barrier used to compute the
ters are mobile, i.e., when the direct coagulation betweejump frequencies, angii ) the MC algorithm(e.g., Metropo-
precipitates is the dominant growth process. lis, Glauber, or residence time

These differences can also modify the kinetics of latter In the first MC studies with diffusion by vacancy jumps it
precipitation stages, such as the beginning of the coarseningas proposed that the kinetics was almost the same than with
stage, since when the distribution is broad, a lot of smaldirect exchange, except for a constant factor on the time
precipitates can shrink to the benefit of larger ones, whilescale? But indeed differences in point$) and (i) can com-
when it is narrow, the competition between precipitatespletely modify the kinetic pathway of the system. For ex-
of similar size is harder. This could explain the lower growthample, in the case of phase decomposition in highly super-
exponent observed with DSPE, for the latest times ofsaturated solid solutionge., with a spinodal decomposition
Fig. 7(c). behavioy, the transient stages before the final coarsening re-

100

FIG. 9. Precipitation kinetics in a 5gCuyo; alloy at T
=573 K: clusters size distributions observed in the Monte Carlo
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gime differ with vacancy or Kawazaki mechanisfrs. precipitates are mobile and direct coagulation is observed
In many MC simulations *°* the activation barrier is (the precipitation of Cu in Fe corresponds to this situation
computed ad\E=E;;,— E;,; according to the classical Me- On the contrary in the latter case, the emission and adsorp-
tropolis scheméwhereE;;, andE;,; are the energies of the tion of monomers is the dominant growth procéas, for
system after and before the diffusion evyeriiowever, this example, during the precipitation of Co in GQief. 6)].
rule has been developed to study the propertiesqpfilib-  Similar effects had been previously observed by Yaldram and
rium states. To study the kinetics of a system which can beBinder® with very high vacancy concentration€(>0.04,
at the beginning of its evolution, very far from the equilib- i.e., in a case where the vacancies affect not only the kinetics
rium, it is more justified to compute the activation barrier of the A-B system, but its phase diagram oo
according to the rate theory, i.e., wiltE=E;,— E;,,; (Where Nevertheless, we have shown in this paper that another
Esp Is the energy of the system at the SP position. In theparameter controls the balance between the growth pro-
kinetic Ising model(KIM), this is done by writingEf)"  cesses: the SP binding energies. Indeed, changing the saddle-
= (Efin+ Eini)/2+ Q, where theQ parameter is fitted on dif- point energiesP does not affect the fraction of time spent
fusion data. In the present study, we have rather introduceby the vacancies in the various phases and interfaeesthe
somee’’ binding energies at the SP positi@s in Refs. 8, 7, thermodynamic trapping effegtsHowever, during a given
15, and 28 Contrary to the KIM case, there is r@priori time, a vacancy trapped—for example, at an interface—can
dependence d, and of AE on the energy of théinal state ~ perform a small number of slow jumps or a big number of
Efin . Moreover, we have seen that this model reproduces thtast ones: this effedivhich can be simply controlled through
migration barriers computed with the EAM potential. We €7°) modifies the mobility of small clusters and therefore the
must emphazised that such differences in the diffusion barribalance between emission-adsorption and direct coagulation.
ers affect the ratio between the different jump frequencies The approach proposed in this paper combines the rapid-
and hence the kinetic pathway. ity and simplicity of a RLM to the more realistic energetic
One of the key issues of these MC studies is the influencdescription of an EAM potential. One of its advanges is that
of the details of thediffusion mechanismen the balance all the parameters involved in the jump frequencies calcula-
between two possible precipitatgewth processe$273(i)  tions can be uniquely derived from the EAM potential, while
the “emission and adsorption” of individua® monomers it is usually impossible to find enough reliable experimental
(which is considered, for example, in the classical theory ofdata to determine all of thertsee the Appendijx As an ex-
nucleation or in the Lifschitz-Slyozov-Wagner theory of ample, the experimental adjustment of the iron SP binding
coarsening); (i) the “direct coagulation” between mobile energyeg? as a function of the local configuration would
precipitategor “cluster reactions®?). require knowledge of the Fe and Cu diffusion coefficients in
The competition between these two growth processes defilute Fe-Cu solid solutions of various compositions. To our
pends on the details of the simulation in a complicated wayknowledge, such measurements are not yet available.
Fratzl and Penroé€® have been one of the first to address  This method can be reasonably extended to other alloys
this issue: they have compared MC simulations with diffu-with small size effectgas is the case in the Fe-Cu sysjem
sion by directA-B exchange¢Kawasaki mechanispand by  where the interactions are short ranged. However, it may not
vacancy jumps. With the MC parameter they useds( be straightforwardly used in alloys with strong size effects.
=egg and no vacancy-atom interactionghey observed Indeed, Bocquét has found that in Au-Ni solid solutions
emission-adsorption growth processes when usiiyydirect  neither the stable configuration energies nor the migration
exchanges whereas vacancy jumps lead to the coagulation bérriers could be reproduced with constant pair interactions
small B clusters® (with exs= g the vacancies are trapped (or even with three- or four-body interactionor this kind
at the precipitate-matrix interfaces and the direct coagulationf alloy, Monte Carlo simulations with relaxation of the
is actually favoregl atomic positions, both the stable and the saddle-point ones,
However, the elementary diffusion mechanism is not thehave to be performed, but they are much more time consum-
only control parameter of the balance between the twadng than the method proposed in the present study. Therefore
growth processes. Indeed, for a vacancy jump mechanisnsuch MC simulations are limited to short timébhey can
Athéneset al?® have shown that the correlation effects be-be used, for example, to compute tracer diffusion
tween successive vacancy jumps and then the relative maoeffficients®). The simulation of longer phenomertsuch
bilities of small solute clusters in solid solutions are consid-as precipitatiopin the presence of long-range elastic inter-
erably affected by the “asymmetry parameten/a— egg. It ~ actions remains possible, even with a vacancy mechanism,
is then possible to modify the balance between emissionbut at the cost of the precise description of the activated
adsorption and direct coagulation, keeping the same vacancate®*
jump diffusion mechanism. Of course it would be even better to uak initio calcu-
These effects have been recently further studied and rdations rather than empirical potentials. In the case of dilute
tionalized by Roussel and Bell6nyho have emphasized the Fe-Cu alloys the computation of the configurational energies
role of vacancy trapping. By a suitable choice of the Monteand especially of the various migration barriers, for at least
Carlo parametersefya,€ag, €55, andeay, €y if they exis)  a few different configurations around the saddle-point posi-
the vacancy can be trapped in the precipitates, at th@ons, could become possible in the near future even if
precipitate-matrix interfaces, or in the matrix. In the first two the magnetic properties of the iron make the method more
cases, as in the simulations of Fratzl and Penrose, the smalifficult.
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APPENDIX: COMPARISON WITH PREVIOUS MONTE
CARLO SIMULATIONS

In Ref. 15, Soisson, Barbu, and Martin already proposed
Monte Carlo study of Cu precipitation in-iron, based on a —2.04 eV instead of 0.912 eV in our present wbrk
similar diffusion model, but with stronger approximations. ~ ! : In our p W

S . This last point explains the main difference between the
i-lr-]ge main differences with the present study are the fOHOW'behaviors observed in our present work and in the simula-

) o o tions of Ref. 15: in the latter ones no vacancy trapping was
(i) The parametrization procedure: in Ref. 15, the MCgpsared in the precipitatdthe vacancy concentration was

parametergpair interaction energies, attempt frequencies, SR, qeed higher in the pure iron matrix than in pure copper
binding energieswere not derived from an EAM potential, precipitates On the other hand, because €, parameter
but directly estimated from available experimental data. lts higher thareor, andec,c, (Table Il), a vacancy trapping
was impossible to geécyc, On @ bec lattice using such a was observed at the Fe/Cu interfaces. But it was less impor-
method: this parameter was then kept as a free parameter fgnt than in the present simulations and for small precipitate
fit some precipitation kinetics observed by electrical resistivyolume fraction it was not sufficient to lead to a significant
ity measurement¥. decrease of the vacancy concentration in the iron mpéer
(ii) For the same reason, it was at that time difficult to getrjg. gb) of Ref. 15. As a consequence th€lC(Fe)
the dependence of the SP binding energies on the local 1) 3 was constant in the simulation and the MC time had
atomic configuration from experimental diffusion da&g? only to be rescaled by a constant factor.
andeg!, were then kept as constant. Furthermore, the same The precipitation kinetics obtained with the parameters of
value was chosen for Fe and irogff=ez},=—8.9 eV),in  Ref. 15(dashed linesare compared with those of the present
order to give a good agreement with experimental selfwork in Figs. 6 and 7: despite the stronger approximations
diffusion and impurity diffusion coefficients. and the differences in thermodynamics and kinetic proper-
As a result, by comparison with the present study thisties, it is found that the agreement with the kinetics observed

former set of parameter@able 1) corresponds tdi) very
similar iron self-diffusion and copper impurity diffusion co-

in the present simulationgvith a configuration-dependent
SP binding energy, i.e., DSPE parametexsprisingly good.

*Present address: Laboratoire tifle des Microstructures, CNRS/
ONERA, BP 72, 92232 Chilon Cedex, France.
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