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Kinetic pathways from embedded-atom-method potentials: Influence of the activation barriers
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The precipitation kinetics in alloys is now widely studied at a microscopic scale, using Monte Carlo simu-
lations and simple energetic and diffusion models. In the present paper, we first test the assumptions of these
models, in the case of the copper precipitation ina-iron, using static relaxation of a many-body embedded-
atom-method~EAM! potential. In dilute alloys, the EAM configurational energies can be described by simple
pair interactions on rigid lattice. The EAM vacancy migration barriers are reproduced by saddle-point binding
energies which are very sensitive to both the nature of the jumping atom and that of the first neighbors of the
saddle point. Finally, these microscopic parameters are integrated in a Monte Carlo scheme. The dependence of
the saddle-point binding energies on the local atomic configurations modifies the relative mobility of small Cu
clusters and Cu monomers. At high temperature, it leads to a slowing down of the precipitation by a constant
ratio of on the time scale, but at low temperature, the kinetic pathway is dramatically modified.

DOI: 10.1103/PhysRevB.65.094103 PACS number~s!: 64.75.1g, 81.30.Mh
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I. INTRODUCTION

The precipitation kinetics in alloys is now widely studie
using Monte Carlo simulations. The first simulations we
based on a very simple diffusion mechanism: the direct
change of two nearest-neighbor atos@Kawazaki dynamics;
see, e.g.~Ref. 1!#. Then more realistic diffusion mechanism
by vacancy jumps were introduced in the Monte Ca
method.2,3 Recently, special attention has been paid to
influence of such diffusion mechanisms on the kinetic pa
way during spinodal decomposition,3–5 nucleation and
growth,5–7 or phase ordering.8,9 Besides the different diffu-
sion mechanisms, these studies have relied on different m
els to compute the activation barriers and attempt frequ
cies of the diffusion events and on different Monte Ca
algorithms ~especially to get a physical estimation of th
time!.10 However, in all these studies, the configurational e
ergies and the activation barriers are computed using v
simple potentials consisting of short-range pair interacti
on a rigid lattice. More accurate~many-body and position
dependent! potentials exist, but properly taking into accou
the atomic relaxations dramatically decreases the comp
efficiency.

In brief, most Monte Carlo studies of precipitation in a
loys are based on severe assumptions, both when comp
the configurational energies and the diffusion propert
These assumptions, and their consequences on the kinet
phase transformations, have to be questioned and their v
ity should be tested by comparison with more accurate
tentials.

In the present paper, we focus on the Fe-Cu system.
though pure Cu has a face-centered-cubic~fcc! structure, the
first step of the Cu precipitation on the body-centered-cu
~bcc! lattice of a-Fe ~when the precipitates radius is small
than 2 nm! is fully coherent11 and the lattice parameter of th
metastable bcc Cu is almost the same as the one of Fe.12–14

Monte Carlo simulations on rigid lattices have then be
applied to this system.15 Moreover, several Fe-Cu position
dependent potentials have been developed,16–18 mainly to
0163-1829/2002/65~9!/094103~14!/$20.00 65 0941
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study the latter bcc to fcc transitions of Cu precipitates~e.g.,
Refs. 19 and 20!.

In the first part of the paper, we use the embedded-at
method ~EAM! potential of Ludwiget al.16 as a reference
and investigate whether a simple rigid lattice model~RLM!
can be built to reproduce both the configurational and kine
properties predicted by this many-body potential. Then,
interaction energies and the saddle-point~SP! energies ob-
tained with the EAM potential are integrated both in t
theory of diffusion in dilute alloys and in a Monte Carl
scheme to study the diffusion properties of Cu impurities a
small Cu clusters. The influence of the specific form of t
saddle-point energy on the microstructural developmen
finally discussed in a third part.

II. RIGID LATTICE MODEL VERSUS EMBEDDED ATOM
METHOD: CONFIGURATIONAL AND KINETIC

PARAMETERS

In the present section, we assess whether the config
tional energies of dilute Fe12xCux alloys predicted by the
EAM potential can be accurately described by a rigid latt
model with pair interactions between first-nearest-neigh
atoms. Then, we show how the migration barriers of the ri
lattice model have to be chosen to reproduce the jump
quencies of the EAM potential.

A. Configuration energies in dilute Fe1ÀxCux alloys

1. Prediction of the EAM potential

The first step of our study was to compute the relax
energies of several configurations containing up to two
atoms and one vacancy as point defects in thea-Fe matrix.
To do so, we have used the EAM potential of Ludw
et al.,16 discretized over 3000 points between 0 and 5 Å. T
intermediate values of the potential were obtained usin
cubic spline interpolation. We have used a cubica-Fe matrix
containing 2000 or 5488 atoms with periodic boundary co
ditions, and the configurations were relaxed using a con
gate gradient algorithm allowing simultaneously the mov
©2002 The American Physical Society03-1
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TABLE I. Cohesive energiesEcoh, the vacancy formation energy (EV
f or), the Cu solution energyECu

sol , and
binding energies (Eb) between first and second nearest neighbors ina-iron that we have obtained using th
EAM potential of Ref. 16, compared with the results obtained by Osetskyet al. ~Ref. 18! and by Ackland
et al. ~Ref. 17!. The energies are given in eV per atom~* unrelaxed value!.

EFe
coh(bcc) ECu

coh( f cc) EV
f or ECu

sol ECu-V
b (1) ECu-V

b (2) ECu-Cu
b (1) ECu-Cu

b (2)

EAM Ludwig et al. 4.28 3.54 1.63 0.50 -0.19 0.04 -0.20 0.02
Pseudo. Osetskyet al. - - 2.05 - -0.14 -0.02 -0.20 -0.08
EAM Ackland et al. 4.316 3.519 1.700.317* -0.087 -0.04 -0.075 -0.035
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ment of atoms and an isotropic dilatation of the box. T
relaxation was stopped when the sum of the square of
forces ~in eV/Å! remaining on each atom was lower tha
1027 and, simultaneously, the error in the lattice parame
was lower than 1028 Å. We have checked that the accura
of this procedure on the configurational energies is be
than 1024 eV.

We first compute the energies of the six most simple c
figurations in dilute Fe-Cu alloys using the EAM potential16

i.e., the vacancy formation energyEV
f or and the Cu solution

energyECu
sol ~Ref. 37! in a-Fe, the binding energiesECu-V

b (1)
andECu-V

b (2) between a Cu impurity and a vacancy in a fir
and second-nearest-neighbor position, and the binding e
giesECu-Cu

b (1) andECu-Cu
b (2) between two Cu impurities in

a first- and second-nearest-neighbor position. The results
summarized in Table I and compared with the results
tained by Acklandet al.17 with another EAM potential and
Osetskyet al.18 with a pseudopotential approach.

Most interestingly, the binding energy for vacancy-Cu a
Cu-Cu complexes decreases rapidly with the distance
tween the two point defects~i.e., Cu or V! and is negligible
beyond a distance larger than the second coordina
sphere. Moreover, to a good approximation~0.04 eV!, our
calculations show the Cu atom and vacancy only inter
when they are in a first-nearest-neighbor position in the
crystal. As shown in Table I, this conclusion is in agreem
with the results obtained by Osetskyet al.18 and Acklandet
al.17 Finally, with our EAM potential the binding energy be
tween second-nearest-neighbor Cu impuritiesECu-Cu

b (2) is
negligible compared with that between first nearest nei
bors. With the potentials developed by Osetskyet al.18 and
by Ackland et al.17 the difference betweenECu-Cu

b (2) and
ECu-Cu

b (1) is less pronounced.

FIG. 1. Formation energies of three Cu-Cu-V complexes ob-
tained with the rigid lattice model~RLM! and the relaxed EAM
potential. The white and black circles are Fe and Cu atoms, res
tively, and the position of the vacancy is shown by a white squ
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2. Rigid lattice model approach

The above results suggest that the configurational ene
of dilute Fe-Cu alloys may be computed using first-neare
neighbor interactions only. To assess this point, we h
compared the relaxed energies obtained with our EAM
tential with a rigid lattice model with pair interactions be
tween the first-nearest-neighbor atoms:eFeFe,eFeCu, and
eCuCu. In such a model, the cohesive energy of pure iron
then given by

EFe
coh52

Z

2
eFeFe, ~2.1!

whereZ58 is the coordination number of the bcc lattice~the
same equation stands for pure bcc copper!.

If the model is limited to the three first-nearest-neighbo
interactionseFeFe,eFeCu, andeCuCu, the vacancy formation
energy in a pure metalEV

f or ~experimental value 1.68 eV in
a-iron21! is necessarily equal to the cohesive energyEcoh

~experimental value 4.28 eV ina-iron!. However, this draw-
back can be avoided, even within a first-nearest-neighb
scheme, by introducing new interaction energieseFeV and
eCuV between the vacancy and the surrounding atoms. T

EV
for ~Fe!52

Z

2
eFeFe1ZeFeV . ~2.2!

These vacancy-atom interactions~sometimes called ‘‘ghost’’
interactions! are a simple way to partly take into account t
electronic relaxation around the vacancy.

Therefore, our rigid lattice model contains the five inte
actions energieseFeFe, eFeCu, eCuCu, eFeV , and eCuV ,
which have been chosen to reproduce thea-Fe cohesive en-
ergy and the formation, solution, and binding energies
tailed in Table I. The obtained interaction energies are p
sented in Table II, together with the ones used by Sois
et al.15 in their previous Monte Carlo study of the copp
precipitation in iron. The two sets of parameters, obtain

c-
e.

TABLE II. Interaction energies~in eV! between first neares
neighbors in the bcc lattice given by our fit compared with t
values used by Soissonet al. ~Ref. 15!.

eFeFe eFeCu eCuCu eFeV eCuV

Present work -1.070 -0.915 -0.960 -0.331 -0.36
Soissonet al. -1.070 -0.980 -1.070 -0.330 -0.280
3-2
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KINETIC PATHWAYS FROM EMBEDDED-ATOM-METHOD . . . PHYSICAL REVIEW B 65 094103
with a similar fitting procedure, are rather close to each ot
~see the Appendix for a detailed comparison!.

3. Test of the rigid lattice model

To test the validity of this RLM for dilute Fe-Cu alloys
we have computed the interaction of Cu dimers with a
cancy. Several of these configurations are drawn in Fig
For the 12 configurations that we have studied, the differe
in energy between the two models is always lower than 0
eV. This shows that the relaxation around the vacancy
reasonably well described by the ‘‘ghost’’ interactions b
tween the vacancy and the atoms and that the introductio
second-nearest-neighbor interactions is not necessary.

As a second test of the RLM, we have computed
copper solubility limit Cs in a-Fe. We have estimated th
energy of the solid solution using the regular solution mod
and the entropy using the mean-field approach. It givesCs
;exp(Zv/2kT) at low temperature @i.e., for T!Tc
52(Zv)/(4k)#, where v5eFeFe1eCuCu22eFeCu is the
mixing energy andZ58 the coordination number. At 500 K
the solubility limit predicted by this rigid lattice model i
Cs'1028. Thus, the model correctly reproduces a very lo
solubility of copper in iron.22

As a conclusion, the configurational energy of dilu
Fe-Cu alloys can reasonably be described by a rigid lat
model with pair interactions between first nearest neighb
provided that ghost interactions are introduced between
vacancy and the atoms.

B. Migration barriers and saddle point energies
in dilute Fe-Cu alloys

The present section deals with the diffusion properties
Fe-Cu alloys. First, we investigate the vacancy migration
dilute Fe-Cu alloys using a static approach and an EA
potential. Then, we discuss how the results can be used
simple rigid lattice model for vacancy migration.

1. Atomistic kinetic model

From the theory of rate processes~e.g., Ref. 23 and ref-
erences therein!, the jump frequency of ani atom (i 5Fe or
Cu! on a neighboring vacancyV is given by

FIG. 2. ~a! Definition of the jump frequenciesG i of a vacancy
~white square! around a Cu impurity~black circle! used in the Le
Claire model~Ref. 27!. ~b! Position of the six first-nearest-neighbo
atoms~gray circles! of the saddle-point position~black circle!. The
dashed circles designate the initial and final positions of the a
during the jump.
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G i -V5n i expS 2
DEi -V

act

kT D , ~2.3!

whereDEi -V
act5Esp2Eini is the activation barrier of the jump

~i.e., the energy of system at the saddle point,Esp , minus its
initial energyEini) and wheren i is the attempt frequency:

n i5)
k51

3N

nk
iniY )

k51

3N21

nk
sp , ~2.4!

wherenk
ini are the 3N normal modes in the initial~stable!

position andnk
sp are the 3N21 modes in the SP position.

The complete description of the Cu and Fe diffusion pro
erties in the alloy is rather complex since both the activat
barriers and the attempt frequencies depend on the l
atomic configuration around thei -V pair. When the configu-
rational energy of the alloy is estimated by a sum of p
interactionse i j between atoms and vacancies on a rigid l
tice, the activation barrier can be written

DEi -V
act5ei

sp2(
j

e i j 2(
j Þ i

eV j , ~2.5!

where the summations correspond to the bonds which
broken during the jump and whereei

sp is the binding energy
of the atomi at the saddle-point position. In the followin
sectionei

sp will be estimated from the EAM potential. Th
attempt frequencyn i could also be computed from the EAM
potential and Eq.~2.4! ~see Ref. 24!. However, the jump
frequencies are much more sensitive to the variation
DEi -V

act ~which is involved in an exponential term! especially
at low temperature: in the following,nFe and nCu are as-
sumed constant and are adjusted on the preexponential
tors of the Fe self-diffusion29 and of the Cu impurity
diffusion22 coefficients ina-iron ~see Sec. III A!.

2. Comparison with the EAM potential

The aim of this subsection is to test the previous assu
tions in dilute Fe12xCux alloys, using the EAM potential.16

a. Computational procedure. We have simulated the mi
gration of a vacancy in the Fe-Cu alloy in a cubic simulati
box containing 2000 or 5488 atoms. At first, we have o
tained the initial configuration of the alloy using the proc
dure detailed in Sec. II A 1: the Fe and Cu atoms are pla
on a perfect bcc lattice, and the configuration is relaxed us
a conjugate gradient algorithm allowing simultaneously
movement of atoms and an isotropic dilatation of the box

Then, we have set the lattice parameter to the value
tained by the above relaxation and we have used fi
boundary conditions. We have simulated the vacancy mig
tion using the usual static technique. The intermediate ato
positions during the vacancy migration are obtained by
early interpolating between the initial and final positions a
by allowing a relaxation perpendicular to the global jum
direction ~drag method25,26!. The accuracy of this method
depends on the number of ‘‘relaxed intermediate configu
tions.’’ We have used at least 20 such configurations, and
excess energyDEi -V

act was computed using the maximum e

m

3-3
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TABLE III. Prediction of the EAM potential~Ref. 16! for the activation energies of the jumps frequenc
defined in Fig. 2~first row! and corresponding saddle-point binding energies~second row!.

G0 G2 G3 G38 G39 G4 G48 G49 G5

DE ~eV! 0.67 0.225 0.92 0.65 0.65 0.70 0.46 0.46 0.67
esp ~eV! -9.47 -8.86 -9.25 -9.50 -9.54 -9.28 -9.52 -9.53 29.49
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ergy between 100 linearly interpolated configurations
tween the relaxed intermediate configurations. We h
checked that the accuracy of this procedure on the ex
energyDEi -V

act is better than 1023 eV.
Finally, we have obtained the SP binding energiesei

sp

with Eq. ~2.5! by reintroducing the energy increasesDEi -V
act

predicted by the EAM potential and the first-neare
neighbor interaction energies listed in Table II.

b. Nature of the jumping atom. Our first goal was to asses
whether~in dilute FexCu12x alloys! the saddle-point binding
energiesei

sp significantly depend on the nature of the jum
ing atom (i 5Fe or Cu!. To do so, we have compared, in
pure a-Fe matrix, the jump of a Fe atom with that of a
isolated Cu impurity. Using the above procedure and
EAM potential,16 we have obtained the energy increas
DEFe-V

act 50.667 eV andDECu-V
act 50.225 eV. Reintroducing

these values in Eq.~2.5! gives the SP binding energieseFe
sp

529.50 eV andeCu
sp 528.88 eV for a jumping Fe and Cu

atom in aa-Fe crystal. Therefore, the SP binding ener
significantly depends on the nature of jumping atom.

c. Influence of the local environment. Our second objec-
tive was to evaluate the influence of the local atomic c
figuration surrounding the SP position on the values ofeFe

sp

andeCu
sp . In the bcc crystals, the SP has six nearest-neighb

positions @see Fig. 2~b!#, which are significantly close
~about 30%! than the second-nearest-neighbor ones. Th
fore, the atom at the SP is expected to interact more stro
with its first nearest neighbors than with any other atoms

~i! Iron SP binding energy. At first, we have introduced
only one Cu impurity in the simulation box and comput
the energy increases corresponding to various vacancy
changes with Fe atoms in the vicinity of the Cu atom w
the corresponding jump frequenciesG3 ,G38 , . . . ,G5 defined
in Fig. 2 ~according to the notation of Le Claire27!. The re-
sults are summarized in Table III. Reintroducing these val
in Eq. ~2.5! gives the iron SP binding energies listed in t
last row of Table III. These results show that for the jum
G38 , G39 , G48 , G49 , andG5 the value ofeFe

sp is very close to the
one obtained in purea-Fe matrix (eFe

sp.29.5 eV). Indeed,
the energy difference is lower than 0.05 eV. We can there
conclude that these jumps are not significantly modified
the presence of the Cu impurity. However, the iron SP bi
ing energies corresponding to the jumpsG3 andG4 are much
smaller ~by about 0.25 eV, with, respectively,eFe

sp5
29.25 eV and29.28 eV). As shown in Fig. 2, these tw
jumps correspond to a case where the Cu impurity is i
first-nearest-neighbor position of the saddle point. Theref
when computing the SP binding energy, it seems that
influence of the Cu impurity can indeed be neglected un
09410
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the impurity is in a first-nearest-neighbor position of t
saddle point.

Then, we have considered more than 30 different jum
of a Fe atom where we have varied the number and posi
of the surrounding Cu atoms. We have introduced up to
Cu impurities. Using the above procedure, we have fou
eFe

sp ranging from29.50 eV to27.97 eV for the jump of
an Fe atom. Therefore, the iron SP binding energy is
tremely sensitive to the surrounding Cu impurities. We ha
found the minimum value in the absence of Cu impurity a
the maximum value when six Cu impurities are introduced
the six first nearest positions of the SP.

For that reason, we have sorted all theeFe
sp values that we

have obtained for a jumping Fe atom with respect to
number of first nearest-neighbor Cu impurities. The res
presented in Table IV, shows clearly that the iron SP bind
energy is mainly a function of the nature of the first near
neighbors of the atom at the saddle point~NNSP!. Even if
the limited number of jumps considered here is not suffici
to get a good statistics, the mean deviation obtained foreFe

sp

~with the same number of NNSP Cu atoms! is very low ~less
than 0.04 eV!.

In other words, we have shown that the iron SP bind
energy is sensitive to the number of Cu atoms in the near
neighbor sites of the SP, but is not sensitive to their posit
inside the six possible neighbor sites of the SP. Moreover,
eFe

sp values given in Table III increase linearly with the num
ber of NNSP Cu atom. This result means that the iron
binding energy can be described by a simple pair interac
model between the atom at the SP position and its six
nearest neighborsi:

eFe
sp5(

i
eFe* i

sp , ~2.6!

whereFe* designates the Fe atom at the SP position.
each jump, we have computed the interaction energ
eFe* Fe

sp and eFe* Cu
sp . In the following Monte Carlo~MC!

simulations, we use the mean values~over all the Fe jumps

TABLE IV. Saddle-point binding energy (eFe
sp) of a Fe atom as a

function of the number of Cu atoms in a first-nearest-neighbor
sition and its mean deviations.

NNSP Cu 0 1 2 3 4 5 6

eFe
sp (eV) -9.50 -9.29 -9.05 -8.84 -8.59 -8.31 -7.97

s (eV) 0.03 0.03 0.02 0.04 0.02 - -
3-4
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KINETIC PATHWAYS FROM EMBEDDED-ATOM-METHOD . . . PHYSICAL REVIEW B 65 094103
we have computed! obtained by this procedure:eFe* Fe
sp

5

21.583 eV andeFe* Cu
sp

521.345 eV.
~ii ! Copper SP binding energy. We have done a simila

analysis for a jumping Cu atom: we have considered c
figurations containing up to six Cu impurities surroundi
the jumping Cu atom. We have found that the copper
binding energy is much less sensitive to the nature of
surrounding atoms. Indeed, in our calculationseCu

sp is always
close to the value28.86 eV obtained for the isolated C
impurity. The maximum deviation that we have observed
0.17 eV (eCu

sp 529.01 eV) when the jumping Cu atom i
surrounded by three Cu impurities located in the fir
nearest-neighbor positions labeled 1, 2, and 3 in Fig. 2~b!.
Thus the energy variation in the case of a jumping Cu at
is one order of magnitude lower than the one observed f
jumping Fe atom.

In other words, as a first approximation, we can consi
that eCu

sp is not a function of the number of the surroundin
Cu impurities. This point is best illustrated by the jump o
Cu atom surrounded by six Cu impurities occupying the
nearest-neighbor positions of the SP. The relaxation of
EAM potential gives an energy increaseDECu-V

act

50.465 eV. Using Eq.~2.5!, one obtains the saddle-poin
binding energyeCu

sp 528.86 eV which is equal to the valu
obtained for an isolated jumping Cu atom.

We thus conclude that, compared with the case of jum
ing Fe atom, the copper SP energy of jumping Cu atom d
not significantly depend on the nature of the surround
atoms. In the following MC simulations, we use the val
eCu

sp 528.88 eV which is the mean value of all the copp
SP binding energies that we have computed. This is equ
lent to saying that the nearest-neighbor interaction ener
of the Cu atom at the SP position with Cu and Fe atoms
the same:eCu* Fe

sp
5eCu* Cu

sp
521.480 eV

Note that, because the SP positions are not equivalen
the stable lattice positions, the pair interaction energies
not symmetrical~i.e., eCu* Fe

sp ÞeFe* Cu
sp ).

C. Monte Carlo method

1. Residence time algorithm

In order to study the diffusion properties and the preci
tation kinetics in Fe-Cu alloys, the above atomistic diffusi
model on a rigid lattice and its pair interaction paramet
derived from the EAM potential can be handled by M
simulations. We consider dilute Fe12xCux alloys on a rigid
bcc lattice withN5L3 sites, periodic boundary condition
NFe iron atoms,NCu copper atoms, andNV vacancies (NFe
1NCu1NV5N). In all the following simulations, we use
NV51, i.e., one vacancy in the simulation box.

As in the previous sections, diffusion occurs by vacan
exchanges with nearest-neighbor atoms. The correspon
jump frequenciesG i -V are given by Eqs.~2.3! and ~2.5!. At
each Monte Carlo Step~MCS!, one of theZ possible vacancy
jumps is chosen according to the residence time algori
described in previous papers.8,15,28 The probability for a
given configuration to be destroyed by one specific vaca
09410
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jump towards the atomi is G i -V /( j 51
Z G j -V , where j labels

the Z nearest neighbors around the vacancy. The mean
time of the configuration, i.e., the physical time of the cor
sponding Monte Carlo step, is given by

tMCS51YS (
i 51

Z

G i -VD . ~2.7!

Therefore a kinetic pathway is defined by~i! the sequence o
configurations the system goes through and~ii ! the time at
which the system reaches each of these configurations.

2. Absolute time scale

The diffusion properties and the precipitation kinetic pa
way depend on the jump frequencies@Eq. ~2.3!# but also on
the vacancy concentration. Therefore, to relate the phys
time to the time obtained in our Monte Carlo simulations, w
have to take into account that the vacancy concentratio
the simulation box is usually much more important than
experimental one. Under the usual assumption that
vacancy-vacancy interaction can be neglected, the phys
time tS related to one Monte Carlo step is

tS5tMCS

CV
MC~Fe!

CV
expt~Fe!

, ~2.8!

whereCV
expt(Fe) andCV

MC(Fe) are the vacancy concentratio
in the Fe matrix for a real alloy and in a simulation box.

During isothermal aging, we may assume that the vaca
concentration in the Fe matrix is always close to the equi
rium one, so that

FIG. 3. Arrhenius plot of the iron self-diffusion coefficientDFe*
Fe

and of the copper impurity diffusion coefficientDCu*
Fe in a-iron.

The circles correspond to the experimental values ofDFe*
Fe compiled

in Ref. 29 (d) and ofDCu*
Fe given by Salje and Feller-Kniepmeie

~Ref. 22! (s). The lines correspond to the value of predicted by t
theory of diffusion forDFe*

Fe @Eq. ~3.1!, solid line# and DCu*
Fe @Eq.

~3.2!, dashed line with the ISPE parameters and dot-dashed
with the DSPE parameters#. The squares and lozenges correspo
to the values measured in Monte Carlo simulations forDFe*

Fe (j)
andDCu*

Fe (L with DSPE,h with IPSE parameters!.
3-5



on
id

m

ris

y
x
n
g
rin
.
io

-
C
a

-
d
g
io
ve

a-

ith

he

:

nce
C
ase
mp
-
tion
-
f
ies
igh-

e-
g

and
red

ich
the

ing

the
fer

s
ms

the
-

g

he
-

le-

uce

y is
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CV
expt~Fe!.CV

eq~Fe!5expF2
EV

f or ~Fe!

kT G , ~2.9!

whereEV
f or(Fe) is the vacancy formation energy in pure ir

@Eq. ~2.2!#. Indeed, even when vacancies are trapped ins
precipitates~as is the case in Fe-Cu alloys!, vacancy sources
~grain boundaries, dislocation, etc.! act to maintain the va-
cancy concentration in the matrix close to the equilibriu
one. In other words, we assume that the microstructure
Fe-Cu alloys evolves slowly compared with the characte
tic time for the creation of a vacancy by a source.

In our simulation box, we introduce only one vacanc
The average vacancy concentration in the simulation bo
then simplyC̄V51/L3. However, the vacancy concentratio
in the iron matrixCV

MC(Fe) highly depends on the trappin
of the vacancy by the copper precipitates and evolves du
the microstructure evolution~see below, Sec. IV A, and Fig
8!. To take this effect into account, we measure the fract
of time spent by the vacancy in the iron matrixf V

MC(Fe) and
compute the vacancy concentration by

CV
MC~Fe!5 f V

MC~Fe!/~XFe
vol3L3!, ~2.10!

whereXFe
vol.1 is the iron matrix volume fraction. The va

cancy is considered in the iron matrix when there is no
atoms among itsZ58 nearest neighbors. Typically, for
simulation of 1011 MCS (1011 MCS vacancy jumps! a
mean value off V

MC(Fe) is computed every 104 MCS at the
beginning of the decomposition~when the precipitates mi
crostructure evolves rapidly!. At the end it can be compute
over typically 108 MCS. If no significant vacancy trappin
occurs, as is the case with the parameters of the prev
studies of Refs. 7 and 15, this expression simply gi
CV

MC(Fe)51/L3.

FIG. 4. Diffusion coefficients of a 2-Cu cluster~at constant va-
cancy concentrationCV51/163) measured in MC simulations with
DSPE (d) and ISPE (L) parameters. The lines correspond to t
diffusion coefficient of Cu monomers~for the same vacancy con
centration! with DPSE~solid line! and ISPE~dashed line! param-
eters.
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Finally, the physical time during a Monte Carlo simul
tion is obtained by summing the time incrementstS @Eq.
~2.8!# where the vacancy concentrations are obtained w
Eqs.~2.9! and ~2.10!.

3. DSPE and ISPE sets of parameters

To compute the jumps frequenciesG i -V , we have used the
parameters given in Table V. The attempt frequenciesnFe
andnCu have been fitted to the preexponential factor of t
Fe and Cu diffusion coefficients in pure iron~see Sec. III!.
The values are approximatively the same for Fe and Cun i
.531015 s21.

We have paid special attention to the strong depende
of eFe

sp on the local atomic configuration, since previous M
studies have indeed shown that the kinetic pathway of ph
transformations may depend on such details of the ju
frequencies.7,8 In the following, we use two sets of MC pa
rameters. Both use the first-nearest-neighbor pair interac
energies (e i j ) derived from the EAM potential for the con
figurational energies~see Table II!. However, the two sets o
parameters differ by the value of the interaction energ
between an atom at the SP position and its first nearest ne
bors (e i* j

sp ).
~i! In the first set, the SP pair interaction energiese i* j

sp are
those previously derived from the EAM potential and r
called in the first row of Table V. Therefore the SP bindin
energy depends both on the nature of the jumping atom
on that of the nearest neighbors of the SP. It will be refer
to as the DSPE~dependent saddle-point binding energy!.

~ii ! We have constructed another set of parameters wh
gives the same SP binding energies than the first set in
case of a jumping Fe atom and in the case of a jump
isolated Cu impurity in a purea-Fe matrix. However, in this
set,eFe

sp and eCu
sp are constants (eFe

sp529.50 eV andeCu
sp 5

28.88 eV); i.e., they do not depend on the nature of
surrounding atoms. In other words, the two sets only dif
by the value ofeFe* Cu

sp : we impose hereeFe* Cu
sp

5eFe* Fe
sp

5

21.583 eV. This set will be referred to as the ISPE~inde-
pendent saddle-point binding energy!, because this set doe
not take into account the influence of the surrounding ato
on the value ofeFe

sp andeCu
sp .

Note that the two sets of parameters correspond to
same equilibrium properties~phase diagram, interfacial en
ergy, vacancy formation energy, etc.! and to the same Fe
self-diffusion coefficient, but as we will see in the followin

TABLE V. Interaction energies between an atom at the sadd
point position and its first nearest neighbors~in eV!. The first row
~DSPE! corresponds to the interaction energies fitted to reprod
the EAM results. The second row~ISPE! contains the interaction
energies used in the simulations where the SP binding energ
independent of the local environment~see text for explanations!.

eFe* Fe
sp eFe* Cu

sp eCu* Cu
sp eCu* Fe

sp

DSPE -1.583 -1.345 -1.480 -1.480
ISPE -1.583 -1.583 -1.480 -1.480
3-6
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section, the difference ineFe
sp sightly affects the Cu impurity

diffusion coefficient and greatly modifies the mobility o
small Cu clusters.

III. DIFFUSION IN DILUTE Fe-Cu ALLOYS

The diffusion properties of our Fe-Cu model system
rigid lattice, with the parameters of Table V derived from t
EAM potential, can be discussed using both the atom
theory of diffusion~e.g., Ref. 23! and Monte Carlo simula-
tions. The first method gives analytical expressions of the
self-diffusion and Cu impurity diffusion coefficients as
function of a few jump frequencies given by Eq.~2.3!. These
expressions are then compared with a direct measureme
MC simulation. The small Cu clusters may also have so
mobility, depending on the details of the jump frequenc
parameters:7 the MC method gives a measurement of t
corresponding diffusion coefficients.

A. Self-diffusion and solute diffusion

The self-diffusion coefficient in ana-Fe crystal is given
by23

DFe*
Fe

5a2G0f 0CV
eq~Fe!, ~3.1!

where a50.287 nm is the iron lattice parameter,G0 the
Fe-V exchange frequency in pure iron andf 0 the autodiffu-
sion correlation factor (f 0.0.727 in the bcc structure!.
u
he

rs
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The diffusion coefficient of a Cu impurity in purea-Fe is
given by27

DCu*
Fe

5a2G2f 2

G48

G38
CV

eq~Fe!

5a2G2f 2expF2
EV

for ~Fe!1EV-Cu
b ~1!

kT G , ~3.2!

whereG2 is the rate of vacancy-Cu jumps in pure iron, a
f 2 is the impurity correlation factor. Contrary to the case
self-diffusion, f 2 is not a geometric factor, but depends o
the atomic jump frequencies of the vacancies and, then
the temperature. To evaluatef 2 for a Cu impurity, we con-
sider the nine-frequency model developed by Le Claire27 for
the heterodiffusion in a bcc crystal. In this model, three d
tinct dissociative frequencies are defined for a vacancy
caping from the first-neighbor shell of the Cu impurity: th
vacancy dissociation jumps can occur from first to seco
third, and fifth neighbors with jump ratesG3 , G38 , andG39 ,
respectively. The corresponding reverse association ju
occur with ratesG4 , G48 , and G49 ~see Fig. 2 for notation!.
Second nearest neighbors are sufficiently close in that
rate of dissociation jumps from them to fourth neighbo
may be affected by the Cu atom, so we distinguish them
the rateG5. We assume that all other jumps occur at t
solvent rateG0. Under these assumptions, the impurity co
relation factorf 25(11t1)/(12t1) is given by27
t15
2G2

G213G313G381G392
G3G4

G41FG5
2

2G38G48

G4813FG0

2
G39G49

G4917FG0

, ~3.3!
nd
the
n

not
rgy

les
It

ge
ion
e
ne
whereF50.512.
Note that the calculation of the correlation factor is us

ally not performed with the whole set of frequencies. T
two simplifying assumptions used in the literature23 are
‘‘model I’’ where G45G485G0 and ‘‘model II’’ where G38
5G395G3 ,G550, and the interactions are restricted to fi
neighbor distances.

The computation of the Cu diffusion coefficient~3.2! re-
quires knowledge of the jump frequenciesG0, . . . , G5. We
have used our static approach with the EAM potential
compute the activation energies of these jump frequencie
the following, the attempt frequency is assumed constant
all jumps. The results are presented in Table III: it is cle
that the simplifying assumptions for model I and model II
not apply in the Fe-Cu system. However, the results sug
a new assumption~‘‘model III’’ ! defined by the equation
G55G0 , G385G39 , and G485G49 and where the interaction
are restricted to first-neighbor distances. This model is
restrictive than the model II where, in addition,G35G38 .
Most interestingly, the assumption of a first-nearest-neigh
-

t

o
In

or
r

st

ss

or

interaction scheme, both for the configurational energy a
for the saddle-point binding energy, necessarily implies
conditions of model III. However, the additional conditio
for model II is not fulfilled because the energy increasesDE3

andDE38 corresponding to the jump frequenciesG3 andG38
are different:

DE32DE385eFe* Fe
sp

2eFe* Cu
sp .

The above equation shows clearly that model II does
apply for Fe-Cu alloys because the iron SP binding ene
depends on the local environment.

We have introduced the jump frequencies given in Tab
III and IV in the analytical solution of the Le Claire model.
gives an activation energy close toEa( f 2)50.47 eV for the
correlation factor between 500 K and 1500 K. The lar
value of this activation energy reflects the high correlat
effects between successive Cu-V exchanges: each exchang
is almost always immediately followed by the reverse o
3-7
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YANN LE BOUAR AND FRÉDÉRIC SOISSON PHYSICAL REVIEW B65 094103
~because of the small value of theDE2 activation barrier!.
This strongly decreases the efficiency of Cu impurity diff
sion at low temperature.

Finally, the activation energy of the Fe self-diffusion c
efficient predicted by the EAM potential16 is @Eq. ~3.1!#
Ea(DFe*

Fe )5EV
f or1DE052.3 eV. For the Cu impurity diffu-

sion coefficient@Eq. ~3.2!# it is Ea(DCu*
Fe )5Ea( f 2)1EV

f or

1EV-Cu
b (1)1Ea(G2)52.1 eV. It predicts a faster diffusion

of Cu impurities than the Fe self-diffusion, as is experime
tally observed. However, in order to reproduce quantitativ
the experimental values of the preexponential factors and
activation energies of the Fe self-diffusion and the Cu im
rity diffusion coefficients, we have to choose the attem
frequenciesnFe5nCu5531015 s21 and to increase both th
Cu and Fe activation barriers by the same value 0.6 eV. T
discrepancy of 0.6 eV between the experiemental and c
puted activation barriers is due to the low vacancy migrat
energy predicted by the EAM potential. Indeed, in pu
a-Fe, the vacancy migration energy predicted by the EA
potential is 0.67 eV whereas the experimental measurem
are close to 1.2 eV.29 Note that the pseudopotential approa
by Osetskyet al.18 and the EAM potential developed b
Ackland et al.17 also give very low vacancy migration ene
gies ina-Fe ~0.53 eV and 0.78 eV, respectively!.

B. Diffusion coefficients measured by Monte Carlo simulations

The Fe self-diffusion and Cu impurity diffusion coeffi
cients have been also directly measured in the Monte C
simulation from the mean-square displacement^Ri

2& of each
i atom:23 Di*

Fe
5^Ri

2&/(6t). In order to compare this measur
ment and the predictions of model III with experimen
data, two kinds of corrections have to be done.

~i! As explained above, the migration energies of both
and Fe given by the EAM potential16 are too small by ap-
proximatively the same 0.6 eV quantity: the time is th
rescaled, both in the MC simulations and in model III, by
factor exp@10.6(eV)/kT# ~this can be viewed as increasin
each e i* j

sp parameter by the same 0.1 eV quantity: all t
possible jump frequencies are changed by the same facto
that kinetic pathway remains is the same, except for a t
rescaling by aconstantfactor!.

~ii ! Since we use only one vacancy in the simulation b
the time is also rescaled in the MC simulations, as explai
in Sec. II C 2, to take into account the temperature dep
dence ofCV in the iron matrix.

Taking these corrections into account, Fig. 3 displays
experimental values ofDFe*

Fe ~from Ref. 29! andDCu*
Fe ~from

Ref. 22!; the theoretical values computed with ‘‘model III
@Eqs.~3.1! and ~3.2!# with the two sets of parameters DSP
and ISPE, the values measured by MC simulations, ag
with the DSPE and ISPE sets of parameters.

As can be seen, there is a good general agreemen
tween the different methods. The diffusion of Cu impuriti
in iron is slightly faster than the iron self-diffusion. The iro
and the copper diffusion coefficients measured in the Mo
Carlo simulations are very close to the values computed w
‘‘model III,’’ both with DSPE and ISPE parameters: the C
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impurity diffusion coefficient is slightly smaller when th
dependence of the Fe saddle-point energy is taken into
count, and the difference decreases slowly with increas
temperatures@e.g., DCu*

Fe (ISPE)/DCu*
Fe (DSPE).3 at 500 K

and .2 at 1000 K#. This is due to the influence of the C
impurity on theeFe

sp parameters involved in the two jum
frequenciesG3 andG4 ~see Fig. 2!, which leads to a decreas
of the correlation factorf 2 @see Eq.~3.2!#. However, the
difference is quite small when compared with the accura
of the experimental measurements.

Because of the very strong dependence of these diffu
coefficients with the temperature, it is also clear that th
relatively small differences are difficult to illustrate in a fig
ure such as Fig. 3: in the following, we will compare th
diffusion coefficients obtained with DSPE and ISPE para
eters at constantC̄V ~typically C̄V51/163).

C. Copper cluster diffusion coefficients

The diffusion coefficient of small Cu clusters can be me
sured at low temperature in the MC simulations using
following procedure. A small cluster ofn Cu atoms is ini-
tially introduced in a pure iron simulation box with one v
cancy. At low temperature the Cu cluster is stable~no emis-
sion of Cu monomer is observed! and the cluster has to
migrate as a whole: The cluster diffusion coefficientDn-Cu

Fe is
then directly given by the average of^RCu

2 &/(6t) on then Cu
atoms. Note that this method cannot be applied at high t
perature, because the clusters dissociate into smaller clu
or individual Cu atoms.

The values of̂ RCu
2 &/(6t) measured for a Cu dimer an

for a 5-Cu cluster are displayed in Figs. 4 and 5. In bo
cases, the clusters are stable whenT,600 K. Between 600
and 800 K, they are sometimes dissociated~the 5-Cu clusters
is often dissociated into one or two 2-Cu clusters and

FIG. 5. Diffusion coefficients of a 5-Cu cluster~at constant va-
cancy concentrationCV51/163) measured in MC simulations with
DSPE (d) and ISPE (L) parameters. The lines correspond to t
diffusion coefficient of Cu monomers~for the same vacancy con
centration! with DPSE~solid line! and ISPE~dashed line! param-
eters.
3-8
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monomers!, while for T.1000 K the Cu clusters are almo
completely dissociated into monomers. As a consequenc
the latter case (1000/T,1 in Figs. 4 and 5!, the measure-
ments of^RCu

2 &/(6t) give almost the values of the Cu impu
rity diffusion coefficient in iron.

At first, we have found that the mobility of small C
clusters is significant when compared with the impurity d
fusion coefficient. As shown in Figs. 4 and 5, we have o
served this behavior with both sets of parameter~ISPE and
DSPE!. This point is in agreement with a previous work15

where the mobility of small Cu clusters was already notic
As we will see below, this mobility is explained by a stron
vacancy trapping on the Cu precipitates.

Second, we have found that the two sets of parame
differ when quantitatively comparing the mobilities of sma
clusters with that of Cu impurities. This point is rather cle
in Fig. 4 where it is shown that, with the DSPE set, t
dimers migrate more slowly than the monomers, whereas
opposite is true when using the ISPE set:

D2-Cu
Fe ~DSPE!

DCu*
Fe

~DSPE!
!1!

D2-Cu
Fe ~ ISPE!

DCu*
Fe

~ ISPE!
.

The same trend is observed for the diffusion coefficients
clusters containing five Cu atoms~Fig. 5!: With the ISPE set,
5-mers have about the same mobility than individual Cu
oms. However, the 5-mers diffuse about 8 times slower t
the monomers with the DSPE set.

Finally, as in the case of the Cu impurity diffusion, o
simulations show that the small Cu cluster diffusion is
duced when the influence of the local atomic configurat
on the SP binding energy is taken into account~see Figs. 4
and 5!. This trend is due to the increase of the energy bar
for vacancy migration when Cu atoms are close to the
position ~DSPE set!. However, the choice of the set of pa
rameters~ISPE or DSPE! affects more strongly the small C
clusters diffusion than the Cu impurity diffusion. For e
ample, below 500 K the diffusion coefficient of the C
dimers is almost two orders of magnitude lower wheneFe

sp

depends on the local configuration~DSPE set!. In the same
conditions, the Cu impurities migrate only 2 or 3 tim
slower.

As a summary, we have shown that, in dilute FexCu12x
alloys, the mobility of small Cu clusters is significant whe
compared with the impurity diffusion coefficient. Moreove
the Cu clusters are less mobile when the dependence oeFe

sp

as a function of the local atomic configuration is taken in
account. Finally, at low temperature, details of the diffusi
mechanism~such as the influence of the SP binding ene
on local atomic configuration! have to be taken into accoun
to estimate correctly the mobilities of small Cu clusters.

IV. PRECIPITATION KINETICS

To follow the precipitation kinetics in Fe12xCux alloys,
we use MC simulations with a box ofN5643 lattice sites
and one vacancy~i.e., C̄V

MC.3.831026). The precipitation
process is detailed in Figs. 6 and 7 for two compositions
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temperatures~in Fig. 6, T51000 K andx51%, and in Fig.
7, T5573 K andx53%). Themicrostructural evolution is
characterized by three quantities: the short-range orderaCu
around Cu atoms (aCu is the averaged fraction of Cu atom
among theZ first neighbors of Cu atoms!, the numberNp( i
. i * ) of precipitates larger than the critical size, and th
average sizêi &.38

A. High temperature: TÄ1000 K, xÄ1%

The evolution, as a function of the number of MCS, of t
fraction of time f V

MC(Fe) spent by the vacancy in pure iro
~i.e., with Z58 iron atoms as first neighbors!, is given in
Fig. 8. During the first 107 MCS, it is almost constan
@( f V

MC(Fe);0.6#; i.e., the vacancy spends 55% of its time
pure iron. This plateau corresponds to the nucleation st
Then, as the growth regime starts, the vacancy trappin
the Fe-Cu interfaces and in the Cu precipitates beco
more effective andf V

MC(Fe) decreases rapidly. At the end
the simulation the trapping effect is quite important, sin
f V

MC(Fe) reaches 431022 for the ISPE set and 731022 for
the DSPE set. These values are still slightly above the
pected value for a complete precipitation@ f V

eq(Fe).2.3
31022#, because of the relatively large fraction of interfac
sites.

The evolutions off V
MC(Fe) observed with the DSPE an

ISPE sets of parameters are very similar, except for a shi

FIG. 6. Precipitation kinetics in a Fe0.99Cu0.01 alloy at T
51000 K: time evolution of~a! the degree of short-range orde
aCu , ~b! the number of supercritical precipitatesNp ( i . i * ), and
~c! the averaged size of supercritical precipitates^ i &. Monte Carlo
simulations with DSPE (d) and ISPE (L) parameters. The dashe
lines correspond to the kinetics observed with the parameter
Ref. 15~see Appendix!.
3-9
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YANN LE BOUAR AND FRÉDÉRIC SOISSON PHYSICAL REVIEW B65 094103
the MCS scale. As previously explained, the physical time
rescaled according to Eq.~2.8! to take into account this va
cancy trapping, with the assumption that in a real system
vacancy concentration is always at equilibrium in the ir
matrix. It is worth noticing that the equilibrium vacancy co
centrations in iron and copper, and sof V

eq(Fe), do not depend
on the SP binding energieseFe

sp andeCu
sp , so that it is the same

for the ISPE and DSPE sets of Monte Carlo parameters
The microstructural evolution is given in Fig. 6. At th

temperature the kinetics is quite fast. With the ISPE se
parameters, a nucleation stage can be identified for appr
matively t,1022 s: the copper supersaturation~and then the
degree of short range orderaCu) is almost constant and th
number of Cu precipitates increases rapidly with time, wh
their average size is almost constant. At longer time,
number of precipitates decreases and their size increases
ing the growth and coarsening regimes. However, due to
high supersaturation,15 these two regimes overlap and a
difficult to distinguish.

When the dependence ofeFe
sp on the local atomic configu

ration is taken into account, the kinetic is slower than whe
is not ~Fig. 6!. The slowing down factor is almost consta
~approximatively one order of magnitude!. In the classical
theories of precipitation in solid solutions, the kinetics
nucleation, growth, and coarsening are proportional to

FIG. 7. Precipitation kinetics in a Fe0.97Cu0.03 alloy at T
5573 K: time evolution of~a! the degree of short-range orde
aCu , ~b! the number of supercritical precipitatesNp ( i . i * ), and
~c! the averaged size of supercritical precipitates^ i &. Monte Carlo
simulation with DSPE (d) and ISPE (L) parameters. The dashe
lines correspond to the kinetics observed with the parameter
Ref. 15~see Appendix!.
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solute diffusion coefficient. Therefore, becauseDCu*
Fe (ISPE)

.2DCu*
Fe (DSPE) atT51000 K, we should expect a kineti

evolution twice slower with the DSPE set of parameters th
with the ISPE one. But indeed, taking into account the infl
ence of the surrounding atoms oneFe

sp also modifies the cor-
relation effects between the successive vacancy jumps
therefore the mobility of small Cu clusters~see Sec. III C!,
their direct coagulation, and their spatial distribution. The
effects, which are not taken into account in the classi
theories, appear to be very important, since finally the d
crepancy between the ISPE and DSPE kinetics is clos
one order of magnitude.

B. Low temperature: TÄ573 K, xÄ3%

At lower temperatures, the influence of the migration e
ergy differences between the two sets of parameters is
hanced and we expect stronger effects on the kinetics p
way. Furthermore, the vacancy trapping inside cop
precipitates and at their interface with the iron matrix i
creases@one measures typicallyf V

MC(Fe).131024 at T
5573 K for the last precipitation steps of Fig. 7#: so as will
be discussed below, the direct coagulation between clus
is favored.6

At T5573 K, the precipitation kinetics is of course muc
more slowler than atT51000 K ~Fig. 7!. As in the high-
temperature case, the kinetics is faster with the ISPE t
with the DSPE set of parameters, and the difference is m
greater than expected from the impurity diffusion coef
cients @DCu*

Fe (ISPE)/DCu*
Fe (DSPE).2.5 at T5573 K].

However, the shift observed in Figs. 7~a! and 7~c! is no
longer a constant, but increases with time.

Most interestingly, the differences observed in Fig. 7~b!
with the two sets of parameters cannot be reduced t
simple shift on the time scale. More precisely, with the DS
the number of precipitates,Np( i . i * ), exhibits a clear in-
crease betweent;106 and 107 s before a decrease. With th
ISPE, this kind of nucleation regime vanishes andNp ( i

FIG. 8. Evolution of the fraction of time spent by the vacancy
pure iron during a precipitation in a Fe0.99Cu0.01 alloy at T
51000 K: Monte Carlo simulation with DSPE~solid line! and
ISPE ~dashed line! parameters.

of
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KINETIC PATHWAYS FROM EMBEDDED-ATOM-METHOD . . . PHYSICAL REVIEW B 65 094103
.i* ) monotically decreases. This different behavior can
related to the diffusion properties of small Cu clusters. D
ing the first precipitation stage, the time evolution ofNp ( i
. i * ) is governed by the balance between direct coagula
of clusters @which results in a decrease ofNp
( i . i * )] and the copper monomer adsorption@which, at this
stage, results in an increase ofNp ( i . i * )]. With the ISPE,
small Cu clusters are more mobile~Figs. 4 and 5!: the num-
ber of precipitates immediatly decreases. With the DSPE,
monomers are more rapid than small clusters~Figs. 4 and 5!:
the number of precipitates grows as long as the matrix c
tains enough monomers they can adsorb.

Differences between ISPE and DSPE sets of parame
are also observed at longer time: they can be seen for
ample on the size distribution of copper clusters~Fig. 9!. The
distributions obtained with the ISPE and DSPE are displa
for a same degree of short-range order (aCu.0.6) and a
same average cluster size (^ i &.20 copper atoms!. The dis-
tribution is narrower when the dependence of the SP bind
energy is taken into account. Moreover, since this sh
ordering state is reached after a longer annealing timet
.33109 s with DSPE vst.43107 s with ISPE!, the
number of Cu monomers is then smaller than with the IS
set of parameters. Athe`neset al.28 have already noticed tha
cluster size distributions are broader when small solute c
ters are mobile, i.e., when the direct coagulation betw
precipitates is the dominant growth process.

These differences can also modify the kinetics of lat
precipitation stages, such as the beginning of the coarse
stage, since when the distribution is broad, a lot of sm
precipitates can shrink to the benefit of larger ones, wh
when it is narrow, the competition between precipita
of similar size is harder. This could explain the lower grow
exponent observed with DSPE, for the latest times
Fig. 7~c!.

FIG. 9. Precipitation kinetics in a Fe0.97Cu0.03 alloy at T
5573 K: clusters size distributions observed in the Monte Ca
simulations with ISPE~a! and DSPE~b! parameters for the sam
degree of short-range orderaCu.0.6 and the same mean clust
size ^ i &.20.
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V. DISCUSSION AND CONCLUSION

We have used both an EAM potential and a diffusi
model on rigid lattice to simulate the coherent precipitati
of Cu in a-iron by the Monte Carlo method. We have show
that the configurational energies of dilute Fe12xCux com-
puted with the EAM can be reproduced, with an accuracy
0.04 eV, by a RLM with pair interactions between near
neighbors~including atom-vacancy interactions!. The activa-
tion barriers of the vacancy jumps predicted by the EA
potential are reproduced by introducing SP binding energ
ei

sp which correspond to the energetic contribution of
jumping i atom when it is at the saddle-point position. Mo
interestingly, these SP binding energies depend on the na
of the jumping atom and on that of the first neighbors of t
SP position:ei

sp can indeed be written as a sum of effecti
pair interactions between the SP atom and its first neighb
Note that the dependence of the saddle point-energy on
nature of the surrounding atom is important even in dilu
Fe-Cu alloys. Indeed, during the Cu precipitation, the v
cancy is often trapped at the precipitate matrix interfa
Therefore, the probability of having a Cu atom in a NNS
position is much higher than the Cu concentration.

The previous parameters~pair interactions and SP bindin
energies! have then been used in MC simulations to stu
their influence on the diffusion properties and the precip
tion kinetics. The dependence ofeFe

sp on the SP configuration
has no effect on the Fe self-diffusion coefficient and re
tively little effect on the Cu impurity diffusion coefficien
~which is modified by a factor of 2 or 3 almost independe
of the temperature!. Nevertheless, by changing the correl
tion effects between vacancy jumps, it strongly modifies
diffusion coefficient of small copper clusters, especially
low temperature. This affects the competition between t
growth processes: individual adsorption of Cu monomers
direct coagulation between copper precipitates.

At high temperature~1000 K! it only modifies the precipi-
tation kinetics by a constant factor on the time scale~how-
ever, this factor reaches one order of magnitude!. At low
temperature~573 K!, the sequence of atomic configuration
itself is completely modified.

Previous Monte Carlo simulations on rigid lattice ha
been devoted to the effects of diffusion mechanisms on
kinetics of phase separation in binaryA-B alloys ~in the case
of simple unmixing3,4,28,30 or phase ordering8,9!. However,
the conclusions are sometimes rather confusing beca
these simulations may differ by~i! the elementary diffusion
mechanism~e.g., direct exchange between atoms or jum
frequencies!, ~ii ! the diffusion barrier used to compute th
jump frequencies, and~iii ! the MC algorithm~e.g., Metropo-
lis, Glauber, or residence time!.

In the first MC studies with diffusion by vacancy jumps
was proposed that the kinetics was almost the same than
direct exchange, except for a constant factor on the t
scale.2 But indeed differences in points~i! and~ii ! can com-
pletely modify the kinetic pathway of the system. For e
ample, in the case of phase decomposition in highly sup
saturated solid solutions~i.e., with a spinodal decompositio
behavior!, the transient stages before the final coarsening

o
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gime differ with vacancy or Kawazaki mechanisms.4,30

In many MC simulations2–4,9,30 the activation barrier is
computed asDE5Ef in2Eini according to the classical Me
tropolis scheme~whereEf in andEini are the energies of th
system after and before the diffusion event!. However, this
rule has been developed to study the properties ofequilib-
rium states. To study the kinetics of a system which can
at the beginning of its evolution, very far from the equili
rium, it is more justified to compute the activation barri
according to the rate theory, i.e., withDE5Esp2Eini ~where
Esp is the energy of the system at the SP position. In
kinetic Ising model~KIM !, this is done by writingEsp

KIM

5(Ef in1Eini)/21Q, where theQ parameter is fitted on dif-
fusion data. In the present study, we have rather introdu
someei

sp binding energies at the SP position~as in Refs. 8, 7,
15, and 28!. Contrary to the KIM case, there is noa priori
dependence ofEsp and ofDE on the energy of thefinal state
Ef in . Moreover, we have seen that this model reproduces
migration barriers computed with the EAM potential. W
must emphazised that such differences in the diffusion ba
ers affect the ratio between the different jump frequenc
and hence the kinetic pathway.

One of the key issues of these MC studies is the influe
of the details of thediffusion mechanismson the balance
between two possible precipitatesgrowth processes:4,8,7,30~i!
the ‘‘emission and adsorption’’ of individualB monomers
~which is considered, for example, in the classical theory
nucleation or in the Lifschitz-Slyozov-Wagner theory
coarsening31!; ~ii ! the ‘‘direct coagulation’’ between mobile
precipitates~or ‘‘cluster reactions’’32!.

The competition between these two growth processes
pends on the details of the simulation in a complicated w
Fratzl and Penrose4,30 have been one of the first to addre
this issue: they have compared MC simulations with dif
sion by directA-B exchanges~Kawasaki mechanism! and by
vacancy jumps. With the MC parameter they used (eAA
5eBB and no vacancy-atom interactions!, they observed
emission-adsorption growth processes when usingA-B direct
exchanges whereas vacancy jumps lead to the coagulatio
small B clusters30 ~with eAA5eBB the vacancies are trappe
at the precipitate-matrix interfaces and the direct coagula
is actually favored!.

However, the elementary diffusion mechanism is not
only control parameter of the balance between the
growth processes. Indeed, for a vacancy jump mechan
Athèneset al.28 have shown that the correlation effects b
tween successive vacancy jumps and then the relative
bilities of small solute clusters in solid solutions are cons
erably affected by the ‘‘asymmetry parameter’’eAA2eBB . It
is then possible to modify the balance between emiss
adsorption and direct coagulation, keeping the same vaca
jump diffusion mechanism.

These effects have been recently further studied and
tionalized by Roussel and Bellon,6 who have emphasized th
role of vacancy trapping. By a suitable choice of the Mon
Carlo parameters (eAA ,eAB ,eBB , andeAV ,eBV if they exist!
the vacancy can be trapped in the precipitates, at
precipitate-matrix interfaces, or in the matrix. In the first tw
cases, as in the simulations of Fratzl and Penrose, the s
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precipitates are mobile and direct coagulation is obser
~the precipitation of Cu in Fe corresponds to this situatio!.
On the contrary in the latter case, the emission and ads
tion of monomers is the dominant growth process@as, for
example, during the precipitation of Co in Cu~Ref. 6!#.
Similar effects had been previously observed by Yaldram
Binder3 with very high vacancy concentrations (CV.0.04,
i.e., in a case where the vacancies affect not only the kine
of the A-B system, but its phase diagram too!.

Nevertheless, we have shown in this paper that ano
parameter controls the balance between the growth
cesses: the SP binding energies. Indeed, changing the sa
point energiesei

sp does not affect the fraction of time spe
by the vacancies in the various phases and interfaces~i.e., the
thermodynamic trapping effects!. However, during a given
time, a vacancy trapped—for example, at an interface—
perform a small number of slow jumps or a big number
fast ones: this effect~which can be simply controlled throug
ei

sp) modifies the mobility of small clusters and therefore t
balance between emission-adsorption and direct coagula

The approach proposed in this paper combines the ra
ity and simplicity of a RLM to the more realistic energet
description of an EAM potential. One of its advanges is th
all the parameters involved in the jump frequencies calcu
tions can be uniquely derived from the EAM potential, wh
it is usually impossible to find enough reliable experimen
data to determine all of them~see the Appendix!. As an ex-
ample, the experimental adjustment of the iron SP bind
energyeFe

sp as a function of the local configuration woul
require knowledge of the Fe and Cu diffusion coefficients
dilute Fe-Cu solid solutions of various compositions. To o
knowledge, such measurements are not yet available.

This method can be reasonably extended to other al
with small size effects~as is the case in the Fe-Cu system!,
where the interactions are short ranged. However, it may
be straightforwardly used in alloys with strong size effec
Indeed, Bocquet33 has found that in Au-Ni solid solutions
neither the stable configuration energies nor the migra
barriers could be reproduced with constant pair interacti
~or even with three- or four-body interactions!. For this kind
of alloy, Monte Carlo simulations with relaxation of th
atomic positions, both the stable and the saddle-point o
have to be performed, but they are much more time cons
ing than the method proposed in the present study. There
such MC simulations are limited to short times~they can
be used, for example, to compute tracer diffusi
coeffficients36!. The simulation of longer phenomena~such
as precipitation! in the presence of long-range elastic inte
actions remains possible, even with a vacancy mechan
but at the cost of the precise description of the activa
state.34

Of course it would be even better to useab initio calcu-
lations rather than empirical potentials. In the case of dil
Fe-Cu alloys the computation of the configurational energ
and especially of the various migration barriers, for at le
a few different configurations around the saddle-point po
tions, could become possible in the near future even
the magnetic properties of the iron make the method m
difficult.
3-12
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APPENDIX: COMPARISON WITH PREVIOUS MONTE
CARLO SIMULATIONS

In Ref. 15, Soisson, Barbu, and Martin already propose
Monte Carlo study of Cu precipitation ina-iron, based on a
similar diffusion model, but with stronger approximation
The main differences with the present study are the follo
ing.

~i! The parametrization procedure: in Ref. 15, the M
parameters~pair interaction energies, attempt frequencies,
binding energies! were not derived from an EAM potentia
but directly estimated from available experimental data
was impossible to geteCuCu on a bcc lattice using such
method: this parameter was then kept as a free paramet
fit some precipitation kinetics observed by electrical resis
ity measurements.35

~ii ! For the same reason, it was at that time difficult to g
the dependence of the SP binding energies on the l
atomic configuration from experimental diffusion data.eFe

sp

and eCu
sp were then kept as constant. Furthermore, the sa

value was chosen for Fe and iron (eFe
sp5eCu

sp 528.9 eV), in
order to give a good agreement with experimental s
diffusion and impurity diffusion coefficients.

As a result, by comparison with the present study t
former set of parameters~Table II! corresponds to~i! very
similar iron self-diffusion and copper impurity diffusion co
/

-

g.

for
i
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efficients; ~ii ! a slightly higher mixing energy (v5
20.18 eV instead ofv520.20 eV for the present simula
tions!: this implies a higher Cu solubility in Fe and a lowe
precipitation driving force;~iii ! almost identical Fe-Fe and
Fe-V pair interaction energies~which is quite normal since
the EAM potential of Ref. 16 has been fitted on the sa
cohesive energy and the same vacancy formation energ
iron used to fit the MC parameters of Ref. 15!; and ~iv! a
lower Cu-Cu pair interaction energy and then a larger
cancy formation energy in pure copper@EV

f or(Cu)
52.04 eV instead of 0.912 eV in our present work#.

This last point explains the main difference between
behaviors observed in our present work and in the simu
tions of Ref. 15: in the latter ones no vacancy trapping w
observed in the precipitates~the vacancy concentration wa
indeed higher in the pure iron matrix than in pure copp
precipitates!. On the other hand, because theeFeCu parameter
is higher thaneFeFe andeCuCu ~Table II!, a vacancy trapping
was observed at the Fe/Cu interfaces. But it was less imp
tant than in the present simulations and for small precipit
volume fraction it was not sufficient to lead to a significa
decrease of the vacancy concentration in the iron matrix@see
Fig. 9~b! of Ref. 15#. As a consequence theCV

MC(Fe)
51/L3 was constant in the simulation and the MC time h
only to be rescaled by a constant factor.

The precipitation kinetics obtained with the parameters
Ref. 15~dashed lines! are compared with those of the prese
work in Figs. 6 and 7: despite the stronger approximatio
and the differences in thermodynamics and kinetic prop
ties, it is found that the agreement with the kinetics observ
in the present simulations~with a configuration-dependen
SP binding energy, i.e., DSPE parameters! surprisingly good.
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35T.N. Lâe, A. Barbu, and F. Maury, Scr. Metall. Mater.26, 771

~1992!.
36J.L. Bocquet and C. Schmidt, Defect Diffus. Forum194-199, 145

~2001!.
37ECu

sol is the energy of a simulation box containing (N21) Fe
atoms and one substitutional Cu impurity minus the cohes
energy of (N21) Fe atoms in a perfect bcc crystal, minus t
cohesive energy of 1 Cu atom in a fcc crystal.

38The critical sizei * has been computed from the balance betwe
the precipitation driving force and the interfacial energy betwe
the matrix and precipitates, in the framework of the classi
theory of nucleation~CTN!. The link between these quantitie
and the MC parameters is explained in Ref. 7. However,
initial solid solution is highly supersaturated and the critical s
is very small (i * 51 for T5573 K andx53%,i * 52 for T
51000 K andx51%) and a small error in the estimation from
the CTN will not strongly affect the values ofNp ( i . i * ) and
^ i &.
3-14


