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Monte Carlo simulation of controlled impurity diffusion in semiconductors using split gates
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We propose an experiment, where impurity diffusion in a semiconductor layer during heat treatment, can be
controlled by a nonlinear potential produced by split gates. We approximated the nonlinear potential as a
parabola centered at the middle of the semiconductor layer; the impurities diffuse into the central region.
Starting with the phenomenological Arrhenius equation, we describe a simple model for the impurity diffusion,
and then perform Monte Carlo simulations to predict the impurity profile, for different parabolic constants and
impurity densities. The results show that charge builds up in the central area creating a long-range internal
electric field. The internal field at high doping levels, can be of sufficient strength to cause the broadening of
the impurity density profile. The width of the impurity profile can be controlled by the curvature of the
parabola, which in turn depends on the split-gate geometry and voltage.
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[. INTRODUCTION potential, the minimum energy point being the minima of the
external parabolic potential. We perform a 18ne dimen-
The fundamental physics of impurity diffusion in semi- siona) Monte Carlo simulation to determine the doping den-
conductors has great significance for technology, since it is &ty profile. The nonhomogeneous distribution of impurities
critical step in the fabrication of many devices. The impuri-give rise to an internal potential that resists the build up of
ties (either acceptors or dongrinize at high temperatures, charge in the locality of the minima of the external parabolic
then diffuse through the crystal. The empirical evidénce potential. The internal potential is calculated using the Pois-
shows impurity diffusion is well described by an Arrhenius SOn equation and the discrete nature of the impurities are
equation. There are many theofigsmore physical than ear- neglected. A more accurate discrete description of the inter-
lier simpler model$;® that explain the Arrhenius behavior. Nal potential suggests that large random potentials can occur
Recently, density-functional theory has been used to estimaféar the vicinity of a given impurity during diffusidi,we
diffusion activation energies, and reasonable agreement witdiscuss this point later in the paper. The ideas described
experiment has been obtain®dsiven the impurities are could be applied during device fabrication in the future, but
charged particles, an applied electric field will favor hoppingit is first necessary to successfully demonstrate the reality of
to the direction of lower potential** The use of electric controlled impurity diffusion.
fields to influence doping profiles goes back to the early days
of semiconductor science with the control of impurity diffu- II. A PROPOSED PILOT EXPERIMENT TO
sion in silicon and germaniuff~'* Recently, forced diffu- DEMONSTRATE CONTROLLED IMPURITY DIEFUSION
sion by strong electric field¥® has been employed in dia-
mond ton dope this material. It has been pointed out that The structure for the experiment is infinitely long in the
forced diffusion has the advantage over ion implantation as i€liréction whose cross section is schematically shown in Fig.
avoids damaging the crystal structure and allows diffusion tct- In they direction we have a series of semiconductor/oxide
take place at lower temperaturés® layers that produces a double barrier structure in the conduc-
In this paper we propose and model an experiment Whergon band. These Iayers have finite width of the order 30 nm
impurity density profiles are localized in a region of space inin the x direction. The oxide barriers define a central semi-
one dimension. The impurity diffusion is controlled using aconductor quantum wirévhich is initially evenlyn doped
nonlinear potentia| produced by Sp“t-gates_ A Sp”t_gateOf width 2L in they direction. There are metal Spllt gates
configuration® can produce an external potential with an ap-grown on top, separated by an oxide layer to prevent charge
proximate harmonic form in one dimension. Several splitflow into the semiconductor. The structure must rest on a
gates can be orientated to achieve impurity diffusion contropubstrate with a groove allowing the doped region in xhe
in further directioris). In principle, one is not restricted to direction to be exposed to the vacuum. Alternatively, the
using split gates, a square g&tmay be used that produces a Structure may be reorientated 180° and placed on a flat oxide

harmonic potential in two directions, or perhaps more intri-Substrate. The gates are kept at fixed equal volggend an
cate configurations can be employed. approximate parabolic potential is produced centered at the

The central equation of our model is an Arrhenius equamiddle of the semiconductor layer. The structure is heated
tion describing the diffusion process. The Arrhenius equatio@nd the donors ionize. The external voltagg,, in the y
is modified to include the position-dependent potential, todirection in the central semiconductor layer formed from the
derive the position-dependent hopping probabilities. The imsplit gates, shall be approximated as harmonic with the form
purities without the field have equal chance to hop in all
directions. The potential biases the hopping towards lower VexdY) =ay?, (1)
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tures and quickly as possible, leaving the controlled impurity
profile relatively undisturbed. The impurity profile will
largely determine thé-V (current-voltagg characteristics of

a particular device. The details and characteristics of possible
future devices or improved existing devices are beyond the
scope of this paper; we aim to theoretically demonstrate the
feasibility of controlled impurity diffusion.

% vice processing should take place at relatively low tempera-
split gates

protective oxide

30nm

lll. THE IMPURITY DIFFUSION
WITH A POSITION-DEPENDANT POTENTIAL

We first discuss the simplest case, impurities diffusing in
the absence of an external potential for when the impurity-
. oxide D semiconductor impurity Coulomb interaction is ignored. The model is later
modified to include the external potential as well as an ap-
FIG. 1. The schematic diagram of the proposed experiment. Weyroximation to the impurity-impurity interaction. We assume
show a cross section in they plane of a structure that extends to the impurities are reflected at the interfaces with the oxide.
infinity in the z direction. There are two oxide layers embedded in aThe gxide could be doped with a diffusion inhibiting element
crystalline semiconductor heterostructure layer with finite width i”such as nitrogen that retards boron diffusion in silicon,
the x direction. The oxide layers define a central semiconductor‘,jmd/Or the oxide could be polycrystalline. The diffusion
layer in they direction with width 2.. The metal split gates are through the oxide is assumed to be much slower than diffu-

separated from the semiconductor by a protective oxide layer tha§ion through the semiconductor crystal. In any case, it is not
prevents charge transfer to the semiconductor. The field effect pro-ecessary to assume reflection at the interfaces’ but we

duced by the gates produces a potential that has an approximat . . . . .
parabolic form in they direction centered in the middle of the thoose to ignore the details of diffusion through the oxide.

semiconductor layer. The separatidibetween the split gates, the We consider diffusion of impurities through interstitial sites.

heighth of the protective oxide layer, and the gate voltagecan However, th's IS _n_ot a necessary reql_,ll_rem_ent of_the experi-
be varied to tailor the curvature of the parabola. ment. The impurities hop from interstitial site to interstitial

site. The probability of hoppindV during the time interval

wherea is a constant. We have assumed the potential pro(-jt has the form

duced by the gates in the doped layer varies very little with _E
coordinate. This can be achieved with suitable gate and de- W=D, ex;{ k—_l_a)dt 2
vice dimensiong? The value of the constaatcan be altered B

by changes to the split-gate voltayg, the distanced be-  for kyT<E,, whereE, the activation energgthat represents
tween the split gates, and the heigif the protective oxide 4 potential barrier to impurity diffusiorand Dy is the diffu-
layers. sion constant. The hopping probability is equal in all direc-

The impurities are chosen such that the diffusion energyions, except at the interface where the particles are perfectly
barrier is low enough to let impurities diffuse with reason-reflected in they direction. In essence the diffusion problem
able time at the processing temperature. At high enough tems one dimensional, and can be described by a 1D Monte
peratures, impurities diffusing through interstitial and othercarlo simulation of a number of particles hopping in a finite-
mechanisms are suitable for the experiment. The externafized lattice with reflecting end points. The sites of the 1D
pOtential Inltla”y drives net Impurlty migration to the center lattice defines for our prob|em tlfwcoordinates of the im-
of the doped layer in thg direction. The electrons experi- purities. The 1D Monte Carlo simulation has been softéti
ence a force in the opposite direction compared to the posiand the particle probability density was found to have a
tive impurities. The conduction-band profile in thedirec-  Gaussian distribution that showed agreement with an ana-
tion resembles a “hill"” and electrons may tunnel through the|ytic solution of a continuum description of the diffusiéh.
oxide layers into the left and right semiconductor layers,  The electric field will modify Eq(2) so that the hopping
|eaVing the doped I’egion pOSitively Charged. The |rnpurr“e%)r‘obakn||tyWIJ between neighboring S|t99nd],
are free to move in th& andz directions within the crystal.
The sample is kept at constant temperatperhaps for sev- —E,—V;/2
eral hour$ until the impurity density profile has stabilized W;;=Do EXF{ ?) ;
and reached equilibrium. B

The oxide layers next to the doped semiconductor layewhere V;; is the total potential difference between lattice
are not necessary in the experiment, but their presence coutitesi andj. The potential difference¥; is the sum of the
be useful for device fabrication, post heat treatment. Thexternal fieldV,,. produced by the split gates and the inter-
sample could be exposed to a standard etchant to remove thal field V;,,; manifesting from a non homogeneous distribu-
oxide regions. The split gates can then be removed antion of impurities. We introduce an effective temperature-
source and drain can be grown next to the doped semicomependent timedr=Dg, exp(—E,/kgT)dt and we rewrite
ductor layer by CVD(chemical vapor depositionThe de- Eq. (3) in the form

oxide barriers

()
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where the hopping probability given that the field is nonlin-
ear is a function of position in thg direction. This added
complexity prevents an analytic solution of the diffusion ;§
problem and we must use Monte Carlo simulations to deter-g_
mine the doping profile. The internal potential produced byE 2000
the doping profile shall be calculated by ignoring the discrete§
nature of the impurities, we numerically solve the Poissong
equation, z

3000

1000
p(y)
VVin(y)=— e 5
wherep(y) is the charge density andis the static dielectric O 50 20 <10 0 10 20 a0 a0
constant of the material. We impose the boundary conditions Interstitial site

thatV;,;=0 andp(y)=0 for y— * . We ignore the bound-
ary effects in thex direction, the charge density is assumed to

var_l)_/honly Vé“?éhey _dblredctlo?. kes i he b ._cluded in the simulation. The external potential at the interface
e model described only takes into account the bare Irn\'/ext(L) produced by the split gates has the values 2.0(sdid

purity charg(_as, neglecting electron/hole screening effectﬁmes)’ 1.0 eV(crosse and 0.3 eV(boxes respectively.
The electronic charge has been smeared out throughout the

strcuture, to ensure charge neutrality of the system, thus al- . iquds2io i .
lowing a physical treatment of the Poisson equation. The'9 numerical techniquéS™to include a time-dependent ex-
Debye length at typical growth temperatures and carrier%emal. potenhal m_the coupled drift diffusion and Poisson
densities is much larger than the intersite distaic€he equations is not trivial.

electric field resulting from inhomogeneities in the electron/

FIG. 2. The graph of the number of impurities at each interstitial
site after a thousand time steps. The internal fiégl is not in-

hole density will be neglible for distances much .smaller than IV. NUMERICAL RESULTS
the Debye length, and can be neglected as in a previous
study of impurity diffusior?? The results are presented for a 1D lattice with 101 inter-

The exact steps in the Monte Carlo simulation are as folstitial sites with separation between sites fixed to 0.5431 nm.
lows. The first step involves placing a constant distributionWe set the dielectric constaet=11.4 the value for silicon.
of impurities at each site, we choose to place 500 impuritiedVe setr=0.37 andT =600 K to allow significant probability
per site. The second step involves calculating the internabf impurity hopping per unit time. We aim to show the gen-
potential to evaluate the total potential, to determine the leferal diffusion characteristics, a more detailed analysis can be
and right hopping probabilities for each site. The third stepperformed after experiments have been performed. In Fig. 2
involves generating a set of random numbers and then mowe show the impurity distribution after a thousand units of
ing the impurities. We repeat the second and third steps unttime for a range of values of the parabolic constant to pro-
the impurity density profile has convergéemains effec- duceV,,(L) between 2.0 and 0.3 eV, and we have ignored
tively static with timg. The simulation takes roughly 90 sec- the internal field. The impurity distribution has a Gaussian
onds on a Sun Ultra 5 machine. profile that becomes sharper with increased curvature of the

The Monte Carlo simulation allows considerable flexibil- external potential. In Fig. 3 we show how the impurity dif-
ity in modeling experiments. During device processing therdusion profile alter when we include the effects of the inter-
are usually many steps each at a particular temper&ture.nal field and set the initial impurity particle density to
These changes in temperature can be easily incorporated 9" cm™3, there is very little difference between the graphs,
the Monte Carlo simulation. Furthermore, processing mayhe internal field must be relatively weak.
not last long enough for the impurity profile to reach equi- In Fig. 4 we show how the impurity diffusion profile al-
librium, and the Monte Carlo simulation can predict with ters when we set the initial doping level to*¥0cm™3. The
reasonable accuracy these nonequilibrium doping profiles. leffect of the internal field is clearly significant, the impurity
addition, further impurities can be introduced during thedensity at the center has almost halved. The diffusion profile
simulation at a specified rate that can be time dependent, e best explained by comparing the time evolution of the
simulate impurities entering the sample from an impurityimpurity profile shown in Fig. 5 where the internal field is
source. ignored, with Fig. 6 where both internal and external poten-

In a future publicatioff we shall consider the case where tials are included. The internal field at=0 has a constant
the sample moves slowly relative to the split gates, to cleawalue since the charge density is constant, and does not alter
areas of semiconductor of unwanted impurities. The timehe left and right hopping probabilities. The impurity distri-
dependence of the external potential can be easily incorpdsutions are very similar at 50 time units, the doping density
rated in the Monte Carlo simulation. In comparison, extend-s still relatively constant, thus the internal potential is small.
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FIG. 3. The graph of the number of impurities at each interstitial  FIG. 5. The graph of the number of impurities at each interstitial
site after a thousand time steps. The internal fig}d is included in  site after a 5Gboxes, 100(crossey and 150(solid line) time steps.
the simulation. The doping density at the start of the simulation isThe internal fieldv;,; is not included in the simulation. The doping
set to 18”7 cm 3. The external potential at the interfatk, (L)  density at the start of the simulation is set to®l@m™3. The ex-
produced by the split gates has the values 2.0®#d lineg, 1.0  ternal potential at the interfacé,,(L)=2.0 eV.

eV (crossep and 0.3 eM(boxeg, respectively. . .
( g ( 9. resp y particles to flow out of the central region. The external po-

The impurities accelerated by the external field hop toward ential dominates the total field after a certain distance from
e center cause particle to flow into the central region. The

the_center O‘.c the I_attlce af‘d Chafge builds up _at the Ce”V% ux into the central region reaches equilibrium with the flux

regmn._The impurity density profile after 100 time steps Nout of the central region after several hundred time steps,
Fig. 5.'S| F:Iearly peakhed ﬁt the center. As a crc])nsequence tfus no net flow of impurities occurs and the impurity den-

potential is created that has a maximum at the center angy, nrofile has stabilized. The width of the doped region is
falls to zero towards the edges. The internal field, thereforeyatermined by the curvature of the parabola.

causes patrticle to hop out of the central area, thus the impu-

rity profile in Fig. 6 after 100 time steps is noticeably V. DISCUSSION

broader when compared W.ith 'Fig. 5. The intern'al pOtent.ial We have proposed an experiment to achieve controlled
dominates the total potential in the central region causing e ; ) X .
mpurity diffusion using split gates. We believe that experi-
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FIG. 4. The graph of the number of impurities at each interstitial  FIG. 6. The graph of the number of impurities at each interstitial
site after a thousand time steps. The internal fié}d is included in  site after a 5@boxes, 100(crossey and 150(solid line) time steps.
the simulation. The doping density at the start of the simulation isThe internal fieldV;,, is included in the simulation. The doping
set to 188 cm 3. The external potential at the interfabg,(L) density at the start of the simulation is set to the constant value of
produced by the split gates has the values 2.0®d lines, 1.0 10" cm 3. The external potential at the interfac¥,(L)
eV (crossey and 0.3 eM(boxes, respectively. =2.0 eV.
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ments are best performed for ionized impurities that diffusdevel can only be accurately found by a numerical study.
through the interstitial mechanism that has a much lower The ideas described here can be used to facilitate the mi-
activation energy than other diffusion mechanisms. We haveaturisation of devices such as the NMOS and PMOS which
described a purely phenomenological model that could bare vital components of computer chips. A set of split gates
verified by experiment. We calculated the internal field with-strategically orientated, can be employed to restricted donor
out taking into account the discrete nature of the charge disand acceptors in standard MOS devices, such that high fields
tribution. We believe this model accurately describes longcould produce sharp doping profiles, allowing further device
range impurity-impurity interactions. However, the true in- minaturisation. Furthermore, it could be advantageous to
ternal potential can contain large random potentials in théeave these split gates that are not necessary for device per-
vicinity of a given impurity caused by short range impurity formance, so that device degradatisach as contamination
interactions. The random potentials have a greater chance of the oxide layer could be reversed at a later date with a
occurring with increasing doping density, which may causecombination heat treatment and the field effect from the split
broadening of 5-doped layers after a critical doping gates.

density?! The random potential we expect for our system

will resist the t_)und up of charge drl\_/en by 'Fhe externa_l po- ACKNOWLEDGMENTS
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