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Monte Carlo simulation of controlled impurity diffusion in semiconductors using split gates
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We propose an experiment, where impurity diffusion in a semiconductor layer during heat treatment, can be
controlled by a nonlinear potential produced by split gates. We approximated the nonlinear potential as a
parabola centered at the middle of the semiconductor layer; the impurities diffuse into the central region.
Starting with the phenomenological Arrhenius equation, we describe a simple model for the impurity diffusion,
and then perform Monte Carlo simulations to predict the impurity profile, for different parabolic constants and
impurity densities. The results show that charge builds up in the central area creating a long-range internal
electric field. The internal field at high doping levels, can be of sufficient strength to cause the broadening of
the impurity density profile. The width of the impurity profile can be controlled by the curvature of the
parabola, which in turn depends on the split-gate geometry and voltage.

DOI: 10.1103/PhysRevB.65.075308 PACS number~s!: 66.30.Jt, 61.72.Tt
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I. INTRODUCTION

The fundamental physics of impurity diffusion in sem
conductors has great significance for technology, since it
critical step in the fabrication of many devices. The impu
ties ~either acceptors or donors! ionize at high temperatures
then diffuse through the crystal. The empirical eviden1

shows impurity diffusion is well described by an Arrheni
equation. There are many theories2–4 more physical than ear
lier simpler models,5–8 that explain the Arrhenius behavio
Recently, density-functional theory has been used to estim
diffusion activation energies, and reasonable agreement
experiment has been obtained.9 Given the impurities are
charged particles, an applied electric field will favor hoppi
to the direction of lower potential.10,11 The use of electric
fields to influence doping profiles goes back to the early d
of semiconductor science with the control of impurity diff
sion in silicon and germanium.12–14 Recently, forced diffu-
sion by strong electric fields15,16 has been employed in dia
mond ton dope this material. It has been pointed out th
forced diffusion has the advantage over ion implantation a
avoids damaging the crystal structure and allows diffusion
take place at lower temperatures.17,18

In this paper we propose and model an experiment wh
impurity density profiles are localized in a region of space
one dimension. The impurity diffusion is controlled using
nonlinear potential produced by split-gates. A split-ga
configuration19 can produce an external potential with an a
proximate harmonic form in one dimension. Several s
gates can be orientated to achieve impurity diffusion con
in further direction~s!. In principle, one is not restricted t
using split gates, a square gate20 may be used that produces
harmonic potential in two directions, or perhaps more in
cate configurations can be employed.

The central equation of our model is an Arrhenius eq
tion describing the diffusion process. The Arrhenius equat
is modified to include the position-dependent potential,
derive the position-dependent hopping probabilities. The
purities without the field have equal chance to hop in
directions. The potential biases the hopping towards lo
0163-1829/2002/65~7!/075308~5!/$20.00 65 0753
a
-

te
ith

s

t
it
o

re

e
-
it
l

-

-
n
o
-

ll
r

potential, the minimum energy point being the minima of t
external parabolic potential. We perform a 1D~one dimen-
sional! Monte Carlo simulation to determine the doping de
sity profile. The nonhomogeneous distribution of impuriti
give rise to an internal potential that resists the build up
charge in the locality of the minima of the external parabo
potential. The internal potential is calculated using the Po
son equation and the discrete nature of the impurities
neglected. A more accurate discrete description of the in
nal potential suggests that large random potentials can o
near the vicinity of a given impurity during diffusion,21 we
discuss this point later in the paper. The ideas descri
could be applied during device fabrication in the future, b
it is first necessary to successfully demonstrate the realit
controlled impurity diffusion.

II. A PROPOSED PILOT EXPERIMENT TO
DEMONSTRATE CONTROLLED IMPURITY DIFFUSION

The structure for the experiment is infinitely long in thez
direction whose cross section is schematically shown in F
1. In they direction we have a series of semiconductor/ox
layers that produces a double barrier structure in the cond
tion band. These layers have finite width of the order 30
in the x direction. The oxide barriers define a central sem
conductor quantum wire~which is initially evenlyn doped!
of width 2L in the y direction. There are metal split gate
grown on top, separated by an oxide layer to prevent cha
flow into the semiconductor. The structure must rest on
substrate with a groove allowing the doped region in thx
direction to be exposed to the vacuum. Alternatively, t
structure may be reorientated 180° and placed on a flat o
substrate. The gates are kept at fixed equal voltageVg and an
approximate parabolic potential is produced centered at
middle of the semiconductor layer. The structure is hea
and the donors ionize. The external voltageVext in the y
direction in the central semiconductor layer formed from t
split gates, shall be approximated as harmonic with the fo

Vext~y!5ay2, ~1!
©2002 The American Physical Society08-1
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wherea is a constant. We have assumed the potential p
duced by the gates in the doped layer varies very little witx
coordinate. This can be achieved with suitable gate and
vice dimensions.19 The value of the constanta can be altered
by changes to the split-gate voltageVg , the distanced be-
tween the split gates, and the heighth of the protective oxide
layers.

The impurities are chosen such that the diffusion ene
barrier is low enough to let impurities diffuse with reaso
able time at the processing temperature. At high enough t
peratures, impurities diffusing through interstitial and oth
mechanisms are suitable for the experiment. The exte
potential initially drives net impurity migration to the cent
of the doped layer in they direction. The electrons exper
ence a force in the opposite direction compared to the p
tive impurities. The conduction-band profile in they direc-
tion resembles a ‘‘hill’’ and electrons may tunnel through t
oxide layers into the left and right semiconductor laye
leaving the doped region positively charged. The impurit
are free to move in thex andz directions within the crystal.
The sample is kept at constant temperature~perhaps for sev-
eral hours! until the impurity density profile has stabilize
and reached equilibrium.

The oxide layers next to the doped semiconductor la
are not necessary in the experiment, but their presence c
be useful for device fabrication, post heat treatment. T
sample could be exposed to a standard etchant to remov
oxide regions. The split gates can then be removed
source and drain can be grown next to the doped semi
ductor layer by CVD~chemical vapor deposition!. The de-

FIG. 1. The schematic diagram of the proposed experiment.
show a cross section in thex-y plane of a structure that extends
infinity in the z direction. There are two oxide layers embedded i
crystalline semiconductor heterostructure layer with finite width
the x direction. The oxide layers define a central semiconduc
layer in they direction with width 2L. The metal split gates are
separated from the semiconductor by a protective oxide layer
prevents charge transfer to the semiconductor. The field effect
duced by the gates produces a potential that has an approxi
parabolic form in they direction centered in the middle of th
semiconductor layer. The separationd between the split gates, th
heighth of the protective oxide layer, and the gate voltageVg can
be varied to tailor the curvature of the parabola.
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vice processing should take place at relatively low tempe
tures and quickly as possible, leaving the controlled impu
profile relatively undisturbed. The impurity profile wil
largely determine theI -V ~current-voltage! characteristics of
a particular device. The details and characteristics of poss
future devices or improved existing devices are beyond
scope of this paper; we aim to theoretically demonstrate
feasibility of controlled impurity diffusion.

III. THE IMPURITY DIFFUSION
WITH A POSITION-DEPENDANT POTENTIAL

We first discuss the simplest case, impurities diffusing
the absence of an external potential for when the impur
impurity Coulomb interaction is ignored. The model is lat
modified to include the external potential as well as an
proximation to the impurity-impurity interaction. We assum
the impurities are reflected at the interfaces with the oxi
The oxide could be doped with a diffusion inhibiting eleme
such as nitrogen that retards boron diffusion in silico
and/or the oxide could be polycrystalline. The diffusio
through the oxide is assumed to be much slower than di
sion through the semiconductor crystal. In any case, it is
necessary to assume reflection at the interfaces, but
choose to ignore the details of diffusion through the oxid
We consider diffusion of impurities through interstitial site
However, this is not a necessary requirement of the exp
ment. The impurities hop from interstitial site to interstiti
site. The probability of hoppingW during the time interval
dt has the form

W5D0 expS 2Ea

kBT Ddt ~2!

for kBT!Ea , whereEa the activation energy~that represents
a potential barrier to impurity diffusion! andD0 is the diffu-
sion constant. The hopping probability is equal in all dire
tions, except at the interface where the particles are perfe
reflected in they direction. In essence the diffusion proble
is one dimensional, and can be described by a 1D Mo
Carlo simulation of a number of particles hopping in a finit
sized lattice with reflecting end points. The sites of the
lattice defines for our problem they coordinates of the im-
purities. The 1D Monte Carlo simulation has been solved23,24

and the particle probability density was found to have
Gaussian distribution that showed agreement with an a
lytic solution of a continuum description of the diffusion.22

The electric field will modify Eq.~2! so that the hopping
probability Wi j between neighboring sitesi and j,

Wi j 5D0 expS 2Ea2Vi j /2

kBT Ddt, ~3!

where Vi j is the total potential difference between lattic
sites i and j. The potential differencesVi j is the sum of the
external fieldVext produced by the split gates and the inte
nal fieldVint manifesting from a non homogeneous distrib
tion of impurities. We introduce an effective temperatur
dependent timedt5D0 exp(2Ea /kBT)dt and we rewrite
Eq. ~3! in the form
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Wi j 5D0 expS Vi j

2kBTDdt, ~4!

where the hopping probability given that the field is nonl
ear is a function of position in they direction. This added
complexity prevents an analytic solution of the diffusio
problem and we must use Monte Carlo simulations to de
mine the doping profile. The internal potential produced
the doping profile shall be calculated by ignoring the discr
nature of the impurities, we numerically solve the Poiss
equation,

¹2Vint~y!52
r~y!

e
, ~5!

wherer(y) is the charge density ande is the static dielectric
constant of the material. We impose the boundary conditi
thatVint50 andr(y)50 for y→6`. We ignore the bound-
ary effects in thex direction, the charge density is assumed
vary only with they direction.

The model described only takes into account the bare
purity charges, neglecting electron/hole screening effe
The electronic charge has been smeared out throughou
strcuture, to ensure charge neutrality of the system, thus
lowing a physical treatment of the Poisson equation. T
Debye length at typical growth temperatures and carr
densities is much larger than the intersite distance.25 The
electric field resulting from inhomogeneities in the electro
hole density will be neglible for distances much smaller th
the Debye length, and can be neglected as in a prev
study of impurity diffusion.21

The exact steps in the Monte Carlo simulation are as
lows. The first step involves placing a constant distribut
of impurities at each site, we choose to place 500 impuri
per site. The second step involves calculating the inte
potential to evaluate the total potential, to determine the
and right hopping probabilities for each site. The third s
involves generating a set of random numbers and then m
ing the impurities. We repeat the second and third steps u
the impurity density profile has converged~remains effec-
tively static with time!. The simulation takes roughly 90 se
onds on a Sun Ultra 5 machine.

The Monte Carlo simulation allows considerable flexib
ity in modeling experiments. During device processing th
are usually many steps each at a particular temperatu26

These changes in temperature can be easily incorporate
the Monte Carlo simulation. Furthermore, processing m
not last long enough for the impurity profile to reach eq
librium, and the Monte Carlo simulation can predict wi
reasonable accuracy these nonequilibrium doping profiles
addition, further impurities can be introduced during t
simulation at a specified rate that can be time dependen
simulate impurities entering the sample from an impur
source.

In a future publication27 we shall consider the case whe
the sample moves slowly relative to the split gates, to cl
areas of semiconductor of unwanted impurities. The ti
dependence of the external potential can be easily inco
rated in the Monte Carlo simulation. In comparison, exte
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ing numerical techniques28,29to include a time-dependent ex
ternal potential in the coupled drift diffusion and Poiss
equations is not trivial.

IV. NUMERICAL RESULTS

The results are presented for a 1D lattice with 101 int
stitial sites with separation between sites fixed to 0.5431
We set the dielectric constante511.4 the value for silicon.
We sett50.37 andT5600 K to allow significant probability
of impurity hopping per unit time. We aim to show the ge
eral diffusion characteristics, a more detailed analysis can
performed after experiments have been performed. In Fi
we show the impurity distribution after a thousand units
time for a range of values of the parabolic constant to p
duceVext(L) between 2.0 and 0.3 eV, and we have ignor
the internal field. The impurity distribution has a Gaussi
profile that becomes sharper with increased curvature of
external potential. In Fig. 3 we show how the impurity d
fusion profile alter when we include the effects of the inte
nal field and set the initial impurity particle density t
1017 cm23, there is very little difference between the graph
the internal field must be relatively weak.

In Fig. 4 we show how the impurity diffusion profile al
ters when we set the initial doping level to 1018 cm23. The
effect of the internal field is clearly significant, the impuri
density at the center has almost halved. The diffusion pro
is best explained by comparing the time evolution of t
impurity profile shown in Fig. 5 where the internal field
ignored, with Fig. 6 where both internal and external pote
tials are included. The internal field att50 has a constan
value since the charge density is constant, and does not
the left and right hopping probabilities. The impurity distr
butions are very similar at 50 time units, the doping dens
is still relatively constant, thus the internal potential is sma

FIG. 2. The graph of the number of impurities at each intersti
site after a thousand time steps. The internal fieldVint is not in-
cluded in the simulation. The external potential at the interfa
Vext(L) produced by the split gates has the values 2.0 eV~solid
lines!, 1.0 eV~crosses!, and 0.3 eV~boxes! respectively.
8-3
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The impurities accelerated by the external field hop towa
the center of the lattice and charge builds up at the cen
region. The impurity density profile after 100 time steps
Fig. 5 is clearly peaked at the center. As a consequen
potential is created that has a maximum at the center
falls to zero towards the edges. The internal field, therefo
causes particle to hop out of the central area, thus the im
rity profile in Fig. 6 after 100 time steps is noticeab
broader when compared with Fig. 5. The internal poten
dominates the total potential in the central region caus

FIG. 3. The graph of the number of impurities at each intersti
site after a thousand time steps. The internal fieldVint is included in
the simulation. The doping density at the start of the simulation
set to 1017 cm23. The external potential at the interfaceVext(L)
produced by the split gates has the values 2.0 eV~solid lines!, 1.0
eV ~crosses!, and 0.3 eV~boxes!, respectively.

FIG. 4. The graph of the number of impurities at each intersti
site after a thousand time steps. The internal fieldVint is included in
the simulation. The doping density at the start of the simulation
set to 1018 cm23. The external potential at the interfaceVext(L)
produced by the split gates has the values 2.0 eV~solid lines!, 1.0
eV ~crosses!, and 0.3 eV~boxes!, respectively.
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particles to flow out of the central region. The external p
tential dominates the total field after a certain distance fr
the center cause particle to flow into the central region. T
flux into the central region reaches equilibrium with the fl
out of the central region after several hundred time ste
thus no net flow of impurities occurs and the impurity de
sity profile has stabilized. The width of the doped region
determined by the curvature of the parabola.

V. DISCUSSION

We have proposed an experiment to achieve contro
impurity diffusion using split gates. We believe that expe

l

s
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s

FIG. 5. The graph of the number of impurities at each intersti
site after a 50~boxes!, 100~crosses!, and 150~solid line! time steps.
The internal fieldVint is not included in the simulation. The dopin
density at the start of the simulation is set to 1018 cm23. The ex-
ternal potential at the interfaceVext(L)52.0 eV.

FIG. 6. The graph of the number of impurities at each intersti
site after a 50~boxes!, 100~crosses!, and 150~solid line! time steps.
The internal fieldVint is included in the simulation. The dopin
density at the start of the simulation is set to the constant valu
1018 cm23. The external potential at the interfaceVext(L)
52.0 eV.
8-4
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ments are best performed for ionized impurities that diffu
through the interstitial mechanism that has a much low
activation energy than other diffusion mechanisms. We h
described a purely phenomenological model that could
verified by experiment. We calculated the internal field wi
out taking into account the discrete nature of the charge
tribution. We believe this model accurately describes lo
range impurity-impurity interactions. However, the true i
ternal potential can contain large random potentials in
vicinity of a given impurity caused by short range impuri
interactions. The random potentials have a greater chanc
occurring with increasing doping density, which may cau
broadening of d-doped layers after a critical dopin
density.21 The random potential we expect for our syste
will resist the build up of charge driven by the external p
tential, and will broaden the impurity profile. We believ
however, the trends predicted in our model are correct,
the inclusion of the random potentials shall be a further
finement of the model. The random potentials shall only
important after a certain critical doping density, this dopi
s-

il

y-
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level can only be accurately found by a numerical study.
The ideas described here can be used to facilitate the

naturisation of devices such as the NMOS and PMOS wh
are vital components of computer chips. A set of split ga
strategically orientated, can be employed to restricted do
and acceptors in standard MOS devices, such that high fi
could produce sharp doping profiles, allowing further dev
minaturisation. Furthermore, it could be advantageous
leave these split gates that are not necessary for device
formance, so that device degradation~such as contamination
of the oxide layer! could be reversed at a later date with
combination heat treatment and the field effect from the s
gates.
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