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Effects of a dipolar field in the spin dynamics of a Fermi liquid

P. L. Krotkov*
L. D. Landau Institute for Theoretical Physics, Russian Academy of Sciences, 2 Kosygina st., 117334 Moscow, Russia

V. P. Mineev†
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We study the spin dynamics of a normal Fermi liquid taking into account the demagnetizing field produced
by the spin system itself. Linear solutions of the spin dynamics equations in the form of standing spin waves
in a finite volume of liquid are found. At almost all known experimental conditions the influence of demag-
netizing field can be satisfactorily described by the first order of perturbation theory. We carried out perturba-
tional calculations for two geometries of experimental cell—spherical and finite cylindrical. We performed also
exact numerical simulations of the spin-wave spectra in a spherical cell at an arbitrary strength of the demag-
netizing field. The obtained results are applied in particular to conditions of recent experiment@G. Vermeulen
and A. Roni, Phys. Rev. Lett.86, 248 ~2001!# related to the problem of zero-temperature transverse relaxation
in a polarized Fermi liquid. We found that not taking into account the demagnetizing field leads to negligible
errors in the measured relaxation time, thus supporting the conclusion of the absence of zero-temperature
spin-wave damping.
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I. INTRODUCTION

The spin dynamics of a strongly spin-polarized norm
Fermi liquid still captures appreciable theoretical and exp
mental interest. Among the main questions here is whe
the transverse~i.e., in a direction perpendicular to the exte
nal field! magnetization excitations are damped at zero te
perature.

Polarizing a Fermi liquid creates a gap;\gM /xn be-
tween the two Fermi energies for spins up and down. Herg
is the gyromagnetic ratio of3He nuclei andxn is the suscep-
tibility of the liquid. Meyerovich has pointed out1 that the
existence of the gap leads to a nonconventional tempera
dependence of the transverse relaxation time,}(T21Ta

2)21,
whereTa is of the order of the gap, and therefore to a dam
ing of the transverse excitations even at zero temperat
This idea has been pursued in several theoretical pape2–4

and was contested recently by Fomin,5 who argued that the
conclusion of existence of zero-temperature attenuatio
drawn from the wrong premises about the ground state
polarized Fermi liquid, viz., from treating the quasiparticl
between two Fermi levels as excitations. Whereas as lon
the polarization of the liquid is conserved, these partic
should be considered as an inalienable part of the gro
state.

Curiously, a similar discussion arose in mesoscopic ph
ics where a poorly argued concept of finite dephasing tim
T50 has been developed6 and contested.7,8

The results of the measurements of the spin diffusion
efficients by spin-echo experiments in pure3He ~Refs. 9 and
10! and in solutions of3He in 4He ~Refs. 11 and 12! with a
0163-1829/2002/65~5!/054301~23!/$20.00 65 0543
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spin polarization of a few percent revealed a finite value
Ta in a qualitative agreement with the zero-attenuation c
cept. But the observedTa were several times greater than th
theoretical estimations in Refs. 2–4. On the contrary,
recent measurements of linear spin-wave damping in di
3He at even higher polarizations13 are in agreement with
Fomin’s theory (Ta50), although the upper limit for a finite
Ta set by this experiment~due to the error bars! does not
allow one to rule out completely the existing theory of zer
temperature spin-wave damping.

A coherent theory of strongly polarized Fermi liquid
based on a properly defined ground state is lacking. On
other hand, a proper interpretation of the experimental d
for a strongly polarized liquid is itself nontrivial.

The point is that the magnetic field acting on the spins
a liquid is conventionally supposed to equal the external fi
He. In reality the field inside a specimen is well known
differ from He due to the shape-dependent demagnetiz
field proportional to the magnetization. An oscillating ma
netization thus acts back on itself via the demagnetizing~or
dipolar! field. This phenomenon manifests itself as magne
static waves in ferrimagnets theoretically described
Kittel14 and Walker.15 Walker originally showed that if the
magnetizationM is supposed to obey the Larmor precess
around the internal magnetic fieldH i ,

~] t1gH i3 !M50, ~1!

then becauseM and H i are related through Maxwell equa
tions, they can self-consistently oscillate only with certa
frequencies localized in the range;2pgM near the Larmor
frequency.
©2002 The American Physical Society01-1
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In an interacting Fermi liquid Eq.~1! should be replaced
with the Leggett system of equations. In the linear appro
mation, solutions of this system are standing spin-wa
modes with the widths proportional to the transverse rel
ation time. So study of the behavior of the widths of t
modes with temperature is one of the possible ways to de
the zero-temperature transverse attenuation.

For weakly polarizedliquids the effects of the demagne
tizing field can be discarded. But it is preferable to ha
strong polarizationsin order to increase the predicted tem
peratures of the attenuation onset. So the effect of polar
tion has to be taken into consideration for the proper in
pretation of the spectra. On the other hand, at sufficie
strong polarizations one can expect considerable chang
the Leggett description of the Fermi-liquid spin dynamics.
particular, due to the presence of two Fermi surfaces
double set of the Fermi-liquid parameters must enter
theory. We will use Leggett equations assuming that they
still valid when the share of polarized nuclei of the liqu
does not surpass;10%.

To include dipolar field we have chosen to write out t
dipolar part of the internal fieldH i explicitly as an integral of
the magnetization, this integral being a general solution
Maxwell differential equations with Maxwell boundary con
ditions. Thus we work with a closed integro-differenti
equation directly on the magnetization.

A short review of other possible methods is done in
Discussion section.

We start directly from the generalized Leggett equatio
and study the effects of the demagnetizing field coheren
We specialize to the case of linear spin waves, setting s
echo experiments aside.

A full-blown study including numerical calculations i
done only for a spherical shape. For a finite cylinder as w
as for a sphere we also calculated the changes to the sp
by the demagnetizing field using perturbation theory.

Our results show that the demagnetizing field introdu
small corrections~about 4%) to the value of the low
temperature transversal relaxation rate experimentally de
mined by Vermeulen and Roni.13 Hence, the main conclusio
of Ref. 13 about the absence of zero-temperature spin-w
damping is supported.

The paper is organized as follows. Sections II and III fo
the basis needed to comprehend the authors’ point of view
Sec. II we show how to include the dipolar field in the sta
dard Leggett equations and how to linearize the resul
obtain an equation for spin waves subject to both excha
and demagnetizing fields.

In Sec. III as the simplest application of the theory dev
oped we find corrections to the spin-wave spectra in a fi
cylinder in the first order of perturbation theory. At the end
Sec. III we find dipolar limitations on the correct determin
tion of the transverse relaxation time from the conventio
interpretation of the spectra.

The next section, Sec. IV, contains a similar first-ord
perturbational estimation of the dipolar-field corrections
the spin waves spectra in a spherical container.
05430
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The results for a sphere are compared to numerical si
lations carried out in Sec. V, where we also calculate sp
wave spectra in the regimes of intermediate and strong
magnetizing fields.

In the last section, Sec. VI, we discuss conclusions.

II. STATEMENT OF THE PROBLEM

A. Basic equations

The spin dynamics of a Fermi liquid is described by t
Leggett coupled system of two partial differential equatio
on the local magnetizationM (r ,t) and its currentJi(r ,t),16

~] t1gB3 !M1] iJi50, ~2!

~] t1gB3 !Ji1
w2

3
] i~M2M0!1k

g

xn
M3Ji52

Ji

t1
.

~3!

Here B is the flux density inside the sample,17 w2 the
renormalized Fermi velocityw25vF

2(11F0
a)(11F1

a/3) and
t1 the renormalized relaxation timet15t/(11F1

a/3). Here
F0

a andF1
a are the coefficients of expansion of the antisy

metric part of the Fermi-liquid interaction in the spheric
harmonics. The equilibrium magnetization is

M05xnH i , ~4!

whereH i5B24pM is the internal field.
The spin dynamics equations of a Fermi liquid reduce

the form ~2! and ~3! in either of the regimes—collisionles
C@1 or hydrodynamicC!1, where the regime parameter

C5k~gHi !~M /M0!t1 . ~5!

The factorM /M0 accounts for the possibility of the polar
ization M being higher than the equilibrium valueM0—in
experiments13,18 M /M0 varied from 1 to 5.

The condition of applicability of the Leggett equations16

is that the characteristic scale of spatial inhomogeneityj be
greater than the quasiparticle mean free pathvFt or the mag-
netic lengthvFt/C, which one is the shorter,

j@min$vFt,vFt/C%. ~6!

In the collisionless regime (C@1) the magnetic length
vFt/C is the shorter and thus should be smaller thanj.
While in the hydrodynamic regime (C!1) the spatial scale
j should exceed the mean free pathvFt.

Equation~3! contains the torque due to thelocal molecu-
lar field kM (r ,t)/xn acting on currentJi(r ,t). The combina-
tion of the Fermi-liquid constantsF0

a andF1
a ,

k5

1
3 F1

a2F0
a

11F0
a

, ~7!

measures the strength of the exchange interaction. It vani
when turning the exchange off.

Leggett originally16 considered the case of a weakly p
larized sample, whereinB5He—the external magnetic field
at infinity. Generally, the relation betweenB andHe is to be
1-2
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EFFECTS OF A DIPOLAR FIELD ON THE SPIN . . . PHYSICAL REVIEW B65 054301
determined from the conventional boundary value probl
of solving the magnetostatic equations in a nonconduc
medium,

3H50, B50, ~8!

with Maxwell boundary conditions of the continuity ofBn
and Ht at the boundary of the sample and ofH→He at in-
finity. In Eqs. ~8!,

H5B24pM . ~9!

A general formal solution of Eqs.~8! and ~9! satisfying
the appropriate boundary conditions is19

H5He1Hdip , ~10!

where

Hdip~r !5S E M ~r 8!

ur2r 8u
d3r 8D ~11!

is called the dipolar field. It is straightforward to verify th
Eqs.~10! and ~9! are indeed the solution in the whole spa
with the help of

]2ur2r 8u21524pd~r2r 8!. ~12!

M in its turn has to be found from the Leggett equatio
~2! and ~3!. Therefore, the closed system of integr
differential Equations~2!, ~3!, and ~9!–~11! completely de-
scribes normal Fermi-liquid electrodynamics with the effe
of both inhomogeneity and the demagnetizing field tak
into account.

Inside the sample the fieldH from Eq. ~10! is called
H i—the internal magnetic field. The difference between
ternal field at infinityHe andH i is usually denoted as

H i2He524pn̂@M #, ~13!

where the~tensor! operatorn̂, acting by the rule

n̂@M #52
1

4p
S E

V

M ~r 8!

ur2r 8u
d3r 8D , ~14!

is called demagnetizing operator. Let us agree to denot
operator with a caret over a letter and a tensor with an

derlined letter. The demagnetizing tensor operatornÎ is spe-
cific to the shape of the sample, over volume of which
integration in Eq.~14! is taken, and generally is coordina
dependent. It only reduces to the tensor of constant dem
netizing coefficientsn when acting on spatially homoge
neous distributions in ellipsoidal samples~including limiting
cases of a slab and an infinite cylinder!.

B. Static magnetization distribution

In a linear spin wave the magnetization rotates with
small amplitudem around its~large! stable valueM in a
static external magnetic fieldHe5Heẑ.
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Consider a general static (] tM50,Ji50) case. In order
for Ji50 there should be

] i~M2M0!50 ~15!

and then for] tM50 the magnetization should be local
directed alongH i :

M ~r !5xnA~r !H i~r !. ~16!

The functionA(r ) must be such thatM (r ) satisfies Eq.~15!.
This imposes restrictions on the spatial dependence ofA(r ),
but leavesA(0) arbitrary.

So there exists continuum of static nonequilibrium ma
netization distributions numbered byA[A(0). It is this A
which is represented asM /M0 in Table I.

In equilibrium ~4!, A(r )[1.
To find a form of a nonequilibrium static magnetizatio

distribution, we shall use the smallness ofxn . For pure3He,
the magnetic susceptibility is

xn5\2g2N0/2~11F0
a!;1027, ~17!

whereN05m* kF/2p2\2 is the density of states on the Ferm
surface. For3He-4He mixturesxn is less, proportional to
kF}A3 x, wherex is the concentration of3He atoms in the
mixture.

Substituting Eq.~16! into Eq. ~13! yields

H i~r !5He~r !24pxnn̂@A~r !He~r !#1O~xn
2!. ~18!

For the reasons that will become clear below the exter
magnetic field is taken almost constant, with a small gradi
along its direction

He~r !5He~11z¹vL /vL!. ~19!

The presence of the field gradients in the perpendicular
rections, necessary for the fulfillment of the conditionHe

50, is inessential for the following discourse.
From Eq. ~15! it then follows that ¹A5(1

2A)¹vL /vL ; i.e., the spatial inhomogeneity ofA(r )5A
1z¹A has the same smallness.

Leaving in Eq.~18! only the first-order terms in eitherxn
or z¹vL /vL , we have

gH i5~vL1z¹vL!ẑ2vMn̂@ ẑ#. ~20!

Here

vL5gHe ~21!

is the Larmor frequency and

vM54pgM54pxnAvL ~22!

is the frequency corresponding to magnetization.nÎ @ ẑ# is
generally a coordinate-dependent vector. For ellipsoi
samples it reduces tonI ẑ. If one of the principal axes of the
ellipsoid ~which are also the principal axes of the demagn
tizing coefficients tensornI ) coincides withẑ, we havenI ẑ

5 ẑn(z), wheren(z) is thezth demagnetizing coefficient. E.g
for a spheren(z)5 1

3 , for a plane-parallel slab with the edge
1-3
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P. L. KROTKOV, V. P. MINEEV, AND G. A. VERMEULEN PHYSICAL REVIEW B65 054301
TABLE I. Comparison of the conditions of different spin-wave experiments~Refs. 13, 20, 18, and 21! in pure 3He and in solutions of
3He in 4He. From left to right:~i! The concentrationx of 3He atoms in mixtures~for pure 3He not given!. ~ii ! The static magnetizationM
in the units of the equilibrium magnetizationM0, Eq.~4!, in the external field; different from 1 only in Refs. 13 and 18; see the text for m
explanation.~iii ! The Larmor frequencyvL/2p, wherevL5gHe. ~iv! The gradient¹He5¹vL /g of external field.~v! The mean distance
between modesj¹vL in the units of frequency,j being the characteristic spatial distance~49!—the wavelength of Airy type spin wave.~vi!
vM54pgM—a characteristic of the static demagnetizing field.~vii ! The radiusR for a box this is half-size; for factually used cylinders
is also roughly the half-height.~viii !–~x! The three parameters entering the Hamiltonian~81! used for simulations of the eigenvalue proble
in a spherical cell, (j/R)3 and vM/2R¹vL , give the relative importance correspondingly of the exchange molecular field and o
demagnetizing field to the gradient of the external field; in a box these parameters lack strict meaning and are presented here in p
only for an estimate;C is the regime parameter~5! at the temperature shown for each experiment in the left column.~xi! The dipolar
parameter~87! ~cylinder and box! or ~88! ~sphere! @more exactly, their more accurate equivalents~56! and~60!, respectively#; if it is much
smaller than unity, it signifies that perturbation theory can be applied at the conditions of the experiment. The input parameter
calculations come from various sources~Ref. 22!.

Concen- Magneti- Larmor Field Modes Dipolar
tration zation frequency gradient distance paramet

x M

M0

vL

2p

¹He j¹vL

2p

vM

2p

R j

R
C vM

2R¹vL

~87! or ~88!

Parameters
and units (1023) ~MHz! ~G/sm! ~Hz! ~Hz! ~mm! (31023) (31023) (31023)

Pure 3He in a 1 1 2 122 0.48 ~189! 3.7 ~0.37! 1.17
rectangular boxa - 1 2 2 97 0.97 1 ~150! 7.3 ~0.74! 2.5
T51 mK 1 4 2 77 1.93 ~119! 14.6 ~1.49! 5.5
3He-4He in a sphereb 1.82 1 258 3.62 60 9.2 0.4 133 2.5 10.1 38
T520 mK 0.63 1 258 2.01 30 3.9 0.6 77 3 4.95 28
3He-4He in a 1 78.4 23.5 121 9.7 18.1 73
hemispherec 2 36.2 47.0 96 19 36.3 173
T520 mK 93 3 341 4 54.4 70.6 0.5 84 29 54.4 288

4 49.4 94.1 76 39 72.5 413
Pure 3He in 1 21.9 241 6.6 2.3 36 252
a finite 2 17.4 482 5.2 4.5 73 532
cylinderc - 3 312 5.1 15.2 723 2.0 4.6 6.8 109 809
T520 mK 4 13.8 963 4.2 9.1 146 1099

5 12.8 1204 3.9 11 182 1385
3He-4He in 1 150 23.5 22 9.6 1.7 9.6
a finite 2 119 47.0 17 19 3.4 20
cylinderd 93 3 341 10.6 104 70.6 2.0 15 29 5.1 31
T520 mK 4 95 94.6 14 39 6.8 42

aReference 20. cReference 18.
bReference 21. dReference 13.
in
en
li

ta
th

on
ar
perpendicular toẑ the coefficientn(z)51, and for an infinite

circular cylinder with the generatrix parallel toẑ the coeffi-
cient n(z)50.

The small ratio 2R¹vL /vL , where 2R is the sample
size, and 4pxnA(0);1026 are the two small parameters
the problem. Conventionally the dipolar field is not tak
into account and the second parameter is considered neg
bly small. This is no longer justified for recent experimen
conditions as is seen from Table I, where the ratio of
second parameter to the first,

vM/2R¹vL , ~23!

is represented for various experimental conditions.
05430
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C. Linearized equations of motion

To obtain the linearized form of the equations of moti
~2! and ~3! we expand all the macroscopic quantities ne
their stationary values:

He5Heẑ1he, H i5H i1hi ,

M5M1m, Ji5 j i , ~24!

where the static value ofH i is that from Eq.~20!. The radio
frequency fieldhe plays the role of a driving force for the
spin system responsem. We denotehi5he24pn̂@m#.

The staticM in Eqs.~24! is the result of the substitution
of Eq. ~20! into Eq. ~16!:

gM /xn5vL~A1z¹vL!ẑ2vMAHen̂@ ẑ#. ~25!
1-4
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EFFECTS OF A DIPOLAR FIELD ON THE SPIN . . . PHYSICAL REVIEW B65 054301
However, we can retain only the greatest term inM ,

M5xnAHe, ~26!

when linearizing Eqs.~2! and ~3!. In Eq. ~2! this is simply
due to the fact that the terms ofM to be omitted are of the
orderO(xnz¹vL /vL) andO(xn

2). In Eq. ~3!, M is divided
by xn and the justification is lengthier. We will suppose E
~26! and discuss why only the main term inM should be left
after the derivation below.

In practice one usually is interested in movements qu
stationary in the Larmor frame. To a first approximation o
supposes thatj i(r ,t) is stationary, i.e., precesses with fr
quencygB: (] t1gB3) j i50. Then resolving Eq.~3! with
respect toj i with M from Eq. ~26! gives

j i52
D0

11C2
@] im2Cẑ3] im1C2ẑ~ ẑ] im!#, ~27!

where the diffusion coefficientD05 1
3 w2t15 1

3 vF
2t(11F0

a)
and

C5kt1gM /xn5kt1AvL ~28!

is another expression for the regime parameter~5!.
One then plugs the divergence of Eq.~27! into Eq. ~2!.

The divergence ofj i has the order

] i j i;D0]2m;~D0 /j2!m, ~29!

wherej;A3 D0 /¹vL is the characteristic scale~49!. So ] i j i
;(j¹vL)m has already the smallness z¹vL /vL . If we had
accounted for the higher-order terms inM than Eq. ~26!
when calculating the current, these terms would have ent
j i through the regime parameterC, and after multiplication
with D0]2m would have produced terms of the ord
O(xnz¹vL /vL)m and O(xn

2)m. That is why we were al-
lowed to substitute simply Eq.~26! in Eq. ~3!.

In the linear approximationm(r ) is in each point perpen
dicular to the staticM (r ) if the absolute value of the mag
netization is conserved. Equation~25! shows that apart from
the major x̂ and ŷ componentsm also has a minormz
;xnmx . This component also may be seen to give high
order terms and is therefore negligible.

We will thus considerm' ẑ. The last term on the right
hand side of Eq.~27! then vanishes, and substituting Eq.~27!
into Eq. ~2! one gets

S ] t2
D

C
]2Dm1 ẑ3~gHz

i m1D]2m2gMhi !50. ~30!

Here we left only theẑ component ofH i becauseH'
i , which

multiplies vectorially only bymzẑ, produces termsO(xn
2).

In Eq. ~30! we introduced the effective spin diffusion co
efficient

D5D0C/~11C2!. ~31!

In the strong (C@1) collisionless regime,D'w2/3kvLA is
temperature independent.
05430
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Supposem, h depend on time as monochromatic wave
m, h}e2 ivt. Then written out in components the equation
motion for m becomes

2 i v̂S mx

my
D 1v̂LS 2my

mx
D 5

vM

4p S 2hy
i

hx
i D , ~32!

where we designated byv̂L and v̂, respectively, the opera
tors

v̂L5gHz
i 1D]2, v̂5v2 i

D

C
]2. ~33!

Multiplying by

S 0 1

21 0D
results in the second-order inhomogeneous partial differ
tial equationx̂v

21m5h'
i , or

x̂v
21m14pn̂@m#5h'

e . ~34!

Here x̂v
21 is the inverse susceptibility tensor:

x̂v
215

4p

vM
S v̂L 2 i v̂

i v̂ v̂L
D . ~35!

To close the boundary value problem one must imp
some appropriate boundary conditions onm. Suppose that
the container is made from a nonmagnetic material, ther
no magnetization current into the walls, and we get
boundary condition in the form

n̂i] imu]50. ~36!

Here n̂i is a unit normal to the wall.
In the normal variablesm65mx6 imy Eq. ~34! has the

equivalent form

~v̂L7v̂ !m65
vM

4p S h6
e 1]6E m~r 8!

ur2r 8u
d3r 8D , ~37!

whence we estimate

m2;~v2vL!m1/2vL!m1 .

We see that in the vicinity of the Larmor frequency, wh
v.vL , the counterrotating componentm2 may be ne-
glected with respect to the corotatingm1 . Then Eq.~34!
simplifies to a single linear inhomogeneous integ
differential equation

~Ĥ2v!m1~r !5
vM

4p
h1

e ~r !, ~38!

with a generally non-Hermitian Hamiltonian operator
1-5
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P. L. KROTKOV, V. P. MINEEV, AND G. A. VERMEULEN PHYSICAL REVIEW B65 054301
Ĥm15DS 11
i

CD ]2m11gHz
i ~r !m1

2
vM

8p
]1]2E m1~r 8!

ur2r 8u
d3r 8. ~39!

We may use the equivalence]1]25]22]z
2 , Eq. ~20!, and

the property~12! to rewrite the Hamiltonian as

Ĥm15DS 11
i

CD ]2m11vL~r !m1

1
vM

2
$~122nÎ zz@1# !m12nÎ zz@m1#%. ~40!

Here the integro-differential operator

nÎ zz@ f #52
1

4p
]z

2E
V

f ~r 8!

ur2r 8u
d3r 8

is the zz component of the demagnetizing tensor~14!. And
n̂zz@1# is a scalar function on coordinates, which actua
coincides with thezth demagnetizing coefficientn(z) for el-
lipsoids with one of the principal axes parallel toẑ. Here
vL(r ) denotesvL1z¹vL .

To conclude, we have derived equations of motion~34! or
~38! for small deviations of magnetization from static value
The magnetization as a function of external rf field is a
sponse of the system on a particular radio frequencyv. The
full form of the equations of motion~34! is unnecessarily
complicated because it contains superfluous information
the dynamics of the counterrotating componentm2 of the
magnetization. An example of solution of the full equati
~34! for an infinite medium in a uniform magnetic field
analyzed in Appendix A.

The rest of the paper deals with Eq.~38!.
The response of the liquid is detected through change

the impedance of the NMR coil, which are proportional
~see Appendix B!

x̄5^he1uĜvuhe1&, ~41!

whereĜv is the Green operator:

um1&5~vM/4p!Ĝvuhe1&. ~42!

The Green operator may be expanded into an infinite s
in the eigenfrequenciesva of the homogeneous equatio
corresponding to Eq.~38!,

Ĥua&5vua&, ~43!

with the boundary condition

n̂i] i ua&u]50. ~44!

For a Hermitian Hamiltonian the eigenfrequenciesva are
real and the expansion is
05430
.
-

n

in

m

Ĝv5(
a

ua&^au
va2v

. ~45!

The absorption spectrum in the Hermitian case consists
series ofd peaks atv5va . Indeed, writing realva in Eq.
~45! asva1 i0 we see that the imaginary~absorption! part of
Eq. ~41! is a weighted sum ofd functions:

2p(
a

u^auhe1&u2d~v2va!. ~46!

In the general case of a non-Hermitian Hamiltonian t
expansion~45! should be revised. We postpone the approp
ate discussion until Sec. V. Here it is enough to say that
numerators in the series~45! remain the same in the gener
case, but the eigenfrequenciesva become complex, meanin
that in general spectrum consists of Lorentzians.

The following important conclusion drawn on the basis
Eq. ~45! also holds in the case of a non-Hermitian Ham
tonian. In ahomogeneous(¹vL50) external static fieldsHe

and for ellipsoidal samples the Hamiltonian~40! has uniform
solutions, so-called Kittel modes14 with the frequencies

v05vL1
vM

2
~123nzz!, ~47!

wherenzz is the ẑẑ component of the demagnetizing coef
cient tensorn.

For customary sample sizes the rf fieldhe may be consid-
ered spatially uniform. Then from Eq.~46! it follows that it
is impossible to excite a nonuniform mode by a homog
neous rf fieldhe, because then̂auhe1&}^au0&, whereu0& is
the Kittel mode, and different modes are mutually orthogo
^au0&5da0.

We conclude that in order to couple to nonuniform eige
modes the external static magnetic field should beinhomo-
geneous@see Eq.~19!# so that there would not exist a un
form eigenmode.

III. FINITE-CYLINDRICAL CELL

Study of the eigenstates of the Hamiltonian~40! in gen-
eral is possible only numerically. This has already been d
in Refs. 20 and 21, neglecting the contribution of the dipo
field. The former work dealt with Eq.~40! in rectangular
boxes, while the latter in spherical containers.

In this paper we study the dipolar field effects due to t
third term in Eq.~40! numerically in Sec. V. At the same
time, in the case ofvM50 the problem allows an explici
analytical solution for some typical experimental condition
Such solutions are of undeniable interest—with them in ha
we may use perturbation theory to calculate corrections
modes in the first order invM . So the two following sections
are dedicated to such solutions and to the calculations
perturbational corrections, respectively, in the geometries
a finite cylinder and a sphere.

We start the consideration of finite cylinders from idea
ized one-dimensional geometry of a plane-parallel slab. N
we calculate the first-order perturbations to the modes
1-6



-

th

la

rf

-

e

-

-
u

ce
o

-
-
on
of

l-

dis-
the
t

e
ite
y

not
eir
e-

ed
us,
ive

of
er-

es

l

t
s

EFFECTS OF A DIPOLAR FIELD ON THE SPIN . . . PHYSICAL REVIEW B65 054301
quencies due to the finiteness of the cylinder.

A. Slab

In the absence of dissipation, whenC2150, the effective
diffusion coefficientD(11 iC21) is real and thus the Hamil
tonianĤ ~40! is Hermitian.

In the slab geometry the solution should be sought in
form

m1~r !}eikr'mk
1~z!,

wherer' is the coordinate vector in the plane perpendicu
to ẑ. Nevertheless, as is clear from Eq.~41!, only the solu-
tions with k50 contribute to the observation signal if the
field he is homogeneous.

The eigenfunctionsm0
1(z)5^zua& then are the combina

tions of the two Airy functions

^zua&5AAi ~arg!1BBi~arg!, ~48!

where arg5(va2vL2z¹vL)/j¹vL , and

j5A3 D/¹vL ~49!

is the characteristic wavelength. Its sign depends on the r
tive sign ofD and¹vL and thus on the sign ofk. In 3He and
in 3He-4He solutions with a concentrationx.3.5%, k is
positive. We considerj.0 for definiteness.

The boundary conditions~44! on the two plane bound
aries]zua&uz50,L50 determine the eigenfrequenciesva and
the ratio of the coefficientsB/A. The remaining coefficientA
is determined from the normalization condition^aua&51.

When L@j the influence of the lower wall of the con
tainer is negligible and the modes are localized near the
per wall and decay exponentially into the bulk on distan
;j. Then the eigenfunctions are just the Airy functions
the first kind—Ai and Eq.~48! becomes

^zua&[^zunz&5AAi S L2z

j
1anz

8 D ,

where an8,0 is the nth zero of the derivative of the Airy
function Ai8:a18'21.02,a28'23.25,a38'24.82, etc. The
eigenfrequencies are

va[vnz
5vL1L¹vL1anz

8 j¹vL . ~50!

Inclusion of dissipationC21Þ0 makes the diffusion co
efficient complex. The Hamiltonian~40! then becomes non
Hermitian. The complete analysis of the spectra of a n
Hermitian Hamiltonian is possible only in the framework
the general formalism to be developed in Sec. V.

However, for the moment it is sufficient to make the fo
lowing statement. In the presence of dissipation (C21Þ0), j
in Eq. ~49! becomes complex,

j→j~11 i /C!1/3, ~51!

and so do arguments of the eigenfunctions~48!. Eigenfre-
quencies~50! also acquire imaginary parts due toj entering
the expression.
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Thus the complex eigenfrequencies in the presence of
sipation can be easily obtained from the real ones in
absence by the substitution~51!. This statement applies no
only to Eq.~50! but to any spectrum of the Hamiltonian~40!.

Let us now consider the effects of the dipolar field. W
may utilize the results of Appendix A since a slab is infin
in the direction perpendicular toẑ and modes depend on onl
z. In such conditions the demagnetizing field is local:

n̂zz5nslab
(z) 51. ~52!

It is then obvious from Eq.~40! that the dipolar field
produces no effect on the spin-wave spectrum~50! apart
from a uniform shift by

1

2
vM~123nslab

(z) !52vM . ~53!

Such a shift does not distort the spectrum—it does
change either the mutual positions of the modes or th
widths, from which the characteristics of the liquid are d
rived.

We rather aim at finding those distortions, so we proce
to a more relevant shape of a cylinder of a finite radi
which as well as all finite shapes as we will see does g
such distortions.

B. Finite cylinder

Consider a finite cylinder with the base radiusR@j and
heightL@j and a generatrix parallel toẑ. We find the influ-
ence of the finiteness of a specimen on the magnitude
dipolar corrections to the spectrum in the first order of p
turbation theory.

The first-order perturbational corrections to the mod
frequencies are the averages of the perturbation~dipolar! op-
erator in the given eigenstateca(r ):

ddipva5
vM

2 S 122E uca~r !u2n̂zz@1#d3r

2E ca* ~r !n̂zz@ca~r !#d3r D . ~54!

In a finite cylinder the dipolar-free eigenfunctionua& sat-
isfying boundary conditions~44!, written in cylindrical coor-
dinatesz,r,w is

cnznrm5cnznrmAi S L2z

j
1anz

8 D JmS znrm8

R
r D eimw, ~55!

wherenz ,nr50,1,2, . . . ,̀ are, respectively, the longitudina
and radial quantum numbers andm52`, . . . ,1` is the
azimuthal quantum number.znrm8 is the (nr11)th zero of the

derivativeJm8 of the Bessel functionJm , andcnznrm are the
normalization coefficients.

From the general formula~41! it is not hard to see tha
only the modes withnr5m50 couple to the homogeneou
1-7
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rf field. Indeed,unz00& is uniform in the plane perpendicula
to ẑ. Therefore, integrals likênznrmuh1e& are proportional
to ^nrmu00&5dnr0dm0.

Calculating Eq.~54! with Eq. ~55! yields ~see Appendix
C!

ddipvnz

cylinder5vMF211
L

pR
ln

8R

eL

1
j

pR S Fnz
ln

8R

e2Jnz
j

1Cnz
ln

eL

Qnz
j D G .

~56!

The first two terms not dependent on the mode numbenz
describe uniform shift of the spectrum, and the last two ter
dependent onnz through the numerical constantsFnz

, Cnz
,

Jnz
, andQnz

, which are of the order of unity~see Table II in
Appendix C!, give the sought-for spectrum distortion.

We see that for finitej/R the spectrum undergoes disto
tion proportional to the parameter

2vM

pj¹vL

j

R
ln

ARFLC

jF1C
, ~57!

wherevM54pgM characterizes the magnetization dens
¹vL is the gradient of the Larmor frequency,R is the radius
of the cylinder base,L is its height, andj is the wavelength
~49! of an Airy-type standing spin wave. The quantityj¹vL
gives the average distance between modes in the unit
frequency.F andC are numbers of the order of unity.

The calculations of the dipolar field effects in the fir
order of perturbation theory allow us to estimate the ma
mum error due to the demagnetizing field in the determi
tion of the transverse relaxation timet from the spin-wave
spectra~see Appendix C!.

This error turns out to be of the order of the parame
~87!, i.e., for the experiment13 '4.2% for M /M0;4.

Thus, interpreting spectra according to the usual the
not taking into account the demagnetizing field induces
error in the derived value of the transverse relaxation time
the order of the parameter~87!.

The term proportional toFnz
comes from the demagne

tizing field produced by the rotating partm of magnetization.
While the term proportional toCnz

is due to the spatial in-

homogeneity of the demagnetizing field24pn̂@M # pro-
duced by the initial static~homogeneous!! distribution ofM ,
Eq. ~26!, in a finite cylinder.

The values of these two terms are plotted in units ofvM
as functions of the mode number in Fig. 1 forj/R50.015
andL52R. Apart from being greater, the term brought abo
by the spatial inhomogeneity of the static distribution of t
dipolar field depends stronger on the mode number, thus
sulting in bigger mutual shifts of the modes. So the m
source of the spectrum distortion in a finite cylinder turns
to be the inhomogeneity of the static dipolar field.
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In ellipsoids, in particular in a sphere, the demagnetiz
field produced by the initial static distribution ofM is homo-
geneous. And so there is only the distortion to the spectr
from the rotating partm of magnetization as we will see in
the next section. This makes ellipsoidal shapes advantag
if the dipolar field effects are unfavorable.

To conclude, we found the corrections to the spin wa
modes in a finite cylinder due to a weak demagnetizing fi
in perturbation theory. These corrections consist in shift
the spectrum as a whole, changing the relative distances
tween the modes and in narrowing down the modes. The
last are of interest for us since they deform the spectrum

There are two contributions to the spectru
deformation—one from the static inhomogeneous demag
tizing field and the other from the rotating part of the ma
netization. The first contribution exists only in nonellipsoid
samples, in which a homogeneous static magnetization
duces inhomogeneous demagnetizing field.

IV. SPHERICAL CELL

Though for a spherical container exact analytical solut
in the absence of dipolar field turns to be impossible, one
obtain an explicit expression for several first modes in ad
batic approximation if the radius of the sphereR@j.

The prerequisites of adiabatic approximation might
best understood if one exploits the analogy with the Sch¨-
dinger equation for a particle moving in an external field.
the movement in one direction is somehow more restric
than in the others~geometrically or by an external field!, it is
a consequence of Heisenberg uncertainty relations that
movement in this direction will be faster. The slow enou
movement in the other directions then will make up an ad
batic perturbation that is known not to change the state of
particle describing the fast motion.

As a result, the wave function can be combined as a m

FIG. 1. Comparison of the two parts in the parameter of dist
tion of the spin-wave spectrum in a finite-cylindrical cell broug
about by the demagnetizing field@the two last terms of Eq.~56! in
units of vM for j/R50.015 andL52R#. The first part@third term
in Eq. ~56!# (s) is due to the demagnetizing field produced by t
rotating partm of magnetization. The second part@the last term in
Eq. ~56!# (h) results from the inhomogeneity of the dipolar fie

produced by the initial static distributionM5xnAHeẑ of magneti-
zation in a finite-cylindrical sample.
1-8
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EFFECTS OF A DIPOLAR FIELD ON THE SPIN . . . PHYSICAL REVIEW B65 054301
tiplication of an envelope depending only on the unrestric
coordinates and of the fast motion state depending on
unrestricted coordinates as on parameters.

This approach gives~see Appendix D! for the eigenfre-
quencies

vnzn
5vL1R¹vL1j¹vLFanz

8 2A2
j

R
~2nr11!G ,

~58!

where vL is the Larmor frequency in the center of th
sphere, andnz ,nr50,1,2, . . . ,̀ are the longitudinal and ra
dial quantum numbers, respectively. Sincej/R!1;an8 , we
see that the lower-lying levels belong toa0 and therefore
decay exponentially with diminishingz. Modes withnz51
will make a single oscillation before vanishing, modes w
nz52 a double, etc.

Equation~58! reduces to Eq.~50! in the limit j/R→0 as
it must. Indeed, in both Eqs.~58! and ~50! there figures the
Larmor frequency at the top of a sample—z5L for Eq. ~50!
andz5R for Eq. ~58! and the second term in brackets in E
~58! tends to zero whenj/R→0.

If we introduce dimensionless frequencies according
Ref. 21,va5vL1R¹vL f a , we conclude that the observ
able eigenfrequencies for our problem are described in
adiabatic approximation by

f a511
j

R Fanz
8 2A2

j

R
~2nr11!G . ~59!

The comparison between this formula and the results
tained numerically in Ref. 21 is shown in Fig. 2. In Ref. 2
the combinationj/R was designated asD.

FIG. 2. Comparison of the first several spin-wave modes
quencies in a spherical cavity obtained numerically@solid curves
~Ref. 21!# and in the adiabatic approximation@dashed curves, Eq
~59!#. The eigenfrequencies are plotted as functions of the ratioj/R
of the characteristic wavelength to the sphere radius.
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Note that the numerical scheme developed in Ref. 21
quires more and more computational effort forj tending to
zero. The calculation time to get safe eigenfrequencies
ues grows. That is why the numerical curves are not sho
in the vicinity of zero. Since we ourselves use a similar co
putational technique, we put off more detailed discuss
until Sec. V.

Contrariwise, the discrepancy between approximate
numerical curves at largej is accounted for by inapplicabil
ity of adiabatics out of the regionj!R.

So approximate and numerical methods complement e
other. While numerics is the method of choice for relative
largej/R when adiabatics breaks down, it requires incre
ingly larger basis to obtain reliable results for smallj/R. In
this region it is easier to calculate eigenfrequencies in a
batic approximation.

Let us now look on dipolar field correction to the mode
Quite analogously to the case of a finite cylinder, we o

tain for the corrections to the modes~see Appendix D!

ddipva
sphere5vMS 2

1

3
1

Fnz
Ap

4
A4 j

2R
D ~60!

and correspondingly for the corrections to the imagina
parts of the modes

ddipImva
sphere5

vM

12C

Fnz
Ap

4
A4 j

2R
. ~61!

Numerical constantsFnz
are the same as in Eq.~56!.

The parameter determining the relative value of the di
lar field effects in a sphere is

ApvM

4j¹vL
A4 j

2R
. ~62!

In the next section we will solve the eigenvalue proble
in a sphere in the presence of a dipolar field of an arbitr
strength. It is interesting to compare the results of numer
simulations with the first-order perturbational correctio
written above.

To this end the positions Re(va2vL) and half-widths
Imva of the first four modes obtained from both numeri
and analytics are plotted in Fig. 3 for severalvM . Heights
are plotted only as obtained numerically. As one can
from Fig. 3, perturbational approximation is satisfactory f
the values ofvM/2R¹vL up to;0.1 or for values of~62! up
to ;0.4. The small discrepancy between numerical and a
lytical results even in this region is accounted for by t
restrictions of the adiabatic approximation used to fulfill an
lytical calculations.

The spectra themselves calculated numerically for sev
values ofvM are shown in Fig. 4. Modes weights are red
tributing between adjacent modes withvM growing. Not
only the weights but also half-widths and positions of t
modes change.

-

1-9
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V. SPHERE: NUMERICAL CALCULATIONS

The complexity of the Hamiltonian~40! does not allow
finding exact eigenfunctions by analytical methods ap
from using perturbation theory. Nevertheless, it is alwa
possible to solve Eq.~43! numerically. We chose a spheric
container for numerical investigations.

Before proceeding to the description of the simulati
scheme utilized, a formalism is to be established for solv
an eigenvalue problem with a non-Hermitian Hamiltonia
Of interest for us is the generalization of the expansion~45!
of the Green function into series over eigenfunctions. T
following subsection is dedicated to the topic.

In the two remaining subsections we discuss respectiv
the technique and the results, other than already mentio
in the previous section, of the numerical simulations.

A. Green function of a non-Hermitian Hamiltonian

In this subsection we derive an analog of Eq.~45! for a
non-Hermitian HamiltonianĤÞĤ1. For ĤÞĤ1 the set of
eigenfunctionsua& of Ĥ is not orthogonal. A second set o

FIG. 3. The dependence of the frequencies, half-widths,
heights of the first four modes~numbered in the same order as
Fig. 2! on the strength of the demagnetizing fieldvM ~solid curves!
obtained by numerical simulations in Sec. V. Input parameters
j/R50.1,C520. First-order perturbational corrections~dashed
lines! calculated in the text belong to the regionvM/2R¹vL!1.
Perturbational calculations were done only for the modes with
dial quantum numbersnr50; among the four depicted only the firs
and fourth are of the type. Heights of the modes are impossibl
calculate perturbationally.
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functions, viz., the set of eigenfunctions of the Hermiti
conjugate operatorĤ1, is to be introduced.23

The eigenvalues of the operatorĤ1 are just the complex
conjugates of the eigenvalues ofĤ. Indeed, the eigenvalue
are found from a secular equation. And for the Hermiti
conjugate operators these algebraic equations may be sh
to be complex conjugate.

Thus the set of eigenfunctions ofĤ1 may always be
numbered with the same indexa. To distinguish this set
from ua& we will denote it byua‹H:

Ĥua&5vaua&, ~63!

Ĥ1ua‹H5va* ua‹H. ~64!

However, it should be borne in mind thatua‹H like ua& is an
ordinary set of ket vectors, which has the corresponding
of bra vectors.

It turns out then that, notwithstanding that neither the
ua& nor ua‹H is orthogonal, there is orthogonalitybetween
the two sets.Indeed, following a conventional scheme
proving mutual orthogonality of eigenfunctions, we note th

HŠauĤub&5vb HŠaub&.

d

re

-

to

FIG. 4. Spin-wave spectra obtained numerically in Sec. V
several vM/2R¹vL,1. Input parameters arej/R50.1,C520.
Modes are numbered in the same order as in Fig. 2.
1-10
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On the other hand,

HŠauĤ5~Ĥ1ua‹H!15~va* ua‹H!15va HŠau. ~65!

Multiplying this by ub& and subtracting the previous resu
we see that

~va2vb! HŠaub&50. ~66!

Thus ub& and ua‹H are orthogonal ifaÞb. So it is said
that the two setsua& and ua‹H constitute abiorthogonal set
of eigenfunctions.

The expansion of an arbitrary function into a converg
series is then possible:

ux&5(
a

ua& HŠaux&. ~67!

Here the eigenfunctions are supposed to be normalize
that

HŠaub&5dab . ~68!

Performing such an expansion foruh1& in Eq. ~38!, one
obtains

Ĝv5(
a

ua& HŠau
va2v

. ~69!

This is the sought-for generalization of Eq.~45!. For a Her-
mitian Hamiltonian the two sets coincideua&5ua‹H, and Eq.
~69! reduces to Eq.~45!.

Thus we see from Eq.~41! that the spectrum of a non
Hermitian Hamiltonian consists of a set of Lorentzians
v5Reva with half-widths Imva each entering with a
weight ^he1ua& HŠauhe1&. If the rf field can be regarded a
uniform on the scales of the sample, the relative weights
the Lorentzian peaks are

E ^r ua&d3rE HŠaur 8&d3r 8. ~70!

In our particular case, the Hamiltonian~40! is symmetric
Ĥ15Ĥ* . This is trivial to see without the dipolar field term
but this term can also be shown to be~real! symmetric, since
partial differential operator]z

2 and the Green operatorĜ` are

both real symmetric and commutative]z
2Ĝ`5Ĝ`]z

2 . @We re-
mind the reader that for an integral operator with a ker
G(r ,r 8) the Hermitian conjugate has the kernelG* (r 8,r ).#
Indeed, we write

]z
2Ĝ`m5]z

2E m~r 8!

ur2r 8u
d3r 85E m~r 8!]z8

2 1

ur2r 8u
d3r 8.

~71!

Taking the integral 2 times by parts and taking into acco
that m(r 8)/ur2r 8u→0 at z8→6`, we get

E ]z8
2 m~r 8!

ur2r 8u
d3r 85Ĝ`]z

2m. ~72!
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Therefore from the definition~64! we immediately con-
clude that in the case of a symmetric HamiltonianĤ1

5Ĥ* the two sets of eigenfunctions are related throu
^r ua‹H5^r ua&* [^aur &. Expression ~70! for the relative
weights of the modes simplifies then to

S E ^r ua&d3r D 2

. ~73!

Note that the~complex! value itself of the integral is squared
not its absolute value, as it would be should the Hamilton
be Hermitian. We will use the expression~73! for the modes
weights in numerical calculations of the spectra.

B. Numerical approach

One of the methods for solving a spectral Sturm-Liouvi
problem~conceptually, perhaps, the simplest! consists in its
finite-dimensional approximation. Formally, we then are l
with the standard algebraic spectral problem. For the solu
of the latter one can implement one of ready-safe w
established algorithms. However, one must be cautious w
the dimension of approximation.

One of the possible discretization techniques is to fi
eigenfunctions in the representation of some complete or
normal set of functions when the Hamiltonian~40! would
become a matrix. Such a scheme was developed in app
tion to spin waves in Refs. 20 and 21.

A handy orthonormal set to choose is that of eigenfu
tions of the Laplace operator satisfying the boundary con
tions for the geometry in question:

@]21km
2 #um&50, ~74!

n̂i] i um&u]50. ~75!

Here m stands for a complete set of indices needed to
scribe a state;km are wave constants. In the case of such
choice of the set the first term of the Hamiltonian~40! be-
comes trivial and the boundary conditions are met autom
cally.

The eigenfunctionsua&, ua‹H of the operatorsĤ, Ĥ1

then take the form

ua&5(
m

um&^mua&, ua‹H5(
n

un&^nua‹H, ~76!

where the coefficients of expansion^mua& and ^nua‹H are
found numerically as right and left eigenvectors of the mat
form of the Hamiltonian~40! corresponding to eigenfrequen
ciesva :

(
n

Hmn^nua&5va^mua&, ~77!

(
n

HŠaun&Hnm5va HŠaum&, ~78!

whereHmn5^muĤun&.
1-11
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For a spherem denotes the setn,l ,m of the radial, polar,
and azimuthal quantum numbers:n,l 50,1,2,. . . , m52 l ,
2 l 11, . . . ,l 21,l . The corresponding basis is

^r um&5^r unlm&5cnl j l~knlr !Yl
m~ r̂ !, ~79!

where j l is the spherical Bessel function,Yl
m is the spherical

harmonic, and renormalization coefficientscnl are defined
according to

cnlcn8 lE
0

R

j l~knlr ! j l~kn8 l r !r 2dr5dnn8 . ~80!

The wave constantsknl depend on the boundary cond
tion. That of Eq.~75! requires thatknlR be the (n11)th zero
of the derivative] r j l(r ) of the spherical Bessel function.

Since we are interested only in axisymmetric mod
which couple to a homogeneous rf field, we may simplify t
formulas by working with a subbasisunl0&.

Infinite indexingn,l is to be truncated at some finite va
ues for numerical computation. Maximum values ofnmax,
l max are restricted by computational tractability of resulti
matrices.

On the other hand, justification for such a truncation
that coefficientŝ nlua& tend to zero for largen,l because of
the oscillating character ofj l . We expect^nlua& close to
zero when the characteristic scalej of the function^r ua&
becomes greater than the period;R/n of the oscillations of
the basis functionj l . Empirically, nmax510 is already quite
good for customaryj/R;0.1. Note that the change i
j l(knlr ) with increasingl is much less dramatic. So morel ’s
are to be retained in the subbasis. We usedl max551. Further
increase ofnmax,lmax proved to have no apparent effect o
the spectra forj/R;0.1.

However, forj/R→0 more and more subbasis functio
should be kept, which leads to rapid slowing down of t
computations. In this limit adiabatic approximation~see Sec.
IV ! gives safer results.

It is convenient to seek for the eigenfrequenciesva in the
form vL1R¹vL f a . The Hamiltonian for the matrix equa
tion on f a ,

^nluĤf un8l 8&52S j

RD 3S 11
i

CD ~knlR!2dnn8d l l 8

1^nlu
z

R
un8l 8&

1
vM

2R¹vL
^nlu

1

3
2nÎ zzun8l 8&, ~81!

comprises three parameters:j/R, the ratio vM/2R¹vL of
vM to the total field gradient over the sample, and the reg
parameterC. Here we have used 122nsphere

(z) 5 1
3 .

The matrix elements ofz/R and ofn̂zz by integrating over
the solid angle with appropriate spherical functions reduc
integrals over the radial coordinater.
05430
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e
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The matrix elements ofz/R were written in Ref. 21, and
the integrals arising should be calculated numerically. T
rather lengthy calculations of the matrix elements ofn̂zz were
separated into Appendix E.

We cite here only the results. The matrix elements
z/R5r cosu/R, whereu is the spherical polar angle, are no
zero only if l 85 l 61:

^nluz/Run8,l 85 l 61&

5cl
0cnlcn8 l 8E

0

R

j l~knlr ! j l 8~kn8 l 8r !r 3dr/R.

~82!

Herel is the greater ofl ,l 8 and

cl
05l/A4l221. ~83!

The matrix elements ofn̂zz are nonzero only ifl 85$ l ,l
62% @see Eq.~E28! in Appendix E#:

^nlu
1

3
2nÎ zzun8l &5dnn8F1

3
2~cl

0!22~cl 11
0 !2G ,

^nlu
1

3
2nÎ zzun8,l 85 l 62&

5cl
0cl21

0 cnlcn8 l 8R
2

3
knl j l 11~knlR! j l~kn8 l 8R!2kn8 l 8 j l 11~kn8 l 8R! j l~knlR!

knl
2 2kn8 l 8

2 .

~84!

It may be verified that the matrix̂nluĤf un8l 8& is indeed
symmetric.

The algebraic eigenvalue problem for Eq.~81! with Eq.
~82! was solved using a standard subroutine from the lin
algebra packageLAPACK. Eigenvectors were then normalize
and the left and right eigenvectors used to find the mo
weights.

In calculating modes weights using Eqs.~77! and~78! we
note that^r u000&51/AV, where V54pR3/3 is the sphere
volume. Thus

E ^r unlm&d3r5AV^000unlm&5AVdn0d l0dm0 . ~85!

The general formula~70! in this case reduces to

V^000ua& HŠau000&. ~86!

C. Results of simulations

Numerical results in the absence of the dipolar field w
obtained in Ref. 21. WhenvM50 there remain only two
parameters in the problem: the ratioj/R of the characteristic
wavelength to the sphere radius and the regime parametC
which determines half-widths of the modes. The depende
of the spin-wave spectrum onj/R in the limit of weak de-
1-12
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magnetizing field was plotted in Fig. 2 to compare adiaba
approximation with simulations. A typical absorption sign
in the absence of the dipolar field is depicted as gray s
curves in Fig. 5 for severalC. A decrease inC results in
modes broadening without changing their positions.

WhenvM is small enough the dipolar field constitutes
perturbation to conventional Silin spin waves. It is this r
gime which was studied perturbationally in Sec. IV.

In this subsection we shortly consider other results of
merical calculations, viz., regimes of intermediate and stro
demagnetizing fields. Although these regimes were not r
ized so far in Fermi liquids~see Table I!, one cannot leave
out what is to be expected.

As vM increases the spin-wave spectrum underg
crossover from Silin type for small demagnetizing fiel
(vM /2R¹vL,1) to magnetostatic type for large demagn
tizing fields (vM/2R¹vL.1). On a gross scale this trans
tion is represented in Fig. 6 forj/R50.1 andC520 ~gray
solid curves! and C55 ~solid curves!. Modes weights
change so that adjacent Silin modes group into fewer m
netostatic modes. These separate at even largervM until a
uniform ~Kittel! mode singles out at extremely largevM .

This latter mode is the only one to remain because
chose a uniform radio-frequency field for the response of
system. And a nonuniform rf field is required to couple

FIG. 5. Absorption signals of a polarized Fermi liquid in
spherical container for several regime parametersC in neglect of
the dipolar field effectsvM50 ~gray solid curves! and for a dipolar
field of an intermediate strengthvM/2R¹vL51 ~solid curves!. The
ratio j/R was put 0.1.
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nonuniform magnetostatic modes since the influence of
ternal field gradient¹vL is negligible for largevM .

The behavior described is not altered by larger dissipa
~smallerC! other than Silin modes grouping becomes mo
pronounced~see solid curves in Fig. 6!.

The dependence onC of a spectrum for a demagnetizin
field of an intermediate strength (vM/2R¹vL51) is plotted
in Fig. 5 as solid curves. Pronounced adjacent modes
larger C merge into magnetostatic conglomerates with
distinction for smallerC. No apparent relation, especially fo
smallerC, can be seen with the spectrum in the absence
the demagnetizing field.

VI. DISCUSSIONS

A. Method

We studied the influence of the dipolar~or demagnetizing!
field on the spectrum of linear standing spin waves in a
larized Fermi liquid in a finite container.

A somewhat resembling problem was studied in the 19
in ferrimagnets. deWames and Wolfram24 considered not the

FIG. 6. From bottom to top: evolution of the spin-wave spe
trum of a polarized Fermi liquid at a crossover from weak to stro
demagnetizing fields. Several adjacent Silin modes form a gr
which evolves further as a magnetostatic whole. The distance
tween magnetostatic modes grows withvM until we are left with
the sole mode in which magnetization in the whole sample os
lates uniformly. Input parameters werej/R50.1, C520 ~gray solid
curves!, andC55 ~solid curves!.
1-13
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Larmor-precession case~1!, but the true Landau-Lifshitz
equations of inhomogeneous magnetization dynamics
contain an additional exchange torque term depending on
Laplacian of the magnetization. This term is similar to th
arising from the Leggett equations@see Eq.~30!#.

The situation in ferrimagnets and in polarized Fermi l
uids belong, however, to different limiting cases. In fer
magnets the dipolar field effects—magnetostatic waves—
pronounced and exchange is a perturbation. In a param
netic Fermi liquid under conventional experimental con
tions, on the contrary, it is the dipolar field whose effect
smaller.

There is another obstacle of transplanting the approac
deWames and Wolfram to our needs. In order to accom
date all the inhomogeneities—both from the Landau-Lifsh
equations and from the Maxwell equations~8!—the resulting
differential equation for magnetostatic potential is of t
sixth order in spatial derivatives. Though it was managea
in a quasi-one-dimensional situation~ferrimagnetic sub-
stance yttrium iron garnet YIG is grown as thin films!, it
becomes virtually intractable in any, even the simplest,
geometry.

An approach to include dipolar field into magnetizati
dynamics analogous to ours was used by Devilleet al.25 in
application to solid bcc3He. In this material the dipolar field
gives rise to multiple spin echos at timesnt following two
isolated rf pulses at times 0 andt. Reference 25 explaine
this phenomenon quantitatively using a simplified local a
proximation for the dipolar field valid for a slab infinite i
the directions perpendicular to the external field~although
this restriction was not properly emphasized in the pap!.
Later Fomin and Vermeulen26 utilized the form of the dipolar
field term of Ref. 25 to study dipolar corrections to a tw
domain coherently precessing structure.

As for linear spin waves, in this local approximation ne
ther the relative positions of the modes nor their half-wid
and heights change, and the spectrum only shifts as a wh
The demagnetizing field is by definition shape dependent
it is erroneous to use the local approximationa priori.

B. Main results

The strength of the demagnetizing field is proportional
the polarization of the liquid. So in conventional weakly p
larized liquids the dipolar field can be neglected, while
strong enough polarizations its effects overwhelm us
Fermi-liquid exchange field spin dynamics.

Because of its long-range character, the dipolar interac
introduces an additional nonlocal term into the equations
the spin dynamics. This term is an integro-differential ope
tor on the magnetization, wherein the integration is tak
over the volume of the liquid. As a consequence the corr
tions to the spin dynamics depend strongly on the shap
the container.

In particular, the influence of the demagnetizing field
the spectrum of standing spin waves in an~infinite! slab re-
duces for an arbitrary strength of the dipolar field simply
uniform shift of all the modes by2vM524pgM , whereM
is the static magnetization of the liquid in an external fie
andg the gyromagnetic ratio.
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In a finite volume of a liquid strengthening of the dema
netizing field results in the crossover from the Silin-ty
spin-wave regime to the regime of magnetostatic waves
this latter the mechanism of the forming of the standing s
waves has nothing to do with the exchange physics of Fe
liquids. Magnetostatic spectra are in no way specific to
Fermi liquid and so contain no information on its paramete

For intermediate polarizations the demagnetizing field
a finite volume of a liquid leads to the corrections to Sili
type spin-wave spectra, both shifting the spectra uniform
and also changing the distances between the modes an
modes widths. These changes of the second type which
tort the spectra are undesirable from the point of view
deriving parameters of the liquid from the spectra.

We have seen that the parameter determining the in
ence of the demagnetizing field on the spectra of spin wa
in a finite cylinder in the first order of perturbation theory

2vM

pj¹vL

j

R
ln

ARFLC

jF1C
, ~87!

wherevM54pgM characterizes the magnetization densi
¹vL is the gradient of the Larmor frequency,R is the radius
of the cylinder base,L its height, andj is the wavelength
~49! of an Airy-type standing spin wave. The quantityj¹vL
gives the average distance between modes in the unit
frequency.F andC are numbers of the order of unity.

For a sphere, an analogous parameter was

ApvM

4j¹vL
A4 j

2R
. ~88!

The values of these parameters~along with the values of
some others having appeared in the text! for several recent
spin-wave experiments are arranged in Table I.

The ratio M /M0 of the absolute valueM of the static
magnetization to the equilibrium magnetizationM0 accounts
for the possible higher than equilibrium polarization of t
liquid. Polarizing a liquidM /M0 times its equilibrium value
increases proportionally the strength of the demagnetiz
field as well as the parameters~87! and ~88!. For the
experiments,13,18whereM /M0 could be changed, we prese
in Table I the data for several integer values ofM /M0 which
are close to the real experimental values.

For conditions when the dipolar parameter~87! or ~88! is
smaller than unity one can use perturbation theory to
corrections to the modes frequencies.

As the comparison between perturbation-theory-ba
analytical calculations and numerical simulations for
sphere shows~see Fig. 3! perturbation theory has acceptab
accuracy up to the values ofvM/2R¹vL;0.1 or Eqs.~87!
and~88! ;0.4. However, at greater values of the paramet
~87! and ~88! the discrepancy between perturbation theo
and numerics grows dramatically.

When the spin-wave spectra are used for measuring
transverse relaxation timet, a proper treatment of experi
mental data taking into account dipolar field corrections
necessary. We estimated that the dipolar restrictions on
correct determination oft from the conventional interpreta
1-14
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tion of the spectra are of the order of the parameter~87! or
~88!. In particular, for the experiment13 about 4.2%. The lat-
ter means that the effect of a dipolar field cannot significan
change the main conclusion of this article that t
polarization-induced zero-temperature spin-wave damp
does not exist, which is in disagreement with previous s
echo experiments.9–12

A major inference for planning future experiments is t
proposal to use ellipsoidal, in particular, spherical contain
not only because the estimation of the shape-dependen
polar field effects is simpler, but also because there are
roughly equal contributions to the spin-wave spectrum d
tortion: one from the inhomogeneity of the static demag
tizing field and the other from the demagnetizing field p
duced by the rotating part of the magnetization. The fi
contribution exists only in nonellipsoidal samples, in which
homogeneous static magnetization produces inhomogen
demagnetizing field. For this reason implementation of s
shapes for the experiments on the elicitation of the liqu
characteristics from the spectra is disadvantageous.

The dependences of Eqs.~87! and~88! on experimentally
controllable parameters are as follows: Eq.~87! }vLln vL ,
} ln(D0 /kt1), }¹vL

21ln ¹vL , }R21, and Eq.~88! }vL
5/4,

}(D0 /kt1)21/4, }¹vL
23/4, }R21/4. So a biggerR and a

bigger gradient diminishes the contribution of the demag
tizing field.

But for typical experimental conditions, as one can s
from Table I, strongly polarized3He-4He solutions never are
too far beyond the regime of Silin spin waves perturbed
the demagnetizing field, whereas pure3He at strong polar-
izations is in the ‘‘deep intermediate’’ regime, for which th
results of Sec. V apply. In view of this, even at most fav
able cell size and field gradient, pure highly polarized3He
seems to be unsuitable for a study of Silin wave spectra
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APPENDIX A: SPIN WAVES IN AN INFINITE MEDIUM
IN A UNIFORM MAGNETIC FIELD

The nonlocal dipolar termn̂@m# is known to become loca
in the important case of a medium infinite in two direction
with the proviso thatm depend on only the remaining thir
coordinate. The direction in whichm varies we denote asŝ,
and then the medium should be infinite in the two directio
perpendicular toŝ.

In such conditions,

] i] jE
V

f ~r 8!

ur2r 8u
d3r 85 ŝi ŝj]sE ]sĜ1d~s2s8! f ~s8!ds8,

~A1!
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where by definition

]aĜ1d~a!5E
2`

`

]a

d2r'8

Ar'8
21a2

52paE
a2

` dy

y3/2
522psgna.

Here r' denotes the coordinate vector in the plane perp
dicular to ŝ.

So n̂i j @ f #5 ŝi ŝj f and

n̂@m#5 ŝ~ ŝm!. ~A2!

The case of an infinite medium in a uniform magne
field ~i.e.,¹vL50) is the simplest. Looking for a solution o
Eq. ~34! in the form of a running wave

m~r !5m0eikr , ~A3!

we haveŝ5 k̂. Hence, Eq.~34!, from which the components
of the constantm0 are to be found, becomes a linear alg
braic equation

S ṽL1vMk̂x
2 2 i ṽ1vMk̂xk̂y

i ṽ1vMk̂xk̂y ṽL1vMk̂y
2 D m05

vM

4p
h'

e ,

whereṽL5vL2Dk2 and ṽ5v1 i (D/C)k2.
Herem0 as a function of frequency has resonance at thv

which render the determinant of the matrix zero. This give
Holstein-Primakoff-type spectrum with an additional atten
ation term due to dissipationC21Þ0:

v5A~vL2Dk2!~vL2Dk21vMsin2u!2 i
D

C
k2, ~A4!

whereu is the angle betweenẑ andk.

APPENDIX B: SPIN-WAVE SPECTRUM

A specimen placed into the field of an NMR coil chang
its impedance in two ways. First, the inductanceL alters
because so does the average energy of the field27

LI 2

2c2
5

1

8pE H~ t,r !B~ t,r !̄d3r ~B1!

due to dispersion.I is the current through the coil. A line
over an expression here designates time average over o
lation period.

Second, the resistanceR appears owing to the dissipatio
of the energy of the field in the specimen:

RI25
1

4pE H~ t,r !] tB~ t,r !d3r . ~B2!

Making use of the general solution~9!–~11! and of the
expansion~24! we write

H~ t !5Heẑ1he~ t !1Hdip , ~B3!

B~ t !5~He14pM !ẑ1he~ t !14pm~ t !1Hdip . ~B4!
1-15
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In taking space integrals of mutual scalar products of diff
ent terms ofH(t) and B(t) we note that those containin
Hdip transform into integrals over a remote surface. Sin
beyond the specimen magnetization is zero, such integ
vanish.

In bilinear expressions we should write the monoch
matic rf field he(t)5hm

e cosvt ashe(t)5 1
2 (he1he* ), where

he5hm
e e2 ivt. Similarly, the rotating part of the magnetiza

tion should be written in the formm(t)5 1
2 (m1m* ), where

m5mme2 i (vt1w)(1,i ).
Then the impedanceZ5R2 ivL/c2 of an NMR coil can

be written in the form

Z5Z01I 22E he~ t,r !~] t2 iv!m~ t,r !d3r5Z0

2 ivI 22E he* md3r , ~B5!

whereZ0 is the impedance without sample. So the change
the impedance of the coil due to sample is proportional t

2E he* md3r'^he1um1&. ~B6!

The real part of this quantity gives the dispersion spectru
while imaginary the absorption.

Introducing the Green operatorĜv , Eq. ~42!, and normal-
izing, we arrive at expression~41!.

APPENDIX C: DIPOLAR CORRECTIONS TO MODES
IN A FINITE CYLINDER

In this appendix we derive expression~56! for mode shifts
due to dipolar field in a finite-cylindrical cell.

The normalization coefficients of transversely homog
neousnr5m50 modes~55! are

cnz

225pR2jE
0

L/j→`

Ai2~x1anz
8 !dx. ~C1!

The upper limit may be put equal to infinity and then the l
dimensionless integral is a number depending only onnz .

In calculating the integrals in Eq.~54! we use the expan
sion of the Green function in cylindrical coordinates~Ref.
19, p. 140!:

1

ur2r 8u
5 (

m52`

1`

eim(w2w8)E
0

`

e2kuz2z8uJm~kr!Jm~kr8!dk.

~C2!

Integrals overw and w8 give (2p)2dm0. Then the inte-
grals overr andr8 with J0 give R2J1

2(kR)/k2 so that
05430
-

e
ls

-

in

,

-

t

E
V
C~z!n̂zz@F~z!#d3r52pR2E

0

`J1
2~kR!

k2 E
0

L

C~z!

3E
0

L

F~z8!]z
2e2kuz2z8udz8dzdk.

~C3!

In the first integral in Eq.~54!, C(z)5cnz

2 (z),F(z)51,

while in the second—C(z)5F(z)5cnz
(z).

As a result of differentiating expansion~C2! we have

]z
2e2kuz2z8u522kd~z2z8!1k2e2kuz2z8u. ~C4!

The integral of thed-functional part is the simpler; using
*x21J1

2(x)dx5 1
2 , we obtainpR2*0

LC(z)F(z)dz. For both
integrals in Eq.~54! this gives unity.

So thed-functional part in the dipolar operator for tran
versely homogeneous spatial distributions gives the lo
slab value~52!.

The second part in Eq.~C4! is shown below to be nonzer
only for finite samples. Indeed, it yields

2pRE
0

L

C~z!E
0

L

F~z8!FS uz2z8u
R Ddz8dz,

where

F~p!5E
0

`

J1
2~x!e2pxdx ~C5!

is the Laplace transform ofJ1
2. Although its value can be

found in tables@see, e.g., Ref. 28~formula 6.612!# for our
purposes it is sufficient to know its value for smallp, where
it diverges logarithmically:

FS uz2z8u
R D'2

1

p
ln

e2uz2z8u
8R

. ~C6!

Writing for small z

E
0

L

ln
e2uz2z8u

8R
dz85L ln

eL

8R
1z ln

z

eL
1O~z2!

and substituting (L2z)/j→x we obtain for the first integra
in Eq. ~54!:

11
L

pR
ln

eL

8R
1

Cnz

p

j

R
ln

Qnz
j

Le
. ~C7!

And for the second integral in Eq.~54!

11
2Fnz

p

j

R
ln

e2Jnz
j

8R
. ~C8!

Here thenz-dependent constants
1-16
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Fnz
5

1

2

F E2anz
8

`

Ai ~x!dxG 2

E
2anz

8

`

Ai2~x!dx

, ~C9!

ln Jnz
5

E
2anz

8

` E
2anz

8

`

lnux2x8uAi ~x!Ai ~x8!dxdx8

F E2anz
8

`

Ai ~x!dxG 2 ,

~C10!

Cnz
5

E
2anz

8

`

xAi2~x!dx

E
2anz

8

`

Ai2~x!dx

, ~C11!

ln Qnz
5

E
2anz

8

`

x ln~x!Ai2~x!dx

E
2anz

8

`

xAi2~x!dx

~C12!

are of order unity, as is seen from Table II, where they
calculated numerically for the first six modes.

Plugging Eqs.~C7! and ~C8! into Eq. ~54! we get for the
dipolar corrections to the modes frequencies in a finite c
inder expression~56!.

Dipolar error to transverse relaxation time

We are now in a position to estimate the error in t
determination of the transverse relaxation time becaus
the dipolar field.

As an example, we consider the experiment,13 whereint
was obtained from the regime parameterC, which, in its
turn, was determined from the slope of the linear fit to t
dependence of modes half-widths Imva on their position
Re(va2vL2L¹vL). In the collisionless regime in a finite
cylinder, as is seen from Eqs.~50! and~51!, the two quanti-
ties are related through

Imva

Re~va2vL2L¹vL!
'

1

3C
. ~C13!

We now find the dipolar correction to this value.

TABLE II. Numerical constants in the expression~56! for mode
shifts due to dipolar field as functions of the mode number.

nz 0 1 2 3 4 5

Fnz
1.1197 0.9377 0.6949 0.6449 0.5717 0.544

Jnz
0.5431 0.3525 0.2441 0.2384 0.2019 0.198

Cnz
0.6792 2.165 3.2134 4.109 4.915 5.659

Qnz
0.9189 2.481 3.657 4.667 5.576 6.419
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For finite C21 the scalej should be replaced with the
complex j(11 i /C)1/3. This means that the dipolar fiel
changes also imaginary parts of the eigenfrequencies
hence half-widths of the modes. In the collisionless regi
(C@1) the imaginary part of the correction~56! equals

ddipImvnz

cylinder5
vM

3C

j

pR S Fnz
ln

8R

e3Jnz
j

1Cnz
ln

L

Qnz
j D .

~C14!

So the dipolar field changes the widths of the modes p
portionally to vM . Since for all parameters being positiv
the initial imaginary parts (1/3C)anz

8 j¹vL of the modes~50!

are negative, the modes narrow down in the first approxim
tion.

As a matter of fact, experimentally measured are not
absolute positions of the modes frequencies but rather t
positions relative to each other. So modes positions in R
13 were determined relatively to the positionv0 of the ze-
roth mode: notva but va2v0.

To diminish the error due to the data scattering in t
value of the slope derived from the fitting, it is desirable
fix the Larmor frequency at the wallvL1L¹vL which is
experimentally badly determinable. So the positionv0 was
put equal to its valuev0

(0)5vL1L¹vL1a08j¹vL in the
absence of the dipolar field. This means that instead ofva
2vL2L¹vL in the denominator of Eq.~C13! actually used
in Ref. 13 was Re@(va2v0)1a08j¹vL#[Re@(va2v0)
2vL2L¹vL1v0

(0)#.
Calculating the ratio of Imva to this quantity taking into

account the dipolar corrections~56! and ~C14! we get

1

3C F12
vM

anz
8 j¹vL

j

pR S F0ln
8R

e21Fnz
/F0J0j

1C0ln
e12Cnz

/C0L

Q0j D G . ~C15!

So the error introduced to the determination ofC is of the
order of Eq.~87!.

APPENDIX D: SOLUTIONS FOR A SPHERICAL CELL
IN ADIABATIC APPROXIMATION

In this appendix we obtain spin-wave solutions in
sphere neglecting the dipolar field.

For a solution of the three-dimensional eigenvalue pr
lem in a sphere of a radiusR,

@D]21z¹vL#u~z,r'!5dvu~z,r'!, ~D1!

] ruur 5R50, ~D2!

where we denoteddv5v2vL for brevity, the adiabatic ap-
proximation consists in the substitution

u~z,r'!5v~z;r!w~r!eimw, ~D3!

wherevnz
(z;r) are the eigenfunctions of the equation
1-17
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@D]z
21z¹vL#vnz

~z;r!5vnz
~r!vnz

~z;r!. ~D4!

The coordinate notations are represented in Fig. 7.
appropriate boundary conditions for Eq.~D4! will be dis-
cussed below.

Then Eq.~D1! becomes

vnz
~z;r!@D]'

2 1vnz
~r!2dv#w~r!eimw1Deimw~w]'

2 vnz

12]rw]rvnz
!50. ~D5!

The adiabatic approximation utilizes the fact that the sec
term could be for certain conditions neglected with respec
D]'

2 w(r). Then we would obtain an effectively decouple
eigenvalue problem describing the slow transverse motio

@D]'
2 1vnz

~r!#w~r!eimw5dvw~r!eimw. ~D6!

For an estimate of the conditions of the possibility of th
neglect we write

]rvnz
~z;r!;]rz]zvnz

;~r/R!]zvnz
, ~D7!

and from Eq.~D4! we see that]zvnz
;vnz

/j, wherej is the
Airy spin-wave characteristic wavelength~49!. On the other
hand, ]rw;w/r. So the condition of applicability of the
adiabatic approximation to this problem is that the ratio
the second term in Eq.~D5! to D]'

2 w(r) should be smaller
than unity:

r2/Rj!1. ~D8!

The boundary condition~D2! on u reads

@cosu]z1sinu]r#vnz
~z;r!w~r!eimw50. ~D9!

For smallu we have cosu'12r2/2R2 and sinu'r/R. Esti-
mating]rvnz

as above, we see that sinu]rvnz
is of the order

of (r/R)2]zvnz
, and in first order inr/R the boundary con-

ditions are

S w]zvnz
1

r

R
vnz

]rwD
z'R2r2/2R

50. ~D10!

FIG. 7. A scheme of the coordinate system used to solve
eigenvalue problem in the adiabatic approximation.
05430
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The first term is proportional to 1/j, while the second to
1/R and in the casej!R the boundary conditions reduce t
a much simpler form

]zvnz
uz'R2r2/2R50. ~D11!

Finally we formulate once again all our assumptions, i
r,j,r2/j!R. These three reduce toj!R if r;1/Aa, where
1/Aa is the characteristic transverse spatial scale of the w
function @see Eq.~D16! below#.

Now we proceed to the solution itself. First, Eq.~D4!
should be solved with the boundary conditions~i! ~D11! at
z5R2r2/2R and ~ii ! v i→0 asz→2`.

The solution is then

vnz
~z;r!5Ai S vnz

~r!2z¹vL

j¹vL
D , ~D12!

where

vnz
~r!5S R2

r2

2R
1janz

8 D¹vL ~D13!

andan8,0 is thenth zero of the derivative of the Airy func
tion Ai8.

Then Eq. ~D6! describes a two-dimensional harmon
oscillator

FD]'
2 2

¹vL

R

r2

2 Gw~r!eimw

5@v2~anz
8 j1R!¹vL#w~r!eimw. ~D14!

The solution in polar coordinates is

wnrm~r!5r umue2ar2/2Lnr

umu~ar2!, ~D15!

whereLn
a(z) are the Laguerre polynomials and we denote

a25
¹vL

2DR
[

1

2j3R
. ~D16!

The corresponding eigenfrequencies are

vnzn
5vL1R¹vL1j¹vLFanz

8 2A2
j

R
~n11!G ,

where vL is the Larmor frequency in the center of th
sphere,n52nr1umu.

Again we remark that only the modes with zero azimuth
quantum numberm couple to the rf field. Eigenfunctions
with m50 occur for evenn52nr , as is written in Eq.~58!.

Effects of dipolar field in the first order
of perturbation theory

We now calculate the demagnetizing field corrections~54!
to the modes in a sphere.

As we saw in the previous subsection, the dipolar-fr
solution of the equations of motion satisfying boundary co
ditions ~44! is
e

1-18
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cnznr05cnznr0AiS R2
r2

2R
2z

j
1anz

8 D e2ar2/2Lnr
~ar2!,

~D17!

where nz ,nr50,1,2, . . . ,̀ , and m was put equal to zero
because only the modes withm50 couple to the homoge
neous rf field. Furthermore, for simplicity we consid
modes withnr50 for which Lnr

51.

In order to calculate the normalization coefficientcnz00,

cnz00
22 52pE

0

`

e2ar2E
2R1r2/2R

R2r2/2R
Ai2S R2

r2

2R
2z

j
D dzrdr

we make the substitutionx5(R2r2/2R2z)/j

cnz00
22 52pjE

0

`

e2ar2E
0

2(R2r2/2R)/j→`
Ai2~x1anz

8 !dxrdr

5
pj

a E
0

`

Ai2~x1anz
8 !dx. ~D18!

Here the upper limit of integration overx may be estimated
as;(R/j21/aRj)5(R/j2A2j/R)@1, after which the in-
tegral overx decouples from that overr in the approxima-
tion j/R!1.

In the case of a spheren̂zz@1#5n(z)5 1
3 and as was al-

ready mentioned there is no contribution to the spectr
distortion from the static dipolar field. One needs only
calculate the second integral in Eq.~54!.

Again, thed-functional term in Eq.~C4! using19

E
0

`

kJn~kr!Jn~kr8!dk5
1

r
d~r2r8!

can be easily seen to give a constant 1 as it should. In
limit j/R→0 a sphere transforms into a half-space,
modes being localized near the boundary. A half-space
particular case of a slab, with the heightL→`. Hence the
solutions in a sphere in the limitj/R→0 transform into so-
lutions for a thick slab depending on onlyz. The demagne-
tizing tensor for such solutions reduces to a constant~52!.

The second term in Eq.~C4! gives

E
V
cnz

~z!n̂zz@cnz
~z!#d3r

52pcnz

2 j2E
0

`

k2E
0

`

e2ar2/2J0~kr!E
0

`

e2ar82/2J0~kr8!

3E
0

`

Ai ~x1anz
8 !E

0

`

Ai ~x81anz
8 !

3e2kjux2x81(r22r82)/2Rjudx8dxr8dr8rdrdk. ~D19!

The two terms under the module sign appeared fromuz
2z8u. We can estimatex2x8;1 and (r22r82)/2Rj
05430
he
e
a

;1/2Rja5Aj/2R; therefore, uz2z8u'jux2x8u. Then the
integrals overr andr8 can be taken28 ~formula 6.631!:

E
0

`

e2ar2/2J0~kr!rdr5
1

a
e2k2/2a. ~D20!

The integral overk,

E
0

`

e2k2/ae2kpk2dk, ~D21!

wherep5jux2x8u, is a function ofpAa;A4 j/R. Therefore,
we can substitute Eq.~D21! with the zeroth term of its ex-
pansion in series with respect topAa, which is 1

4 Apa3. Then

E
V
cnz

~z!n̂zz@cnz
~z!#d3r

512
Fnz

2
Apaj512

Fnz
Ap

2
A4 j

2R
,

~D22!

whereFnz
are the same numbers as in the case of a cylin

In the end we obtain Eq.~60! for the corrections to the
modes.

APPENDIX E: MATRIX ELEMENTS
OF THE DEMAGNETIZING OPERATOR

In this appendix we are going into the detail of calculati
of the matrix elements of the dipolar integro-differential o
erator n̂zz. We show that only those elemen

^nlmun̂zzun8l 8m8& are nonzero that are between the sta
with m5m8 and l 85 l ,l 62.

Before proceeding we remark on notation. We will wri
the integral operator in Eq.~14! as

Ĝ`M ~r !5E M ~r 8!

ur2r 8u
d3r 8, ~E1!

the justification being thatĜ` is the Green operator fo
Laplace equation with the boundary condition of vanishi
at infinity.

So our plan for this section is, first, to calculateĜ`unlm&.
Then, second, we calculate the result of acting of]z

2 on an
arbitrary functionf (r ) expanded in spherical harmonics:

f ~r !5(
lm

f lm~r !Yl
m~ r̂ !. ~E2!

By substitutingĜ`unlm& for f we eventually find the ma-
trix elements themselves.

1. Calculation of Ĝ`znlm‹

We find Ĝ`unlm& directly by integration, using a well-
known formula from the theory of spherical harmonics:
1-19
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1

ur2r 8u
5(

lm

4p

2l 11
Yl

m~ r̂ !Yl
m* ~ r̂ 8!

r ,
l

r .
l 11

,

wherer , (r .) is the smaller~larger! of r and r 8. Then,

Ĝ`unlm&

5
4p

2l 11
cnlYl

m~ r̂ !S E
0

r r 8 l

r l 11
1E

r

R r l

r 8 l 11D j l~knlr 8!r 82dr8.

~E3!

The integrals on the right-hand side can be taken easil
follows. We notice that29

x2 l j l 11~x!52]x@x2 l j l~x!#, ~E4!

xl 11 j l 21~x!5]x@xl 11 j l~x!#. ~E5!

Taking integrals from the two sides we obtain

E
0

xS y

xD l 11

j l 21~y!dy5 j l~x!, ~E6!

E
x

aS x

yD l

j l 11~y!dy5 j l~x!2S x

aD l

j l~a!. ~E7!

On plugging the above into Eq.~E3! and using anothe
property of the spherical Bessel functions,

j l 11~x!1 j l 21~x!5
2l 11

x
j l~x!, ~E8!

we get a sum of two terms:

Ĝ`unlm&5
4pR2

~knlR!2
unlm&

2
4pR2

2l 11

cnl

knlR
Yl

m~ r̂ !S r

RD l

j l 21~knlR!. ~E9!

This expression is inapplicable whenknlR50, which takes
place forn5 l 50. In this particular case, integrating expli
itly, we get

Ĝ`u000&54pc00Y0
0~ r̂ ! j 0~0!S R2

2
2

r 2

6 D .

2. Calculation of z
2f „r …

Making use of the overt expressions of the basis vec
in the spherical coordinates

r̂5 x̂ sinu cosw1 ŷ sinu sinw1 ẑcosu,

û5 x̂ cosu cosw1 ŷ cosu sinw2 ẑsinu,

ŵ52 x̂ sinw1 ŷ cosw, ~E10!

and of the Nabla operator
05430
as

rs

5 r̂] r1û
1

r
]u1ŵ

1

r sinu
]w , ~E11!

it can be verified that

]z5cosu] r1
1

2r
sinu~eiw l̂ 22e2 iw l̂ 1!. ~E12!

Here l̂52 i r3 is the angular momentum operator,

l̂ z52 i ]w , l̂ 65e6 iw~6]u1 i cotu]w!, ~E13!

which has the well-known effect on the spherical harmoni

l̂ zYl
m5mYl

m , ~E14!

l̂ 1Yl
m5A~ l 2m!~ l 1m11!Yl

m11 , ~E15!

l̂ 2Yl
m5A~ l 1m!~ l 2m11!Yl

m21 . ~E16!

The product of each spherical harmonic with sinueiw

}Y1
1, cosu}Y1

0, or sinue2iw}Y1
21, is a sum,30

sinue2 iwYl
m5al

mYl 11
m212bl

mYl 21
m21 , ~E17!

sinueiwYl
m52al

2mYl 11
m111bl

2mYl 21
m11 , ~E18!

cosuYl
m5cl 11

m Yl 11
m 1cl

mYl 21
m ~E19!

of the harmonics with the adjacentl and m multiplied each
by a coefficient~which, in fact, are particular cases of th
Clebsh-Gordan coefficients!:

al
m5Al 2m11

2l 11

l 2m12

2l 13
,

bl
m5A l 1m

2l 11

l 1m21

2l 21
,

cl
m5A l 1m

2l 11

l 2m

2l 21
. ~E20!

Hence from Eq.~E12!

]zf 5(
lm

~2cl 11
m Yl 11

m L̂l
11cl

mYl 21
m L̂l

2! f lm~r !. ~E21!

Here the coefficients turn out to be the same as in Eq.~E19!,
and we introduced two differentiating operators

L̂l
152] r1 l /r ,

L̂l
25] r1~ l 11!/r . ~E22!

We may rewrite~E21! by shifting the summation indice
as

]zf ~r !5(
lm

~]zf ! lm~r !Yl
m~ r̂ !,
1-20
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where

~]zf ! lm52cl
mL̂l 21

1 f l 21,m1cl 11
m L̂l 11

2 f l 11,m . ~E23!

Then repeating the procedure, we get

]z
2f ~r !5(

lm
~]z

2f ! lm~r !Yl
m~ r̂ !,

with

~]z
2f ! lm5cl

mcl 21
m L̂l 21

1 L̂l 22
1 f l 22,m1@~cl

m!21~cl 11
m !2#

3~]2! l f lm1cl 11
m cl 12

m L̂l 11
2 L̂l 12

2 f l 12,m . ~E24!

Here we used thatL̂l 21
1 L̂l

25L̂l 11
2 L̂l

152(]2) l , where (]2) l

is the l th component of the Laplace operator:

~]2! l5] r
212

] r

r
2

l ~ l 11!

r 2
. ~E25!

Changing the summation indices in each term again
arrive at

]z
2f 5(

lm
$cl 11

m cl 12
m Yl 12

m ~ r̂ !L̂l 11
1 L̂l

11@~cl
m!21~cl 11

m !2#

3Yl
m~ r̂ !~]2! l1cl 21

m cl
mYl 22

m ~ r̂ !L̂l 21
2 L̂l

2% f lm . ~E26!

3. Matrix elements

SubstitutingĜ`unlm& from Eq. ~E9! into Eq. ~E26! and
using the properties ofL̂l

1 ,L̂l
2 summarized in Table III, we

find

1

4p
]z

2Ĝ`unlm&5cl 11
m cl 12

m cnl j l 12~knlr !Yl 12
m ~ r̂ !

2@~cl
m!21~cl 11

m !2#unlm&

1cl 21
m cl

mcnlYl 22
m ~ r̂ !F j l 22~knlr !

2~2l 21!
j l 21~knlR!

knlR
S r

RD l 22G .
~E27!

It is not hard to verify by straightforward differentiating th
this expression holds also forn5 l 5m50.

The matrix elementŝn8l 8m8u]z
2Ĝ`unlm& are to be ob-

tained from this expression by integrating with the comp
conjugate of Eq.~79! over the spherical volume of ou

TABLE III. OperatorsL̂l
1 ,L̂l

2 .

f (r ) r l 1/r l 11 j l(r ) j l(constr )

L̂l
1 f 0 (2l 11) f /r j l 11(r ) constj l 11(constr )

L̂l
2 f (2l 11) f /r 0 j l 21(r ) constj l 21(constr )
05430
e

x

sample. In doing so we see that only the elements withm8
5m,l 85 l ,l 62 are nonzero as we already mention
in the text

^nlmu
1

4p
]z

2Ĝ`un8,l 85 l 22,m&

5~cl 21
m cl

m!E
0

R

cc8 j l~kr ! j l~k8r !r 2dr,

^nlmu
1

4p
]z

2Ĝ`un8lm&52@~cl
m!21~cl 11

m !2#dnn8 ,

^nlmu
1

4p
]z

2Ĝ`un8,l 85 l 12,m&

5~cl 821
m cl 8

m
!cc8S E

0

R

j l~kr ! j l~k8r !r 2dr

2~2l 13!R3
j l 11~kR!

kR

j l 11~k8R!

k8R
D , ~E28!

where we introduced shorthand notationk5knl , k85kn8 l 8 ,
c5cnl , andc85cn8 l 8 .

In the last term we used

E
0

R

j l~kr !r l 12dr/Rl5R3 j l 11~kR!/kR, ~E29!

with k5knl . There is one exception, though, whenl 5n
50 — thenknl5k0050 and the division in the right-hand
side of Eq.~E29! is undefined. Integrating straightforwardl
we get insteadR3 j 0(0)/3.

At the end, we take integrals in the off-diagonal eleme
of Eq. ~E28! using the formulas below28 ~formula 5.54!:

E j l~ax! j l~bx!x2dx

5x2
b j l 21~bx! j l~ax!2a j l 21~ax! j l~bx!

a22b2

[x2
2b j l 11~bx! j l~ax!1a j l 11~ax! j l~bx!

a22b2

[x2
b j l 11~bx! j l 12~ax!2a j l 11~ax! j l 12~bx!

a22b2

1~2l 13!x3
j l 11~ax!

ax

j l 11~bx!

bx
. ~E30!

Here aÞb and we consecutively applied recurrent relati
~E8! first to j l 21 and then toj l .
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Plugging the integration limits we see that above-diago
( l 85 l 12) elements equal corresponding below-diago
( l 85 l 22) with the appropriate changel 8↔ l . ~For n5 l
50 this is to be verified manually.!

Finally, we get formula~84! in the text for the dipolar par
of the Hamiltonian.

The casea5b in Eq. ~E30! is used in the calculation o
the normalization coefficientscnl , Eq. ~80!:

E j l
2~ax!x2dx5

x3

2
@ j l

2~ax!2 j l 21~ax! j l 11~ax!#.

We get
p:

v

J

d

G.

m

ct
er
ag
D

05430
l
l cnl5S R3

2
@ j l

2~knlR!2 j l 21~knlR! j l 11~knlR!# D 21/2

,

5S R3

2
F j l

2~knlR!1 j l 11
2 ~knlR!

2
2l 11

knlR
j l~knlR! j l 11~knlR!G D 21/2

,

whenn1 l>1. Forn5 l 50 we havek0050 and j l 21 grows
unlimitedly when its argument tends to zero. Then we in
grate directlyc005(R3 j 0

2/3)21/2.
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