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Local cluster formation in a cobalt melt during the cooling process
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Investigations of the thermal evolution of the structural and dynamic properties of small cobalt clusters in
melt are performed using molecular-dynamics simulations with a Finnis-Sinsclaire potential. The mean square
displacements, atomic volume, and internal energy, as well as the pair correlation function and bonded pairs,
are obtained from quick and slow cooling simulations, respectively. The splitting of a second peak of pair
correlation function is due to the presence of icosahedron-type clusters. The results demonstrate that the
transition from a supercooled-liquid to a crystal is a discontinuous transition in structure, while the
supercooled-liquid to glass transition is a continuous transition in structure. The physical picture of the struc-
ture of metallic glass is a disordered entanglement with a lot of icosahedra.
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[. INTRODUCTION tion was used to simulate not only the glass formation pro-
cesses but also crystallization processes from the liquids.
When a liquid is cooled, it can solidify in two very dif- Stillinger and Laviolett reported local order in quenched
ferent ways. The familiar route produces an ordered crystastates of simple atomic substan¢®sVatanabe and Tsumu-
with long-range order. In this case, the change in the merava studied the crystallization and glass formation in liquid
chanical properties of the materials from viscous liquid tosodium by the molecular-dynami¢siD) method® The ho-
elastic solid can easily be explained by the change in struamogeneous nucleation of the crystalline phase from a super-
ture. An equally important but subtle transformation is disor-cooled liquid phase was studied for several model systems
dered glass without long-range order. Understanding a trarby means of the molecular-dynamics simulation. Hsu and
sition from a supercooled-liquid to a solidrystal and glags  Rahman reported homogeneous nucleation and growth of a
is an important practical issue in physical sciences. Somegc crystalline phase with Lennard-Joned.J) 12-6
important questions on about freezing have remained Unaryystem<? Several other fcc crystallization phase was ob-
swered. Experiments have not allowed us to measure directlyared in soft cord?2and rubidiun® Moutain and Brown
how an atom moves to a particular neighbor in a solid or tq'eported an observation of the body-centered-cubico)

observe which local structures are prone to reorganizatiorgtmcture in a L¥* Hsu and Rahman system is observed the

Therefore, a liquid-to-solid transition determined by eXpe”'homogeneous nucleation and growth of a bce structure in

ment is hardly possible. Computer simulations provide ar, i system$® Analyses was made of the size of the
opportunity to study these processes at an atomic level. In

. . itical nucleus® the structural feature of the nucleatiti??
the past 20 years, there has an upsurge of interest in und«%—e offects of the tvoes of potentdl and the effects of
standing the liquid-to-solid transition® In a structural yp P :

analysis, the pair correlation function is no doubt of the cho-t,’()ur1d"’lry condition$’ However, the simulated results men-

sen value. It yields the central information about the shortlioned above can only be used to demonstrate the tempera-
range order, and serves as a key test for different structuf@lré effects on the structure-dependent part of the energy.
modelst! To study the pair correlation function as well as The transition from a liquid to a solid is investigated only by
thermodynamic properties, theoretically two distinct tech-SPecific-heat or thermodynamics properties. It is interesting
niques of Computer simulation, name|y’ the molecular-to StUdy how the local cluster Changes when a transition from
dynamics and Monte Carlo methods, are most frequently em liquid to a solid occurs. However, till now, results in this
ployed. In both techniques, the interaction potential is thgesearch field have been insufficient. Moreover, a study of
primary input for computation. Mitral and co-workéfs®  the transition from a supercooled liquid to a solid with many-
have used a two-body model with Coulombic interactionsbody potential was scarcely reported. In the present study,
and a power-law repulsion, fitted to the short-range structuréhe transition from a supercooled liquid to a salglass and
and melting temperature of cristobalite. Three-body forcesrysta) is simulated by means of the Finnis-SinsclaiFS)
have been introduced mainly to bring the bond angle distripotential. We will simulate the cooling process of the liquid
butions into better agreement with the experimental data focobalt with three cooling rates. In Sec. Il, the FS potential is
the glass* An optimized two-body potential developed by described in detail. In Sec. Ill, we will describe the compu-
Tsuneyuki was applied with success to a study of a thermaltational procedures and cooling method. In Sec. IV, a struc-
induced phase transition in crystalline sil®aThe effective tural analysis will be introduced. Our simulated results and
pair potential was used to study the microstructure of amoreiscussion will be given in Sec. V. Concluding remarks will
phous Cr and Ga metat&!’ A molecular-dynamics simula- be given in Sec. VI.
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II. INTERATOMIC POTENTIAL TABLE |I. The parameters of FS potential for cobdk,, and

. . . . Ry are chosen knot points, and coefficiests and B, are deter-
In an atomistic modeling of transition metals, pair poten- inaq by fitting the experimental quantities.

tials have been found to be insufficient to explain a numbert

of observations. In recent times, the FS potefitialas pre- V(1) d(r)
sented for deriving empirical-body interatomic potentials

for atomistic simulations which are more realistic than pair- Ra1 1.8014000 Ry 1.8800000
wise interactions between atoms, and reasonably fast in com- Raz 1.7320508 Rp2 1.6234512
putation. The schemes can be regarded as a version of theRa3 1.6234000 Rps 14114497
so-called embedded-atom method which was developed by Ry, 1.4114497 Ro4 1.0250000
Daw and Baske$’ The N-body potentials developed by FS R, 1.2057248 B, 7.1431286
were used successfully to study the point defect properties in R, 1.0250000 B, —12.9299821
NigAl (Ref. 28 and surfacé®3'The FS potential also ledto A, 0.9948176 B, ~7.7523712
encouraging results in a number of atomistic studies in cubic A, 0.2156309 B, 1349.226 977
transition and noble metaf8:* Igarashi, Khanta and Vitek A, 20989577

used the FS potential to calculate the phonon dipersion rela- a, —1.4993566

tions for[110], [100], and[001] directions in the Brillouin As 0.475308 3

zone of the cobalt. They are in a good agreement with ex- 5 236.986 365 9

periments, indicating that the FS potential is good enough ta
describe the cobaff The FS potential formalism is based on

a second-moment approximation to the tight-binding theoryperimental guantities. The parameters of the FS potential for

assuming that the change in shape ofdfteand induced by 5,6 hexagonal close packédCP) metals are summarized
the local environment can be represented as a simple COMl Table 134

pression of band-width and that there is no charge transfer
between atoms. The total energyMinteracting particles is
written as* IIl. MD SIMULATION PROCESS

1 The computer liquids and solidsrystals and glassgsf
Emt=§Z V(ri)— > f(p), cobalt are simulated by MD techniques using the damped
! ' force method®~*at a constant pressure. The velocity rescal-
ing algorithm is employed to control the temperature. A
piZE b(ri)), simple method of fixing the kinetic temperature of a system
] in MD is to rescale the velocities at each time step. The

, . damped force method involves the integration of a modified
where the summation extends over all the atow(s;;) iSa gt of Hamiltonian equations of motion. A kind of friction
pair potential describing a direct interaction between two atgqefficient is chosen to constrain equations of motion. Thus,
omsi andj separated by a distaneg , which is strongly  for the “leapfrog” algorithm, the damped force method re-
repulsive for sme_1|| separations of atonfsjs taken as a gyces to a simple scaling of the velocities and the forces at
square-root functionp; is interpreted as a sum of square gach integration step. It ensures that temperature is constant
hopping integrals; ang(r;;) is another pair potential. at every time step. Here a MD simulations is carried out in a

The first and second derivatives of the functiofs) and  cypjc box subject to widely used periodic boundary condi-
¢(r) should be continuous for all values ofand the fol-  {jons with 500 particles. The time step is chosen at 5
lowing forms adopted for the most convenience X 10" sec. The equation of motion is integrated using the
velocity verlet algorithm. In order to obtain melting liquid
state, the simulations started at 1873 K. At this temperature,
the system is run for 8 1CP time steps to guarantee an equi-
librium liquid state. Then the damped force method is

m adopted to decrease the temperature with cooling rates are
d(1) =" Bi(Rox—1)3H(Rpx—T1), 4x10% 4x10, and 4x 10°K/s respectively by forcing
k=1 the bath temperature to decrease linearly at every time step.
The configurations are recorded at particular temperatures
0, x<O0 during the quenching. For each of the recorded configura-
1, x>0, tions, another run of 8 10 time steps at the given tempera-
ture is performed in order to determine the thermodynamic
whereH(x) is Heaviside unit-step function which gives the gquantities. During each of these runs, 20 configurations are
cutoff distance of each spline segmextiepresentsR, —r saved, one at each 2000 time steps. Also the steepest decent
or R,—r; mandn are the numbers of knot points fgr(r) energy-minimization procedure with the conjugate gradient
and V(r), m=4 andn=6; R, and R, are chosen knot method, suggested by Stillinger and co-work€r& is im-
points such thaR,;>R,,>""R,, and Ry;>Rp,>-"Rym; posed on each of these configurations to extract their inher-
the coefficientsA, and B, are determined by fitting the ex- ent configurations, in which atoms are brought to local mini-

n

V(1) =2, AdRa—1)°H(Ra— ),
k=1

H(x)=
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mum on the potential-energy surface. This procedure waklere (n;(r,r +Ar)) is the average number of atoms sur-
used extensively as a very powerful means of analyzing theounding theith atom in a spherical shell betweerandr
structure of liquids, amorphous solids, and even cry8tdls.  +Ar. N is the total number of atoms involved in the system
It is presumed that the analysis of inherent structure of ainder consideration, an@ is the simulated volume of the
material can provide a clearer picture of its structure becausenit cell. The pair correlation function is frequently used for
the inherent structure does not contain instantaneous highliscussions of noncrystalline and crystal systems. The infor-
energy fluctuations that are present in the actual dynamicahation given by the pair correlation function is only one

state and thus obscure our observation. dimensional, but it does give quantitative information about
liquid, crystalline, and noncrystalline systems. Therefore, the
IV. STRUCTURAL ANALYSIS METHODS pair correlation function is one of the most important pieces

- _ o of information in the study of such materials. The pair cor-
An additional strategy involves monitoring the mean relation function is useful, not only because it provides in-
square displacemen®ISD’s) of atoms from their initial  sjght into the liquid and solid structures, but also because the

positions. This function increases during the course of a |i9ensemble average of any function may be expressed in this
uid simulation, but oscillates around a mean value in a solidform. For example, we may write the energy as

A useful rule of thumb is that when the root-mean-square

displacement per particle exceeds a value otrGahd it is 3 c

clearly increasing, then the system has melted and the equili- E=5NkgT+2mnp fo rev(rjg(r)dr.
bration can be terminated. Care should be taken to exclude

periOdiC boundary corrections in the Computation of this To ana|yze the structural Changes accompanying freezing’
quantity. This technique is very useful for monitoring equili- we adopt a common technique used by Anderson and
bration not only from a lattice but also from a disorderedco-workers*®” In this technique, two atoms are said to be
starting configuration, particularly when the system may benear neighbors if they are within a specified cutoff distance
come trapped in a glassy state rather than forming a liquidef each other. The graphical shorthand provides a convenient
that would be interesting for these case. The displacemem,ay to represent the possib|e type of atomic paﬁ@ ]_)
MSD is given by Here the diagrams represent physical structures rather than
integrals. In a particular diagram, white points represent at-
oms in the root pair, while black points represent near neigh-
bors with these atoms in common. Atoms that are near neigh-
bors of each other are connected by liflesndg. Note that

1 N
(ré)=y 2, i -0

The MSD is proportional to the diffusion consteDt two white points appear in every diagram of this type, and
that, based on the definition, each white point is bonded to
1d each black point. We can characterize each of the diagrams

/2
D= 6 dt (r*(0)), by a sequence of four integers. The first integer, either 1 or 2,

indicates the diagram “type,” that is, whether or not the at-
whereN is the particle number and(t) is the position at  oms composing the root pair are near neighbors. The second
time t, r(0) is the position at the time origin. A nonzero integer represents the number of near neighbors shared by
value of D is suggestive of a liquid. It is a necessary butthe root pair. The third integer denotes the number of bonds
sufficient criterion for liquidlike behavior. among the shared neighbors. A fourth integer, whose value is
The structure of a liquid is characterized by a set of dis-arbitrary as long as it is used consistently, is added to provide
tribution functions, the simplest one being the pair correla-a unique Correspondence between the number and the dia-
tion functions. This function gives the probability of finding gram. Figure 1 shows some diagrams that are prevalent in
a pair of atoms a distangeapart, relative to the probability the system. Each of the various phases of dense bulk system
expected for a completely random distribution at the samé\as its own signature in the diagrams that characterize its
density. The pair correlation function is determined ff6m  |ocal structures. For example, four diagrams are represented
in a perfect bulk fcc crystal: 2211, 2101, 1421, and 2441. A
g(r)= Q(ni(r,r +Ar)) bulk hcp crystal contains 1422 and 2331 pairs. The 1421 and
47r?ArN 1422 pairs are less abundant in a random closed-packed glass

035411-3



LI HUI, WANG GUANGHOU, BIAN XIUFANG, AND DING FENG PHYSICAL REVIEW B 65 035411

54 T M T M T T T T 1 M T T 1 T T T T T T T T T T T
29 (b)
53 -
30
5
-3.1
51k
g = FIG. 2. The atomic voluméa)
S sl 2 s2r and internal energgb) vs the tem-
T s perature during the cooling pro-
5 b 0 B3f cess R.1:4X10%K/s; R.2:4
S X 10" K/s; R 3:4X 101°K/s).
sl 34
47+ Rec2 35|
Te | Tc
1 1 1 l 1 1 L 1 " 1 n 1 -36 1 L ] i ) .l H 2 1 1 L ) 1 1
400 600 800 1000 1200 1400 1600 1800 400 600 800 1000 1200 1400 1600 1800
Temperature(K) Temperature(K)

system, and 1551 and 1541 pairs, which are not present idenote()(t) for pure cobalt quenched with a much lower
perfect fcc or hep crystals, are relatively numerous in supereooling rate(4x 10t and 4x 10'°K/s). In fact, the former
cooled liquid and glasses. Mackay icosahedra contain somgnd the latter lines represent thiet relation for a transition
1551 pairs, not present in either fcc or hep crystals. A larggrom a metallic supercool liquid to a glass, and that for a
Mackay icosahedron is, however, composed of twined, distransition from a metallic supercooled liquid to a hcp crystal
torted fcc tetrahedron. Types of pairs not found in fcc sysyespectively. At a temperature somewhat above the crystal-
tems can appear only where these tetrahedra meet. In fagtansition temperature in Fig. 2, the cooling dependence of
the 1551 cluster is a decahedron. It is necessary to point o@he cajculation becomes important, and hence ahdine
that the 1551 and 1541 clusters are used to directly measugg s intg three lines with further decreasesTinshown in
the_ |cosahedral order in the liquid. The 1421 cluster is thq:ig_ 2. As we know, the value of the melting temperature of
typical pair of_a.fcc c_rystal. The 1661 and 1441 clusters are obalt is 1768 K. However, because the transition pdint
the characteristic pairs of bcc crystal. The 1421 and 142 o .
clusters are related to the HCP crystal. The 1201 and 131 om a s_upercooled liquid to a crystel Is affected greatly by
clusters represent the rhombus symmetrical features of th € eoolmg rates, the transition poiits lower then the true
short-range position order. meltmg temperature of _Co. We know from Fig. 2 that the
Pair analyses or systems are performed in a separate prs@nsition pointT at R.3 is closer to the true melting tem-
gram. The information on the statistical occurrence of differ-Perature than that &.2. We can conclude that if the cooling
ent structural units is obtained by averaging over the 20 infaté is slow enough the transition temperature is approxi-
herent configurations recorded in the above MD runs. If thenately for true melting point. At the cooling rate as 4
distance of two atomé paip is smaller than a given cutoff X10K/s used in these runs, the energy and the atomic
distance, chosen to be equal to the position of the first minivolume have no break with decreasing temperature. This
mum in the appropriate pair correlation function, then suchmeans that the system is frozen into glass. By contrast, at a
atoms are referred to as neighbors or, equivalently, are corooling rate of 4< 10" K/s, the internal energies and atomic
sidered to form a bond. With the Honeycutt-Andersen paivolume undergo a sharp freezing transition when the tem-
analysis technique, the statistical occurrence of local strugPerature decreases, demonstrating that a phase transition oc-
tural units can be obtained easily at the atomic level by comcurs and some clusters are frozen into crystal structures.

puter simulation. These two different results come from the different cooling
rates. At a slow cooling rate, atoms in the liquid have enough
V. RESULTS AND DISCUSSION time to move their equilibrated position to form a crystal,

whereas the rapid cooling rate restricts the atom diffusion
We now turn to a numerical examination of the applica-and prevent crystallization.

bility of the above-described MD simulation. The present The results for MSD's and temperatufeare shown in
simulation is carried out for pure cobalt metal. The resultsFig. 3(a). At a cooling rate of 4 10'K/s, MSD increases
obtained using various cooling rategi.e., R.1=4  with decreasing temperature. When the temperature is low
X 10K/s, R2=4x10"K/s, and R;3=4x10K/s) for  enough, the MSD no longer increases, implying that the sys-
the corresponding internal energyt) and mean atomic vol- tem is in thermal equilibrium. But, however at a cooling rate
ume Q(t) are displayed in Fig. 2. In Fig. 2, thabcdline  of 4x 10'3K/s, the MSD does not significantly change with
represent$)(t) for a pure cobalt metal quenched with a fastdecreasing temperature. This result suggests that the high
cooling rate (4 10'3K/s), whereas tha@befandabghlines  cooling rate may restrict the atomic diffusion. Having deter-
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L L L cause at low temperature the cages become localized, the
I Re3 involved atoms tend to cease their diffusive motion. Accord-
4o ingly, the supercooled-liquid region frof,, to T, for pure
120 - \ cobalt metal consists of two different structural regimes,
100 L Rc2 namely, an undercooled region frof, to T=0.65T,, and a
high hypercooled region from=0.65T,, to T nearT.. Note
that pure cobalt metal must be less disordered in the hyper-
I / cooled region than that in the undercooled region, because
aor the creation and annihilation of atomic cages occurs in the
20| undercooled region but not in the hypercooled region where
ol the atomic cages are rather stable. To proceed further, we
P S S S S S now examine the corresponding structural properties.
© 200 400 600 B0D 1000 1200 1400 1600 1800 2000 The structure of the simulated liquids is conveniently dis-
Temperature(K) cussed in terms of the pair correlation functi®tCP. Figure
Wr——— T T T 1 T 4 shows the PCF as a function of temperature. To check the
16 (b) accuracy of the FS potential, the theoretical pair correlation
] function is compared with experimental result obtained by
Waseda? The theoretical values are merely in good agree-
ment with the corresponding experimental result at 2023 K,
implying that the presently used FS potential is highly accu-
rate for the present study. The overall agreement between
simulation and experiment is rather good. Turning to Fig.
4(a), at a cooling rate of % 10*3K/s, we note that all of the
principal structural features of an amorphous solid are clearly
seen. The second peak splitting is characteristic feature of
I amorphous formation. The splitting of the second peak in the
T T s T e T s e PCF, for conventional rapidly quenched metals into two sub-
peaks is due to the presence of icosahedron-type clusters. It
is also interesting to note that the structure of the amorphous
FIG. 3. mean-square displacement of Co vs the temperature artfate develops progressively as the temperature quench be-
time curvesa are the MSD-temperature curveR,1:4x 10%K/s; ~ comes greater. The transition from a supercooled liquid to a
R.2:4X101K/s; R.3:4x10°K/s. Curvesb are the MSD-time glass is a continuous transition in structure. The result is
curves. Curves from top to bottom correspond to the temperaturgireefold: (i) the first peak becomes more and more pro-
T(K)=1873, 1720, 1570, 1420, 1270, 1120, 970, 520, and 3000unced in magnitude, accompanied by narrowing in the
respectively. width; (ii) the second peak flattens in shape and eventually,
at room temperature, fully develops into a distinct double-
mined ) (t) andE(t), involved in the transition from a lig- peak splitting; andiii ) the amplitudes of the oscillations are
uid to a glass or crystal, the time dependence of the atomikarger at lower temperature for peaks beyond the second one.
mean-square displacemefMSD(t)] can be calculated From the results we know that the shapes of the pair corre-
immediately® by performing another run of 81C° time lation functions at 300 and 1873 K are rather alike, suggest-
steps from the atomic configurations recorded at each paing a structural similarity between the glass and the liquid.
ticular temperature in the present MD simulation on bothContrary to the atomic distribution in both gaseous and lig-
Q(t) andE(t). The results thus obtained for the MSpare  uid states, it is probable that the positional change of atoms
displayed in Fig. ). The slope of the MSD curve is pro- is relatively limited in the amorphous state. It should be
portional to the diffusion coefficient, and is a useful measurenoted that this difference has an influence on the formation
of the mobility of the constituent particles. There are twoof a characteristic structure for the amorphous state, although
aspects of the displayed results that merit emphasis. First, fahe basic arrangement of atoms in the amorphous state is
temperature betweéeh,, andT., the MSD always increases similar to that in the liquid state. In both liquid and amor-
with time, consistent with the generalized Einstein model inphous states, the atoms are randomly distributed in a nearly
which the atom in a cage, formed by its surrounding atomsglosed-packed structure, and the mean free path is short and
oscillates about a center which itself is undergoing Browniarcomparable to the atomic size. This implies that the posi-
motion?® The high-lying MSD curves may be interpreted by tional correlation of atoms is relatively strong within the
means of a free-volume-like model. At high temperature allnear-neighbor region. However, the average atomic configu-
of the atomic cages in the supercooled cobalt liquid becomeation in the liquid state is more homogeneous than that of
unstable due to the strong thermal effects on the atoms anthe amorphous state, because the atomic vibration is high. In
as a result, some of the atomic cages break, and atoms irether words, the atomic configuration in the amorphous state
tially enclosed in these cages may move according to &as more rigid packing than that of the liquid state. As a
Langevin-type equation. Second, in going down frogto a  result, the average atomic distribution in the amorphous state
low T, the slope of the MSO{ curve tends to vanish. Be- shows a slight inhomogeneity, which frequently gives a de-
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2
T
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formed pattern in the pair correlation function. In the crys-feature. The two quenched structures indicate that different
talline state, the atoms occupy the cube corners of a regulaooling rate would lead to different microstructure and clus-
three-dimensional lattice. Reflecting these characteristics, &r in system.

series of growing dynamic pair correlation functions are The PCF is a very important parameter to describe the
shown on the right-hand side of Fig(b}. At a slow cooling  structure of liquid. However, it is only a statistical average
rate 4< 10'K/s, the system produces some sharp multi-for all configurations of system. A lot of local structural in-
peaks that are characteristic features of crystal formationformation might be ignored. For example, all the fcc, ICOS,
this result corresponds to the results Qf(t) and E(t) and hcp types clusters have 12 neighboring atoms. In other
curves. As the temperature quench becomes greater, the crygerds, their coordination numbers are same but their sym-
tal structure has developed progressively. The transition frormetry is totally different. In order to characterize the local
a supercooled liquid to a crystal is a discontinuous transitiorsymmetry of clusters, the bond pair analysis is introduced in
in structure. This is a first-order-like transition that is con-this paper. By means of the Honeycutt-Anderson pair analy-
firmed by the result of Fig. 2. We also know from the resultsis technique, the microscopic local structures of different
of Fig. 4(b) that before the crystal formation, the system is inkinds of clusters including the fivefold symmetry ones can be
supercooled liquid state, which is confirmed by the splittingdescribe precisely at the atomic level. The results obtained in
second peak of pair correlation function. This result showsghis application are summarized in Fig. 5. In this figure, 1441
that the crystal results from a supercooled liquid through aand 1661 bonded pairs are characteristic of a bcc crystalline
proper cooling process. At the slow cooling rate 4 structure. The 1551 atomic bonded pair is characteristic of an
X 10'K/s, the system has a long-range order feature in thécosahedral structure, which may appear in a noncrystalline
final state. Conversely, the amorphous has short-range ordsystem. 1421 and 1422 bonded pairs are characteristic of a
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FIG. 5. The relative number of various bonded pairs for several temperatures. £Lus81, 1541, and 1431. Cune 1661 and 1441.
Curve c: 1421, and 1422. Curve: 1331, 1321, 1311, and 1301. Solid lin@;1=4x10*K/s. Dashed lineR,2=4x10'*K/s. Open
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hcp crystalline structure. Since the 1551 cluster has a fiveperature, the ratio of two types of clusters only reaches up to
fold symmetry, the ratio of the 1551 cluster is a direct mea-15% at a faster cooling raf.1. In Fig. 5, the increase in the
surement of the degree of icosahedral order. The results ioooling rate is found to have a much stronger effect on the
Fig. 5 show that the number of 1551 and 1541 clusters coraumber of small cluster such as 1551, 1541, 1431, 1422, and
responding to icosahedra increases rapidly as the temperatuté21. In the case of a slower cooling r&g2, the number of
decreases, at the faster cooling r&el. Moreover, a large 1551, 1541, and 1431 clusters decrease dramatically and ap-
number of 1431 clustésxist in liquid. The temperature does proach to zero at 300 K. For comparison, the number of 1421
not change the amount of 1431 clusters during the coolingind 1422 clusters corresponding to a hcp crystal increase
process. At low temperature, these three types of clustemspidly by 45 and 38, respectively. It is interesting to note
reach to about 60% among all kinds of clusters. The 1551that, no matter which cooling rate is applied, both 1661 and
1541, and 1431 clusters are the major structures in liquid441 clusters corresponding to a bcc crystal structure de-
system. During the quick cooling process, the ratio of 1421crease rapidly with decreasing temperature. Similar to the
cluster associated with a hcp crystalline dose not change seR;2 rate at a slower cooling rat.3 the supercooled liquid
sitively as the temperature decreases. Similar to a 1421 clugs crystal transition also occurred in a cobalt system. We
ter, the ratio of the 1422 cluster also does not change signifiknow from Fig. 5 that the structural transition point at the
cantly. This result implies that hcp unit is not sensitive to thecooling rateR;3 is higher than that at the cooling raie?2.
temperature under the quick cooling condition. At low tem-From 1873 to 1120 K, the number of 1421 and 1422 bond
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pairs show no big changes, but at 970 K the number of 1421 It must be pointed out that only the 1551 cluster is re-
and 1422 bond pairs have sudden increases, which meangarded to have an ideal fivefold symmetry in the present
structural transition occurs. It must be pointed out that thestudy. Although a 1541 cluster has five neighbors in com-
percent ratio of 1421 and 1422 bond pairs at the final temmon, these five neighbors have only four bonds, the distance
perature has no significant changes. At the coolingRa®  between two of the five neighbors’s always beyond the cutoff
some clusters in the system have enough time to regroup amtistance of the first shell of the central atom; thus the 1541
form 1421 and 1422 bond pairs, so the transition temperatureluster can be viewed to have a distorted fivefold symmetri-
is much higher and close to the true melting temperature. OBal structure. Therefore, Voronoi statistics, using a simple
the other hand, at the cooling ra®2, because of the quick number of the face, cannot distinguish a difference between
cooling rate some clusters in the system do not have enougfs51 and 1541 pairs. Experiment facts state that glass is a
time to reconstruct 1421 and 1422 bond pairS; the transitiolﬂandom_C|Ose_packed structure, and that it contains a many
temperature is thus lower thanf&3. When the cooling rate jcosahedral structures. In fact, numerical results obtained by
R:1 is applied, the quick cooling rat8.1 results in glass \p are in agreement with the experiment results. Honeycutt
formation. Figure &) shows that no matter which cooling 5nq Anderson gave us an opportunity to precisely define an
rate is applied, the amounts of 1331, 1321, and 1301, cluste{§,sanedron FK, and Bernal and defective an icosaheda com-

decrea;setr\]/vitrlhdeé:reasmgftercrjlpe_:raturfe. -II.-h'S.erSUIthfurth only foundy in laboratory a experiments. For example, one
supports that the degree ot ordering of a liquid 1S ennance osahedron13 atoms, one at cenjeconsists of 12 1551

with decreasing temperature. It is noted from Fig. 5d, that ajusters. The top and center atoms in an icosahedron linked

t1h363iaT§2t§ m;f Jaitéroelpgn;, It? ?ensi”t]ﬁ; (?[Lg?r;% %a'[?h?: ch z\?\ﬁth their shared five neighboring atoms might form a 1551
) 1 C ce-

result further supports that, ®.2, 1331, 1321, and 1301 cluster. Because of the symmetry of the icosahedron, one

bond pairs have chance to reconstruct and/or convert to 147§0Sahedron has 12 top atoms that would form 12 1551 clus-
and 1422 bond pairs relating to the hcp crystal. At two dif-ters I|.nked with center atom and five ne!ghborl_ng atoms re-
ferent cooling rates, it now turns out that the microstructureSPectively. If the central atom has 14 neighboring atoms, 12
of the metal under consideration changes gradually from &f which are joined to the central atom by a 1551 cluster and
liquid to a glass, as compared with the crystal-transition caséWo of which are joined to the central atom by a 1661 cluster,
in which the values oN;;; change abruptly af.. Accord- ~ then they define a FK polyhedron. In the same way, other
ingly, the transition from a supercooled liquid to a glass is apolyhedrons can be defined. A polyhedron consisting of
continuous transition in structure, whereas the transitiorsome 1551, 1661, and/or 1441 clusters is called a defective
from a supercooled liquid to a crystal is discontinuous inicosahedron. An ideal icosahedron can be viewed as an im-
structure. The change in the structure of a metallic system iportant polyhedron in glass. As we know, glass not only has
the crystal transition from a supercooled-liquid statdnich  many of ideal icosahedra but also many defective icosahedra.
is metastableis similar to that in the crystal transition form The above analysis tells us that a 1551 cluster is the main
for the normal liquid statéwhich is stablg hence a transi- part that forms an ideal icosahedron. During the cooling pro-
tion from a supercooled liquid to a crystal would be a first-cess there exists a competition between a local preference for
order-like transition. This is also illustrated by the sharpan icosahedral structure and the global requirement of filling
changes in botlt)(t) andE(t) atT.. At a quick cooling rate  space; therefore, the system exhibits a growth of short-range
R.1, it appears from Fig. 5 that the relative number of 155licosahedral order until it is limited near the glass transition
bonded pair continuously increase along with a correspondsy frustration effects. The frustration comes from the diffi-
ing decrease in the number of the 1421 and 1422 atomiculty in close packing with a perfect polyhedron in three-
bonded pairs when the temperature decreases. We mentiongiihensional space. Various clusters in glass justly meet the
above that the splitting of the second peak in the PCF fodemand of close packing during the glass formation. There-
conventional rapidly quenched metals is due to the presendere, a suitable proportion of the cluster is an important fac-
of icosahedron-type clusters. It is worth noting that the 155%or in glass formation. We argue that all icosahedra and de-
bonded pair is characteristic of an icosahedron-type clustefective icosahedra interpenetrate and share faces with other
Many 1551 bonded pairs appeared in glass, corresponding toosahedra and defective icosahedra during the glass forma-
a splitting of the second peak in the PCF. At the slow coolingtion. It can be concluded that both favorable energy and the
rate R.2, the relative numbers of 1551 and 1541 bondedsmallest distortion for the 1551 cluster lead to its having the
pairs continuously decrease along with a sudden increase largest population in glass. Therefore, the bond energies,
the number of the 1421 and 1422 bonded pair§atin a  which are directly related to chemical short-range order, to-
conventional rapidly quenched metallic liquid, such as a cogether with the geometrical constraint, play important roles
balt liquid, the most prevalent atomic bonded pairs are oin the local structures of glass. We concluded that the physi-
1551 type rather than a 1421 and 1422 types. During theal picture of the metallic glass is a disordered entanglement
process of a transition from a supercooled liquid to a crystalwith a many icosahedra

the 1551-, 1541-, and 1431-type clusters convert to 1421 and Liquids an usually prepared by melting solids. Therefore,
1422 atomic bonded pairs, which are characteristic of someome microstructures of crystals such as 1421, 1422, 1661,
stable crystalline structure. It is worth mentioning that theand 1441 clusters would be kept in liquids. On the other
relative numbers of the 1421 and 1422 bonded pairs an selvand, liquids contain many fivefold symmetrical structures
sitive to the cooling rate. such as 1551 and 1541 clusters not found in crystals.
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VI. CONCLUSION liquid to a solid(glass and crystalWe suggest that there are

We perform molecular-dynamics simulations to study the°t only internal relations but also certain differences be-

transition from supercooled-liquid to solidlass and crystal tween liquid and glass. During the process of the super-
cobalt. The MD sﬁmulation an be applied to detery e cooled-liquid to crystal transition, the 1551-, 1541-, and

: ; € app! . -~ 1431-type clusters convert to 1421 and 1422 atomic bonded
and E for rapidly quenched metallic liquids. Our simulation

revealed a number of features of the freezing for a su er;_)airs, which are characteristic of some stable crystalline
S . 9 PEStructure. The above analysis tells us that the physical picture
cooled metallic liquid through a cooling process. It now ap-

. o ?f the structure of metallic glass is a disordered entanglement
pears that the transition from a supercooled liquid to a CrySt"’\Nith many lot of icosahedra

is a first-order-like transition, and is a discontinuous transi-
tion in structure. The transition from a supercooled liquid to
a glass is a continuous transition in structure. The splitting of
the second peak of the PCF is due to the presence of
icosahedron-type clusters and is further confirmed by exis- L.H. and W.G. would like to acknowledge support from
tence of 1551 bonded pairs in glass. Our simulation revealthe Natural Science Foundation of China, Grant Nos.
that glass formation requires a dynamical process at a prop@9890210, 50071028. This work was also supported in part
cooling rate. Various clusters and their correlated motion caty the Natural Science Foundation of Shandong province,
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