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Simple model of liquid-liquid phase transitions
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Department of Physics, Carnegie Mellon University, Pittsburgh, Pennsylvania 15213

~Received 8 June 2001; published 7 November 2001!

In recent years, a second fluid-fluid phase transition has been reported in several materials at pressures far
above the usual liquid-gas phase transition. In this paper, we introduce a model of this behavior based on the
Lennard-Jones interaction with a modification to mimic the different kinds of short-range orientational order in
complex materials. We have done Monte Carlo studies of this model that clearly demonstrate the existence of
a second first-order fluid-fluid phase transition between high- and low-density liquid phases.
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The most common example of a first-order phase tra
tion is that between a liquid and a gas, such as boiling wa
On the other hand, while many transitions between differ
solid phases of homogeneous materials are also well kno
it is only relatively recently that evidence of a second flu
fluid phase transition has been found. In fact, liquid-liqu
phase transitions~LLPT! have been suggested in liquid S
Ga, Se, Te, I2, Cs, and Bi.1

Stell and Hemmer2,3 showed the existence of LLPT in
one-dimensional model with a softened hard core poten
and a long-range negative attraction. Their work was la
studied in more detail by Franzeseet al.4 and Sadr-Lahijany
et al.5

Mitus, Patashinskii, and Shumilo6 proposed LLPT in mol-
ten salt at high pressure based on a phenomenological m
Ferraz and March suggested a similar LLPT in carbon, w
indirect experimental evidence being found by Togay7

Glosli and Ree8 published results of a first-order liquid-liqui
phase transition in molten Carbon between two thermo
namically stable liquid phases. Extensive computer simu
tions on models of water have supported the existence
LLPT in the metastable region.9–16 Experimental results sup
porting the evidence of liquid-liquid phase transitions in w
ter have also been found.17–19 Katayama and Mizutan
et al.20 found a liquid-liquid phase transition in molten pho
phorus using x-ray diffraction.

Our objective is to investigate the general phenome
instead of studying LLPT for any particular substance.
have developed a simple model that exhibits a transition
tween high- and low-density liquids at high pressure. T
behavior of our model is constructed to be similar to beh
ior seen in simulations of real substances such as water
carbon but without introducing the complexity of having
simulate molecular orientations as in water and carbon.

To mimic the effects of local ordering, we have repr
sented the different relative local orientations of the m
ecules with a spin-one-half variable. The interactions
tween particles with the same spin are given by the orig
Lennard-Jones expression, while the interactions betw
particles with opposite spin are purely repulsive:

f↑↑~r !5f↓↓~r !54eS s l
12

r 12
2

s l
6

r 6 D , ~1!
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f↓↑~r !5f↑↓~r !54eS su
12

r 12D . ~2!

Note that there are different values ofs for like and unlike
spins. This is an important feature of the model, and so
properties, including the symmetries of the solid phases,
sensitive to the relative values ofs l and su . The LLPT
occurs whensu is smaller thans l , so that by reorienting the
spins, the particles are capable of forming different coor
nation numbers and local structures. We have perform
most of our investigations for the case in which the ratio
1/2.

Our model can be modified to couple to a fictitious ext
nal magnetic field. If we define the magnetic moment as
sum of all spins, then the Hamiltonian is given by

H5
1

2 (
iÞ j

f i j ~r i j !2h(
i

s i . ~3!

h is the fictitious magnetic field which is set to zero in o
simulations ands i561 is the direction of the spins of in
dividual particles. We used the unitsT* 5kBT/e, P*
5s l

2kBP/e. We have set the potential cutoffs at 3s l .
We performed Monte Carlo simulations of the tw

dimensional version of our model in various ensembles.
though our simulations are done in two dimensions, o
model is not limited to two dimensions. The simulatio
turned out to be rather difficult, and it was necessary to
tend the usual techniques to improve efficiency. Howev
we did find clear evidence of an LLPT at high pressures.
are able to map out both PT and Pr phase diagrams.

For our simulations of fluids, we confined the particles
a square with periodic boundary conditions. For those sim
lations that were extended to include solid phases, we u
parallelograms to allow us to vary the angle of the bound
conditions, as well as the volume of the container. Simu
tion step sizes for individual particle motion, changes of t
volume of the box, and changes of the angle of the paralle
gram were dynamically optimized using the acceptance r
method.21 Metropolis flips to maintain equilibrium for the
spins associated with each particle were also carried out

Volume changes on the dense fluid turned out to be ra
inefficient becausef↑↓ increases very rapidly at short dis
tances. We solved this problem by introducing a clus
©2001 The American Physical Society02-1
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Monte Carlo move. The clusters are formed by creat
bonds between particles with probability

P~r !5H 1, r ,r min ,

~r max2r !/~r max2r min!, r P@r min ,r max#

0, otherwise

, ~4!

and then changing the size of the box by rescaling the lo
tions of the centers of mass of the clusters. This cluster m
is extremely effective, with r min50.675s l and r max
50.725s l , we achieved improvements in the acceptance
tio by factors of up to 1010.

The probability of accepting a proposed cluster move
given as follows. LetE be the set of all edges that join an

FIG. 1. ~a! PT diagram. Solid lines show coexistence curv
obtained from our simulations with 160 particles.+ marks the cal-
culated solid-solid transition point atT50. Dotted lines show our
estimate for the coexistence curves. The thick dashed line re
sents the locus of Curie points for the second-order magnetic t
sitions. umu and um* u are the magnetic and antimagnetic order p
rameters, respectively.~b! PT diagram in the region of interest, th
circle marks the tricritical point and dotted line shows the peak
the isothermal compressibility beyond tricritical point. Solid lin
show coexistence curves obtained from our simulations with
particles. The dashed line shows the extent of curve shifting du
the finite size effect. The upper dashed line corresponds to a sy
with 480 particles and the lower dashed line corresponds to a
tem with 320 particles.
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two particles which are less than 3s l apart, and letB be the
subset ofE consisting of bonds formed with the probabilit
P(r ), wherer is the edge length joining the two particle
Let the edges, bonds and edge lengths of the new config
tion be denoted byE8, B8, and r 8, respectively. The prob-
ability of forming B is

P~B!5)
i PB

P~r i ! )
j PE2B

12P~r j !. ~5!

Bond configurations need to remain invariant in order to s
isfy detailed balance. ThereforeB5B8, r i5r i8 for all r iPB
andr i8PB8, but r jÞr j8 for r jPE2B andr j8PE82B8. There-
fore,

)
i PB

P~r i !Y )
i 8PB8

P~r i8!51 ~6!
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FIG. 2. Snapshots of a system of 240 particles in the lo
density ~a! and high-density~b! liquid state coexisting atT*
50.55, P* 50.75, r* 50.833, and 1.25, respectively.
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P~B8!

P~B!
5 )

j 8PE82B8
@12P~r j 8!#Y )

j PE2B
@12P~r j !# .

~7!

Hence the acceptance probability is

A~Ã→Ã8!

5minS 1,e2b(DE1pDV)
V8N

VN

)
i PE82B8

@12P~r i !#

)
i PE2B

@12P~r i !#
D . ~8!

Another new move that has proven extremely effective is
form clusters of nearby particles that are less th
1/Ar sin (p/3) apart and attempt to flip the spins of all pa
ticles in a cluster.

For canonical ensemble simulations using two boxes
equilibrium with each other, the total volume is conserved23

An additional Monte Carlo move is introduced to trans
particles between the boxes.

Thermodynamic quantities were calculated from simu
tions in the constant pressure ensemble over relatively la

FIG. 3. Probability density function for 240 particles coexisti
at T* 50.54 andP* 50.75.

FIG. 4. Plot of peak values of isothermal compressibility
system size. The tricritical point is nearT* 50.56.
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pressure and temperature domains using the multiple h
gram method.22 The coexistence curve is mapped out
tracing the ridge line of the isothermal compressibility. T
position of the tricritical point was estimated using finite si
scaling. ThePr diagram was determined by combining oth
data with the results of simulations using the canoni
ensemble.23

The phase diagram for our model is shown in Fig. 1.
low pressures its behavior is virtually identical to that of t
usual Lennard-Jones model. At higher pressures, the coe
ence curve for the LLPT is shown projecting into the flu
region of the phase diagram. This line of first-order pha
transitions actually ends in a tricritical point, which separa
it from a locus of critical points associated with the orderi
of the ‘‘spins’’ used to define the model. This locus of critic
points joins the liquid-gas and liquid-liquid first-order coe
istence curves at the tricritical points. However, it is only o
access to the ‘‘magnetic’’ degrees of freedom in the mo

FIG. 5. Magnetic susceptibility plotted againstT* at P* 50.5
andh50.

FIG. 6. r-T diagram. Points obtained by simulation using t
canonical ensemble with 160 particles in two boxes. Dashed l
show the coexistence region of the pure Lennard-Jones system
ported by Barker, Henderson, and Abraham and Phillips, Bruch,
Murphy. Dotted lines show the coexistence region of our model.
lines are drawn to guide the eye.
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that make it obvious that the LLPT curves end in tricritic
rather than critical points. If we did not have access to
magnetic degrees of freedom, rather careful measureme
the exponents characterizing the divergences at the en
the line of first-order transitions would be necessary to d
tinguish the two cases. It is not completely clear whethe
fictitious ordering field in a more elaborate model would n
have the same consequence of producing tricritical point

The apparent discontinuity of the coexistence curves
tween the high-density solid, the low-density solid and
low-density liquid is an artifact of the accuracy of our sim
lations. These lines are obtained from the multiple histogr
extrapolations in opposite directions. The fact that these
lines do not meet exactly, but terminated very close to e
other shows the accuracy of our simulations.

To determine the liquid-liquid coexistence curve in the
diagram, simulations were done with 160 particles at c
stant pressure, using larger systems to check the results.
of histograms were collected atT* 50.53, 0.55, and 0.565
over a range of pressures covering across the coexist
region. The system was equilibrated for 30 000 MCS/P be-
fore beginning to take data for another 300 000 MCS/P.

To determine the tricritical point for the liquid-liquid
phase transition, additional simulations for 160, 240, 3
and 480 particles were done at constant pressures aT*
50.55 and 0.565. The Monte Carlo simulations used a t

FIG. 7. The high-density~a! and low-density~b! solid states,
notice a vacancy in the low-density solid state.
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of 300 000 MCS/P for the 160 particle systems and typic
equilibration runs of 30 000 MCS/P. For larger systems
longer runs were used. For the 480 particle system, a tota
1 200 000 MCS/P were used with typical equilibration run
of 100 000 MCS/P.

To determine the liquid-solid coexistence curve, simu
tions were performed atP* 50.5, 0.6, 0.78, and 0.9 over
range of temperatures covering the solid-liquid coexiste
region. The system was equilibrated for 60 000 steps per
ticle before collecting data for another 600 000 steps per p
ticle.

The phase transition between high- and low-dens
phases is strongly first-order. Figures 2~a! and 2~b! show
snap shots of high- and low-density liquids near the coex
ence curve for a system with 240 particles. The low-dens
liquid is dominated by parallel nearest-neighbor interactio
with a stronger core repulsion and with coordination num
6. The high-density liquid is dominated by an antiparal
nearest-neighbor interaction that allows the particles to co
closer together and with coordination number 3. The diff
ences in local orderings for low- and high-density liqui
stabilize the liquids and create the possibility of liquid-liqu
phase transitions.

The volume-energy probability density function~Fig. 3!
has a saddle point that is typical of a first-order transitio
The coexistence curve for the LLPT has a negative slope
shown in the PT diagram in Fig. 1, reflecting the high
entropy of the high-density liquid. The sharp bend of t
liquid-solid coexistence curve at the triple point found fro
the multiple-histogram analysis is consistent with our obs
vation of the liquid-liquid phase transition.

To find the tricritical point, we use the fact that peak va
ues of the isothermal compressibility grow asO(N) at the
coexistence curve and asO(N0.925) ~Refs. 24–29! at the tri-
critical point, assuming that the transition is in the expec
two-dimensional Ising class. Simulations were done withN
5160, 240, 320, and 480 near the tricritical point. Peak v
ues of the isothermal compressibility are then plotted aga
system sizes for various temperatures. Figure 4 shows
size dependence of the isothermal compressibility. Althou

FIG. 8. Fourfold solids form using a model witht50.6.
2-4
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SIMPLE MODEL OF LIQUID-LIQUID PHASE TRANSITIONS PHYSICAL REVIEW B64 214102
it is hard to determine the exact location of the tricritic
point, the data suggest that it is located atT* 50.5660.01.

Figure 5 shows the growing divergence of the magne
susceptibility for 160, 240 and 320 particles. These magn
susceptibility are plotted atP* 50.5 which is far away from
the liquid-liquid coexistence curve and the gas-liquid coe
istence curve.

The r-T diagram~Fig. 6! was mapped out using simula
tions in the canonical ensemble using dual boxes to simu
coexistence without the inconvenience of an interface
tween the phases.23 The low-density liquid-gas coexistenc
region is only slightly lower than that of pur
Lennard-Jones30,31 due to the small effect of the difference
in the models at low densities.

Figure 7~a! shows a snapshot of the high-density cryst
line state, which has threefold symmetry and zero magn
moment. The low-density crystalline state@Fig. 7~b!# is hex-
agonal close packed with uniform spin. At zero temperatu
we can calculate the location of the transition between
two solid phases to arbitrary precision. Its location is det
mined to beP* 50.53481961027, with r* 51.82646 and
r* 50.943122 for the high- and low-density solids, respe
tively. For comparison,r* 50.934721 atT* 50 andP* 50,
so the low-density solid phase changes its density very l
up to the boundary of the high-density phase.

It was found that symmetry of the solid phase is high
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dependent on the ratiot5su /s l . Figure 8 shows a solid
with fourfold symmetry obtained from a simulation witht
50.6. We believe that the full range of solid phases is qu
rich for this model.

We have developed a relatively simple model that de
onstrates a liquid-liquid phase transition between high- a
low-density phases. Although our simulations are two
mensional, our model is not restricted to two dimensions a
we see no reason to believe that a three-dimensional sim
tion with our model would produce significantly differen
behavior. By comparing the behavior of our model with t
properties of real systems, we hope to learn which proper
are generic and which depend on details of a particular m
terial. One immediate point of interest is the negative slo
of the liquid-liquid coexistence line in our model, which re
flects the high entropy in the high-density phase. This feat
is, indeed, found in most materials that exhibit an LLP
However, this does not appear to be universal, since the
existence curve of molten carbon reported by Glosli a
Ree8 has a positive slope. At the present time, this differen
in materials properties is not understood.
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