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Formation of an electric dipole at metal-semiconductor interfaces
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The insensitivity of experimentally observed Schottky barrier height~SBH! to the metal work function, a
phenomenon known as Fermi level pinning, has traditionally been attributed to the presence of interface states
in the band gap of the semiconductor. A recent theory showed that the polarization of the chemical bonds at
metal semiconductor interfaces could quantitatively account for the experimentally observed strength of Fermi
level pinning on different semiconductors, without regard to the actual distribution of gap states. This bond
polarization theory thus provides a coherent explanation of the Fermi level pinning effect, on the one hand, and
the experimentally observed dependence of the SBH on interface structure, on the other hand. The method used
in this theory, the electrochemical potential equalization method hitherto employed only in molecular physics,
and its limitations are here discussed in detail, especially in the context of application to solid interfaces.
Similarities and differences between this theory and the metal induced gap state theory are also discussed.
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I. INTRODUCTION

The formation mechanism of the Schottky barrier heig
~SBH! at metal-semiconductor~MS! interfaces has been
topic of much interest and debate.1 There have been man
proposals to explain how and why the experimentally o
served SBH appears to be essentially independent of
metal work function on some semiconductors. This pheno
enon, known as Fermi level~FL! pinning,2 is usually attrib-
uted to the presence of interface states in the bandgap o
semiconductor. Various sources of gap states~GS! have been
proposed, including surface states,3 metal induced gap state
~MIGS!,4–6 defect related states,7–9 and disorder induced ga
states~DIGS!,10 each with a slightly different distribution in
the proposed density of gap states. However, irrespectiv
the exact origin of the gap states, these theories are all s
lar in their assumptions that the distribution of the gap sta
is a function of only the semiconductor and that the cha
neutrality level ~CNL! of the gap states essentially dete
mines the SBH.6,11,12Because of these assumptions, gap s
models predict that the SBH should have only a weak dep
dence on the metal work function and the structure of the
interface. A much wider spectrum of experimental behav
has actually been observed concerning the SBH, than is c
patible with these assumptions. Beside the FL pinning p
nomenon, which gap state models are able to explain, a c
dependence of the SBH on the structure of single crystal
interfaces has been experimentally observed13,14 and theo-
retically demonstrated,15–17 in apparent disagreement wit
the concept of gap states and CNL. The assumption
interface gap states depend only on the semiconductor
also been shown to lead to contradiction between the
dependence of the SBH and the work function dependenc
the SBH.18 In addition, the ubiquitous observation of SB
inhomogeneity at polycrystalline MS interfaces19,20also sup-
ports the structure dependence of the SBH and runs afou
the gap states models. If one accepts the notion that the
depends on the interface structure, then one needs to an
the question of ‘‘why the SBH, which depends so sensitiv
on the structure of epitaxial interfaces, should appear to
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sume nearly constant values for polycrystalline MS int
faces?’’ Recently, a coherent explanation of these seemin
conflicting observations emerged. A theory relating the int
face dipole to bond polarization at MS interfaces was able
reproduce semiquantitatively the degree of FL pinning
perimentally observed for different semiconductors21

Through its emphasis on the bonding at MS interfaces,
theory was also in good agreement with the structu
dependence of the SBH observed at single crystal interfa
and the SBH inhomogeneity observed at polycrystalline M
interfaces. The approach used in this bond polarizat
theory was an electrochemical potential equalization~ECPE!
method22–24which has seen much application in the analy
of dipoles of small molecules, but has not previously be
applied to the analysis of the electronic structure of crys
interfaces. It is the purpose of this paper to describe
principles and practices of this molecular method and,
particular, to address various issues concerning its app
tion to solid interfaces. Since the SBH problem is, in its ve
essence, an electrostatics problem, we also include a s
introduction on the relationship between bands and elec
potential at an interface to lay the framework for subsequ
discussion on the formation of the interface dipole. The m
tivation for the ECPE method, its application to MS inte
faces, and its various consequences are discussed in d
The success of the bond polarization theory in explaining
experimentally observed trends is demonstrated. Its lim
tions and its relationship with the CNL concept of interfa
gap states are also discussed.

II. ELECTROSTATIC POTENTIAL AND ENERGY BANDS
AT METAL-SEMICONDUCTOR INTERFACES

The SBH of ap-type semiconductorFB,p
o is the minimum

energy required to excite an electron from the semicondu
valence band and place it across the MS interface at
Fermi level of the metal, as schematically shown in Fig. 1~a!.
When a semiconductor comes into contact with a metal,
wave functions of the two sides interact and new wave fu
tions are formed in the immediate neighborhood of the int
©2001 The American Physical Society10-1
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FIG. 1. ~a! Energy band dia-
gram and crystal potential distri
bution at a metal-semiconducto
interface, showing the concept o
an interface specific region.~b!
Band diagrams and crystal poten
tial distribution at the surfaces o
isolated metal and semiconducto
crystals.
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face. For convenience, an interface specific region~ISR! can
be imagined which serves as a transition region between
metal and the semiconductor. Within the ISR, the electro
states are neither purely semiconductorlike nor purely me
like, and are characteristic of the interaction between
metal and the semiconductor. The width of the ISR depe
on the screening length, and is typically the length of a f
lattice spacings for interfaces that are physically abrupt. T
width can be much larger for diffuse interfaces. As schem
cally shown in Fig. 1~a!, the bulk bands of the metal and th
semiconductor are fully recovered outside the ISR. A
shown in Fig. 1~a! are the rapidly varying ‘‘crystal potential’
2eVCoul, whereVCoul is the electrostatic potential and2e is
the electronic charge, and the long-range averages,2eVM

int

and 2eVS
int, of the crystal potential in the metal and th

semiconductor, respectively. The superscript ‘‘int’’ is to r
mind us that these quantities refer to the metal and the s
conductor which have already been joined at an interfa
There are a few different proposals on what to use as a lo
range potential for a crystal solid, and they differ only by
rigid shift. Here, we can imagine using something sim
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lar to the macroscopic averaging technique to obtain the
cell average.25 In an isolated bulk crystal, the energetic p
sitions of the electronic bands are uniquely determined o
the crystal potential is properly referenced. For a metal,
can define an internal chemical potential as26

mM5EF
int1eVM

int. ~1!

For a semiconductor, one can also define an ‘‘internal ioni
tion energy’’ as

mS5EVBM
int 1eVS

int. ~2!

Note thatmM andmS represent the bulk quantum mechanic
contributions, i.e., kinetic energy and exchange-correlat
energy, to the Fermi energy and the valence band maxim
~VBM ! state, respectively. Therefore, they are internal pr
erties of the metal and semiconductor, respectively, and
independent of all interface/surface specifics. In other wo
conditions mM5EF1eVM and mS5EVBM1eVS hold in
general and not just at MS interfaces. These internal qua
ties can be calculated to high precision, but they are
0-2
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FORMATION OF AN ELECTRIC DIPOLE AT METAL- . . . PHYSICAL REVIEW B 64 205310
physically measurable.27,28 On either side of the ISR, the
energetic positions of the bulk bands are completely de
mined once the~average! crystal potential is known, and vic
versa. The electrostatic potential is governed by Poiss
equation and is continuous throughout all space. Its cont
ity inside the ISR imposes an important constraint on h
the two sets of bulk bands on opposite sides of the I
should line up. The difference between the averaged ele
potential across the interface,eD ISR5eVM

int2eVS
int, is some-

times referred to as the interface dipole. However, many
ferent definitions exist for the ‘‘interface dipole’’ and ca
should be exercised to distinguish them. BecauseeD ISR in
general depends on the local atomic and electronic struc
of the interface, it likely varies laterally at nonepitaxial M
interfaces. Combining Eqs.~1! and ~2!, one gets

FB,p
o 5EF

int2EVBM
int 5mM2mS2eD ISR, ~3!

which shows that whenevereD ISR varies, the SBH also var
ies by exactly the same amount. From Eq.~3!, the SBH can
be expressed as the sum of2eD ISR and terms that are relate
only to the bulk crystals and not the interface. Therefore
far as the magnitude of the SBH is concerned, the only
evant input from the ISR iseD ISR, which depends on the
charge distribution of the entire ISR and not on the elect
energy levelsper se. Note that the fact that the average cry
tal potential is drawn flat on either side of the ISR in F
1~a! implies that the ISR has no net charge. In general, thi
only approximately true, because a small long-range elec
field and band bending, negligible on the atomic length sc
of Fig. 1~a!, may be present in the semiconductor. So,
ISR could have a small net charge, which has been sh
not to have a significant effect oneD ISR, through the experi-
mental observation of the independence of the SBH on
semiconductor doping level.29 From Eq.~3!, it is clear that
the SBH is directly related to the interface dipole, but
essentially independent of the net interface charge.

The SBH at a MS interface, similar to the band offset a
semiconductor heterojunction and the work function at a f
surface, represents a mismatch of certain energy le
across an interface. A popular approach to the analysi
such energy barrier problems has been to place the~bulk!
energy levels from both sides of the interface on one abso
and universal energy scale.30–32The difference in the energ
levels on this scale can be regarded as a pure bulk cont
tion, which can then be corrected for additional chemi
effect at the interface. Since thep-type SBH is the energy
difference between the Fermi level of the metal and
VBM of the semiconductor, a comparison of these two lev
in their respective, isolated, crystals, as shown in Fig. 1~b!,
has often been used as a reasonable starting point, i.
‘‘baseline condition.’’ As shown in Fig. 1~b!, this energy dif-
ference before the metal and the semiconductor come
contact is

EF2EVBM5I S2fM ~isolated crystals! ~4!

5mM2mS2eD isol , ~5!
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whereI S is the ionization potential of the semiconductor,fM
the work function of the metal, andeD isol is the difference in
the average crystal potentials of the two isolated so
(eD isol5eVM2eVS). If the charge distributions on the tw
isolated surfaces remain ‘‘frozen’’ when the metal mak
contact with the semiconductor, the difference in the aver
electrostatic potential also remains unchanged because o
principle of superposition. Therefore,

eD ISR5eD isol ~frozen charge!. ~6!

Combining Eqs.~3!–~6!, one gets

FB,p
o 5I S2fM ~frozen charge! ~7!

which is simply the result predicted by the Schottky-Mo
model. Because of its frozen-charge assumption,
Schottky-Mott model assumes no MS interaction. An ob
ous drawback of any noninteracting model is that the
pected rearrangement of charge density~and atomic posi-
tions! at the interface, which is required by thermodynami
has been ignored. Even though it may seem less than re
tic, the Schottky-Mott model has the advantage that the e
trostatic potential is guaranteed to be continuous across
MS interface. Because of this mechanical soundness,
Schottky-Mott condition has served as a convenient base
to which chemical effects can be added, as in Eq.~9! below,
without the fear of violating Poisson’s equation.

III. ANALYSIS OF EXISTING SCHOTTKY BARRIER
THEORIES

Excluding the latest work on chemical bonding, theor
on SBH can be roughly categorized into four groups: non
teracting models, empirical models,ab initio calculations,
and CNL-based models. Noninteracting models, includ
the Schottky-Mott theory and the effective work functio
model,33,34 essentially ignore any interface interaction, as
ready discussed. At real MS interfaces, some charge re
ation has to take place, invalidating Eqs.~6! and~7!. The net
dipoleeDSch, due to the charge rearrangement can be writ
down from a comparison of Eqs.~3! and ~5! as

eDSch5eD ISR2eD isol . ~8!

Therefore, when the effect of charge rearrangement at
interface is taken into consideration, the SBH is modifi
from the Schottky-Mott condition to

FB,p
o 5I S2fM2eDSch. ~9!

The termeDSch, which is sometimes referred as the interfa
dipole, and is here called ‘‘Schottky dipole’’ to avoid confu
sion with other definitions of the interface dipole. This ter
represents the dipole contribution from the thermodynam
effect, or the chemical effect, associated with the format
of the interface. Different SBH models essentially differ
how they account foreDSch at MS interfaces. Empirical cor
relations of the experimental SBH, including those fou
with a constant fraction of the bandgap,2 the heat of
formation,35,36 anion electronegativity,37 semiconductor
ionicity,38 eutectic temperature,39 etc., usually have no spe
0-3
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cific proposals for the formation ofeDSch. Therefore, they
tend to be only of limited use to the development of a co
prehensive SBH picture. Ab initio calculation is the ultima
method to calculate SBH values.15,17,25,40–42However, be-
cause the results are numerical solutions, the physics o
SBH formation mechanism is usually buried in the comp
cated details of the calculated electronic structure. Ab in
calculations can only be performed on simple epitaxial int
face structures, and are not expected to be of much help
polycrystalline MS interfaces, which comprise the bulk
the SBH literature.

Theoretical models based on the concept of the CNL
interface gap states have been the most active and po
theories invoked to interpret experimental SBH results
general and the FL pinning effect in particular.3,6,11,12,43,44

The basic idea of the CNL concept is quite simple and is b
illustrated at a free surface, as shown in Fig. 2~a!. A distri-
bution of surface-specific states is assumed to be prese
the surface and often a substantial density of these stat
found in the band gap of the semiconductor. The net cha
due to the occupation of the surface states is determine
the position of the Fermi level at the surface, as schem
cally represented by the hatched area in Fig. 2~a!. The charge
neutrality level of the surface states is defined as that e
getic position which, when coincides with the FL positio
would yield zero surface charge. In the absence of an ex
nal electric field, the total surface charge is equal in mag
tude but opposite in sign to the total charge of the deple
region. Therefore, the presence of surface states can hel

FIG. 2. ~a! Band diagram at the surface of a p-type semicond
tor with a density of surface states.~b! Band diagram, according to
the fixed-separation model of interface gap states, at a m
semiconductor interface. The shaded areas in~a! and ~b! represent
the surface charge and the interface charge, respectively.
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the Fermi level near the CNL, i.e.,FB,p
o 'fCNL , wherefCNL

is the difference between the CNL and the VBM. Ho
strongly the surface Fermi level is pinned depends on
density of the surface states. The difference between
Fermi level position and the CNL is usually quite small. F
example, this difference is only;10 meV, for a surface with
moderate surface state density (;1013cm22 eV21) and dop-
ing level (;1015cm23).

The concept of CNL is clearly a sound physical basis
the analysis of the surface Fermi level position with resp
to the semiconductor band edges, which is essentially a p
lem related to the net surface charge. However, the app
bility of the CNL concept to interface dipole problems is n
immediately apparent. For example, in Fig. 2~a!, I S , being
the difference between the VBM of the semiconductor a
the lowest energy level of the vacuum, can be regarded a
offset between bands across the semiconductor-vacuum
terface. ButI S is related to the surface dipole and does n
have an explicit dependence on the net charge stored in
face states. By analogy, the CNL concept may not be dire
applicable to the problems of the SBH and the heterojunc
band-offset, because both of these problems are essen
‘‘dipole’’ problems rather than ‘‘Fermi level’’~net charge!
problems. The CNL concept, nevertheless, has been
posed to have a dominant effect on the formation of the S
and the heterojunction band-offset.6,12,45 Before we get into
the mechanical models of the CNL, it should be pointed
that the CNL is not the neutrality level for the entire interfa
region, i.e., the ISR. Rather, the CNL refers to that of on
the ‘‘semiconductor side’’ of the interface. For this definitio
to be meaningful, one needs to be able to separate the
into two parts, one belonging to the metal and the ot
belonging to the semiconductor. But, in general, the diss
tion of the ISR charge distribution into two halves is arb
trary. So, the definition of the CNL is also inherently am
biguous. Note that, in comparison, it is straightforward
identify or calculate a net interface dipole from the actu
charge distribution inside the ISR, because for this purp
the charges do not need to be distinguished as to which
of the interface they belong.

There are two different ways to model the interface dip
within the CNL concept. In the first model, which will b
called the ‘‘fixed-separation model,’’ the net charge resulti
from the gap states is assumed to be positioned at a fi
distanced i t away from the metal.43,45,46The dipole formed
from this charge and its image charge in the metal is th
regarded as the Schottky dipole,eDSch, at the interface, as
shown in Fig. 2~b!. The fixed-separation model was env
sioned in early SBH studies where an interface dielec
layer was assumed to be present.43 It is still regularly in-
voked to analyze SBH even for intimate MS interfaces. W
a constant density,Dgs, of gap states present near the CN
the Schottky dipole can be read off of Fig. 2~b! as

eDSch5
e2Dgsd i t

« i t
~FB,p

o 2fCNL!, ~10!

where « i t is the permittivity of the interface region, an
where we have ignored the space charge of the semicon

-

l-
0-4
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FORMATION OF AN ELECTRIC DIPOLE AT METAL- . . . PHYSICAL REVIEW B 64 205310
tor. Because of the explicit dependence of the Schottky
pole on the magnitude of the~final! SBH, this term behaves
like a negative feedback, to dampen changes in the m
work function. With the help of Eq.~9!, one gets

FB,p
o 5I S2fM1

e2Dgsd i t

« i t
~fCNL2FB,p

o !. ~11!

Rearranging terms in Eq.~11!, one gets

FB,p
o 5ggs~ I S2fM !1~12ggs!fCNL , ~12!

whereggs is the gap states parameter, given by

ggs5S 11
e2d i tDgs

« i t
D 21

. ~13!

The theoretical predictionggs of the fixed-separation mode
is equivalent to the ‘‘interface behavior parameter’’SF

52(]FB,p
o /]FM) experimentally observed. Different sym

bols are used here to distinguish their origins. The use of
same set of parameters (Dgs,fCNL) of the gap states to ana
lyze interfaces formed with different metals underscore
basic assumption of the fixed-separation model, that the
tribution of interface gap states, whether these are MIG
defect states, or DIGSs in nature, is essentially an inn
property of the semiconductor and does not depend on
metal.6,11 Without this assumption, Eqs.~12! and~13! would
still be valid for a given MS system, but they would b
useless for systematic SBH data analysis, because for
MS interface a new set of parameters would be required
cases where the source of the gap states is assumed
MIGS, the density of the MIGS can be estimated from t
complex, one-dimensional band structure of t
semiconductor,45 which leads to

1

ggs
21}S «`

«o
21D 2

, ~14!

where«`/«0 is the optical dielectric constant of the semico
ductor. Equation~14! has found some agreement with expe
mental results,45,47 as shown in Fig. 4~b! below. As can be
seen from Eq.~13!, the higher the density of the gap state
the more tightly the Fermi level is pinned. Also from E
~13!, a larger« i t leads to less pinning. This is an expect
result, since the dielectric screening reduces the Scho
dipole and, therefore, weakens the tendency for the Fe
level to be pinned.

An entirely different view is expressed in the seco
model, here referred to as the ‘‘division-by-epsilon’’ metho
concerning how the CNL could lead to Fermi level pinnin
It has been argued that the initial difference between
CNL of the semiconductor and the Fermi level of the meta
simply reduced by a factor of the dielectric constant of
semiconductor, or some other appropriate dielectric cons
~e.g., « i t /«o!, when thermal equilibrium is reached.12,48

Mathematically, this means

FB,p
o 2fCNL5~ I S2fM2fCNL!

«o

« i t
. ~15a!
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The left-hand side of Eq.~15a! is the final difference be-
tween theEF and the CNL, while the quantity in the paren
thesis is the initial difference. Rearranging Eq.~15a!, one
gets

FB,p
o 5~ I S2fM !

«o

« i t
1fCNL

« i t2«o

« i t
~15b!

and

eDSch5~fM2I S1fCNL!
« i t2«o

« i t
. ~15c!

From Eq.~15b!, it is seen that the Fermi level would be mo
tightly pinned, if dielectric screening were to increase. Su
a dependency is contradictory to the fixed-separation mo
of gap states. As shown in the Appendix, the fixed-separa
model is in agreement with the chemical potential equali
tion method, which is based on the minimization of the to
energy. The basis for the division-by-epsilon model is larg
unknown. One notes, simply from the functional form of E
~15a!, a curious feature of the division-by-epsilon mod
Since the quantitiesI S , fM , and, likely, fCNL all contain
bulk quantum mechanical contributions and kinetic ene
terms, the fact that these terms are also electrically scree
seems to contradict our usual understanding of dielec
screening. The combination of chemical and screening
fects at MS interfaces leads to chemical trends in gen
agreement with that predicted by the division-by-epsil
model, as shown in Fig. 4~c! below. Numerical agreemen
between theory and experiment is not great, however.

IV. POLARIZATION OF CHEMICAL BONDS IN
MOLECULES

When an MS interface is formed in thermodynamic eq
librium, chemical bonds are established at the interface.
the electronic properties of the MS interface, including t
formation of the electric dipole and the SBH, are the dire
result of these interface bonds. However, the study of
electronic structure across any hetero-structured interface
complicated problem. Topics of this type used to be inve
gated exclusively through calculations performed in recip
cal space, which is limited to structures which are orde
and periodic. This past decade has seen a clear move
toward studying the electronic structure of materials in r
space.49,50 The phase stability and the electronic and opti
properties of solids and molecules have generally fou
qualitative, or even semi-quantitative, agreement with
simple tight-binding picture of the formation of chemic
bonds. The real-space approach is particularly important
MS interfaces where the structure is usually nonepitaxial
essentially random. Furthermore, at a polycrystalline MS
terface, the bonding geometry likely changes from place
place, leading to a locally varying interface dipole. The me
sured SBH then reflects some weighted average of this in
face dipole. To explain experimentally observed SBH th
requires some averaging of the electronic structure in
space. All of these conditions suggest the use of proper
associated with the individual MS bonds to model the pro
0-5



et
n
h
a

th
o
a

e
d

e
o
ls
o-
fo

it

el
m
a

f
P
y

-
e

m

it

nl

al
ou
b

e

o
b
th

ne

on
f

the
y of
-
y
o-
ti-
ry

y.
of

in-
s,

the
. In
re

e
s
MS
lain-
ing

e is
y.
nifi-
ntact
al
the
of

eth-
rge

al
tatic

l
nter-
in-
tals.

RAYMOND T. TUNG PHYSICAL REVIEW B 64 205310
erties of the interface as a whole. In that respect, the m
odology and philosophy used by chemical physicists to a
lyze chemical bonds of small molecules are expected to s
light on the SBH problem at hand. Chemical bonding h
long been recognized to be important for the formation of
SBH,35,36,51but until very recently,21 no attempt was made t
relate the chemical bonds to the interface dipole in any qu
titative way.

There are a few methods of estimating the dipole mom
of a molecule. In the simplest case of a heteronuclear
atomic molecule withs-valence orbitals, the most intuitiv
way to calculate the dipole moment is to approximate m
lecular orbitals by a linear combination of atomic orbita
~LCAO!. Relevant to the relative weight of the bonding m
lecular orbital are the difference in the orbital energies
the individual atomsDE and the bond integralb which is
negative fors electrons. It has been shown that,50 for a total
bond order of 1, the charge transferred from the atom w
the higher energy level~atom A! to the atom with a lower
energy level~atomB! is

QB5
x21x~11x2!1/2

11x21x~11x2!1/25x2x31¯ , ~16!

where x (5DE/ubu) is the normalized atomic energy-lev
mismatch andQB is the number of excess electrons on ato
B. In the case of a small energy difference in the origin
atomic levels, the total charge transferred fromA to B is
simply 2ex and the dipole moment isexdAB , wheredAB is
the interatomic distance for theAB molecule.

A second method which allows all the atomic charges o
large molecule to be estimated simultaneously is the EC
method.22–24,52,53This is the method which has been briefl
described in a recent publication.21 In this scheme, the mo
lecular energy is approximated as a second order Taylor
pansion about the neutral atoms. The energy of thei th atom
in a molecule is22

Ei~Qi !5Ei
o1UiQi1

1
2 YiQi

21¯ , ~17!

where Ei
o is the ground state energy for the neutral ato

2eQi is the net charge, andUi andYi are, respectively, the
first and second derivative of the energy of the atom w
respect to Qi , i.e., Ui5(]Ei /]Qi)Qi50 and Yi

5(]2Ei /]Qi
2)Qi50 . For an isolated atom,Ui andYi are ac-

tually ill-defined because strictly speaking, the energy is o
defined for integralQi ’s and is not differentiable aroundQi
50. However, within the spirit of the density function
theory,24,54 and using an ensemble average of the vari
configurations,55 these quantities have been argued to
meaningful. Analyses show thatUi is the Mulliken elec-
tronegativity ~Ui5x i /21I i /2, wherex i and I i are, respec-
tively, the electron affinity and the ionization potential of th
atom! and Yi is the hardness22,56 of the isolated atom (Yi
5I i2x i). The total energy of a molecule is then the sum
the energies of the individual atoms and the interactions
tween them. Representing the off-diagonal elements of
hardness matrix with only Coulombic interactions, o
writes
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Etot~Q1 ,Q2 ,...,QN!

5(
i

N S Ei
o1UiQi1

1

2
YiQi

2D1(
iÞ j

N
QiQjJi j

2
, ~18!

whereJi j is the Coulombic interaction between one electr
located at atomic positionsi and another at the position o
the j th atom, i.e.,Ji j 5e2/(4p«odi j ), wheredi j is the dis-
tance between these two atoms. In thermal equilibrium,
net charge on each atom will be such that the total energ
Eq. ~18! is minimized, while the overall neutrality is main
tained, i.e.,(Qi50. Such a problem is typically solved b
Lagrange’s undetermined multipliers method, with the ‘‘l
cal’’ electrochemical potential playing the role of the mul
plier. By requiring the electrochemical potential for eve
atom of the molecule to be constant, a set ofQ’s can be
obtained which automatically minimizes the total energ
This method has been shown to predict the correct trend
the observed electric dipoles in molecules. Since the
cluded interaction contains no dipolar or higher-order term
this method obviously applies only to the situation where
charge on each individual atom is centered on its nucleus
reality, the electric dipole in molecules can be much mo
complicated.23,24,57,58Additionally, the division of molecular
charge distribution into individual atoms can b
ambiguous.58 Its faults notwithstanding, this method i
simple and has a sound basis. Its use in the study of
interfaces is adequate, since one is only interested in exp
ing the systematic trend of the SBH, rather than determin
accurate numerical values for individual SB systems.

V. BONDS AND DIPOLES AT METAL-SEMICONDUCTOR
INTERFACES

The charge rearrangement in the ISR of a MS interfac
obviously driven by the minimization of interface energ
The bond polarization theory assumes that the most sig
cant charge rearrangement, when a metal comes into co
with a semiconductor, is due to the formation of chemic
bonds between the metal and the semiconductor. So
Schottky dipole is assumed to arise from the polarization
interface bonds, which can be estimated by chemical m
ods described above. Within the simple picture of cha
transfer, Eq.~16!, one can assume a uniform densityNB of
chemical bonds, each with a dipole ofexdMS, to be present
at a MS interface. HeredMS is the distance between met
and semiconductor atoms at the interface. The electros
potential changes byNBexdMS/« i t across such a dipole
layer, and therefore Eq.~9! becomes

FB,p
o 5I S2fM1

e2xNBdMS

« i t
. ~19!

One recalls thatx is related to the difference in atomic orbita
energies. Its use does not seem appropriate at the MS i
face, considering the fact that the atoms involved in the
terface bonds are already bonded in their respective crys
Thus, one can conceivably substituteDE with some other
0-6
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FORMATION OF AN ELECTRIC DIPOLE AT METAL- . . . PHYSICAL REVIEW B 64 205310
parameter that reflects more appropriately the energy m
match in the highest occupied states across the MS interf
In that respect, the difference between the Fermi level of
metal and the CNL of the semiconductor might take
place of DE. Making the switch of x→(fM2I S
1fCNL)/ubu in Eq. ~19!, one sees that interface bond pola
ization leads to the expected Fermi level pinning effect

FB,p
o 5gB~ I S2fM !1~12gB!fCNL , ~20!

where

gB512
e2NBdMS

« i t ubu
. ~21!

Equation~20! has the same functional form as that predic
by models of interface gap states, Eq.~12!. However, it is not
very useful for comparisons with experimental results,
cause the bond integralb is specific to each MS system
Furthermore, the assumptions ons-valence electrons an
noninteracting dipoles in this approach are not very realis
Despite these shortcomings, the chemical trend suggeste
Eq. ~20! is still a valid one. It is interesting to note that he
the Fermi level pinning would be weakened if the dielect
screening« i t were to increase. Such a dependency is in go
agreement with the general concept of screening, nam
screening acts in a direction that counters the effect of cha
transfer. The charge transfer itself is driven by chemistry,
screening.

To apply the ECPE method to estimate the Schottky
pole at an MS interface, one can regard the entire me
semiconductor region~ISR! as a giant ‘‘molecule.’’21 A few
planes of atoms each from the semiconductor and metal
tices are included in this molecule, consisting a total ofNM
metal atoms andNS semiconductor atoms. The MS interfac
is assumed to be atomically abrupt and the two trunca
lattices are assumed to form a density of chemical bondsNB
on an atomically flat interface plane, as schematically sho

FIG. 3. A cross-sectional view of the model of a meta
semiconductor interface, used in the bond polarization theory
number of bonds, drawn as thick bars, are assumed to form betw
the semiconductor~upper half! and the metal~lower half!. Charge
transfer is assumed to occur only between atoms directly invo
in the interface bonds.
20531
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in Fig. 3. In general,NB need not equal, and is likely les
than, the total number of semiconductor~or metal! atoms per
unit area of the interface. Lattice mismatch, structure inco
patibility, the formation of tilted bonds, etc., all tend to r
duce the number of effective bonds formed across an
interface. To simplify the problem, one assumes that
semiconductor is either an elemental semiconductor or, in
case of a compound semiconductor, consisted of hybrid
oms, i.e., atoms which possess the traits of the compo
rather than the individual~anion and cation! atoms. Without
loss of generality, one assumes chemical bonds to form
square array with a lateral dimension ofdB (5NB

21/2). The
total energy for the ISR can be written down as

EISR~QM1
,...,QMNM

,QS1
,...,QSNS

!

5(
i

NM S EM
o 1UMQMi

1
1

2
YMQMi

2 D
1(

i

NS S ES
o1USQSi

1
1

2
YSQSi

2 D1(
iÞ j

NM QMi
QM j

JMi M j

2

1(
iÞ j

NS QSi
QSj

JSiSj

2
1 (

i , j

NM ,NS

QMi
QSj

JMiSj
. ~22!

The boundary condition for the ISR naturally requires
QMi

’s and QSj
’s to be zero on the extreme outside atom

planes of the ISR. Taking that condition to the limit, we sh
assumeQ’s to be nonzero only for those metal and semico
ductor atoms on the immediate interface planes which
directly involved in the bonding~see Fig. 3!. Then, from
symmetry, each metal atom involved in the bonding conta
the same net charge of2eQM , and every semiconducto
atom involved in the bonding contains a net charge
2eQS (51eQM). As will be discussed, this approximatio
turns out to be necessary for the use of the electrochem
potential equalization method at MS interfaces. In therm
equilibrium, the electrochemical potential of every atom
the ISR should be equal. The electrochemical potential fo
metal atom taking part in the bonding is

]EISR

]QMi
G

interface

5UM1YMQM

1 (
nx ,ny

excl. nx 5ny50
e2QM

4p« i tdBAnx
21ny

2

1 (
nx ,ny52`

`
e2QS

4p« i tAdMS
2 1dB

2~nx
21ny

2!
.

~23!

The third and fourth terms on the right of Eq.~23! are, re-
spectively, the Coulomb terms due to metal and semicond
tor atoms. Keeping only the interactions between char
atoms that are nearest neighbors, these two terms ca
simplified to give

]EISR

]QMi
G

interface

'UM1YMQM1JMSQS14JMMQM , ~24!
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RAYMOND T. TUNG PHYSICAL REVIEW B 64 205310
where JMS @5e2/(4p« i tdMS)# and JMM @5e2/(4p« i tdB)#
are, respectively, the interaction for the bonded me
semiconductor pair and the metal-metal interaction along
interface plane. The numerals in Eq.~24! reflect the fact that
for each metal atom at the interface, there are four m
nearest neighbors and one semiconductor nearest neig
that are charged. Similarly for a semiconductor atom bon
with metal at the interface, the electrochemical potential

]EISR

]QMi
G

interface

5US1YSQS1 (
nx ,ny

excl. nx5ny50
e2QS

4p« i tdBAnx
21ny

2

1 (
nx ,ny52`

`
e2QM

4p« i tAdMS
2 1dB

2~nx
21ny

2!
~25!

'US1YSQS1JMSQM14JSSQS , ~26!

where JSS5JMM . Equating Eqs.~24! and ~26! and setting
QM52QS , one obtains

QS5
UM2US

YS1YM22JMS14JMM14JSS
. ~27!

In the spirit of analyzing charge transfer between two cr
tals, rather than between atoms, one can let the atoms ac
bulk characteristics. For a bulk metal, the ionization poten
and the electron affinity are both identified as the work fu
tion of the metalfM . Thus, UM5fM and YM50. For a
semiconductor, the ionization potentialI S and the electron
affinity xS differ by its band gapEg . Therefore,US5I S
2Eg/2 and YS5Eg . Also, to account for the fact that th
Coulombic interactions take place inside a solid rather t
in free space, screening by the respective dielectric med
is also assumed. Equation~27! becomes

QS5
I S2fM2Eg/2

Eg1k
, ~28!

wherek is the sum of all the hopping interactions, i.e.,

k54JSS14JMM22JMS. ~29!

As will be shown,k is usually a negative quantity. Howeve
because dielectric screening at the interface is strong,
absolute value of this term is usually smaller than the b
gap of typical semiconductors. This interface charge tran
leads to a potential drop of

DSch5
eQSNBdMS

« i t
5

eNBdMS~ I S2fM2Eg/2!

« i t~Eg1k!
. ~30!

Plugging Eq.~30! into Eq. ~9! gives

FB,p
o 5gB~ I S2fM !1~12gB!

Eg

2
, ~31!

where

gB512
e2NBdMS

« i t~Eg1k!
. ~32!
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Equations ~31! and ~32! were derived in an earlie
publication.21 Obviously, Eq.~31! predicts a dependence o
the SBH on the metal work function which is similar to th
predicted by gap state models, Eq.~12!, with Eg/2 taking the
place of the CNL. However, the ‘‘interface parameter’’gB
according to the ECPE method is quite different from th
predicted by the gap state models, Eq.~13!.

The agreement between Eq.~32! and experimental data
was recently demonstrated,21 and is repeated here to accom
modate further discussion and comparison. Experiment
observedSF’s59 are listed in Table I and plotted against th
band gap of the semiconductor in Fig. 4~a!. However, the
experimental data for diamond has been excluded from
4, because the covalent radius of carbon is considera
smaller than that of other semiconductors, and because
flicting values ofSF for diamond exist in the literature.60 A
roughly linear relationship is observed in Fig. 4~a!, lending
strong support for the validity of the chemical bonding p
ture of SBH formation. Anx-axis intercept of 0.68 eV and a
slope of ;0.15 eV21 are deduced from a least square fi
yielding adMSNB product of 83106 cm21. In this analysis,
the dielectric constant of the ISR,« i t /«0 has been approxi-
mated by twice the optical dielectric constant of the sem
conductor«`/«0 as is often done in the literature. Takin
dMS to be 0.25 nm, one gets anNB of ;331014cm22,
which is a very reasonable estimate of the number of av
able bonds at an interface. The same set of experimental
is also plotted in Fig. 4~b! in the formatSF

2121 against the
square of the semiconductor polarizability. According to t
fixed-separation model of MIGS, Eq.~14!, a linear relation-
ship should be observed. A roughly linear relationship c
indeed be discerned in Fig. 4~b!, even though the scatter o
the data is quite significant. A comparison of the experim
tal data with the prediction of the division-by-epsilon mod

TABLE I. Numerical values used for the plots in Fig. 4. Th
interface behavior parameterSF has been converted from lea
square fitted experimental data~Ref. 59! using the formula
SX/2.27eV5SF .

Semiconductor «` /«0 Band Gap~eV! SF

Ge 16 0.67 0.040
Si 11.8 1.11 0.035
GaAs 10.9 1.35 0.066
CdTe 7.2 1.44 0.070
GaTe 7.1 1.66 0.141
CdSe 5.9 1.74 0.079
GaSe 6.6 2.05 0.251
GaP 9 2.24 0.145
CdS 5.5 2.42 0.308
GaS 6 2.5 0.419
ZnSe 5.9 2.58 0.291
SnO2 4 3.0 0.366
SrTiO3 4.69 3.15 0.198
ZnO 4.6 3.2 0.419
ZnS 5.5 3.54 0.520
SiO2 2.34 9.1 0.670
0-8
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FORMATION OF AN ELECTRIC DIPOLE AT METAL- . . . PHYSICAL REVIEW B 64 205310
FIG. 4. Experimentally observed interface behavior param
~Ref. 59! ~a! plotted as («` /«02«`SF /«0)21 against the band gap
of the semiconductor, as suggested by the bond polarization th
~b! plotted asSF

2121 against the square of the polarizability
the semiconductor («` /«021)2, as suggested by MIGS theor
~Ref. 45!. ~c! plotted against the inverse of the dielectric constan
suggested by the division-by-epsilon model of MIGS~Ref. 12!.
20531
of MIGS, Fig. 4~c!, also reveals clear discrepancies. In F
4~c!, the solid line and the dashed lines correspond to
predictions of the divison-by-epsilon model with« i t5«` and
« i t52«`, respectively.

VI. RELATIONSHIP BETWEEN CHEMICAL BONDS AND
METAL INDUCED GAP STATES

The present results show that the polarization of inter
cial bonds can quantitatively account for the Fermi level p
ning phenomenon experimentally observed at polycrystal
MS interfaces. Traditionally, the Fermi level pinning effe
has been attributed to the presence of MIGS. Since the
pendence of the SBH on the metal work function is predic
in very similar fashions by the bond polarization theory a
the fixed-separation model of MIGS, it is worthwhile to e
plore possible connections between these two theories.
will first examine the similarities. Both theories recogni
that, due to the requirement on the minimization of to
energy, the charge density at a MS interface needs to r
from the frozen distributions assumed in the Schottky-M
model. This charge relaxation is assumed by both theorie
be the source of the additional interface dipole, the Scho
dipole, and the origin of the Fermi level pinning effect. S
both theories try to estimate the optimum amount of cha
transfer which minimizes the energy. That the interface
ergy is indeed minimized in the bond polarization theory h
been explicitly demonstrated through the use of
Lagrange’s multipliers method. Since the fixed-separat
model of MIGS specifically works with the Fermi level,
also should lead to a minimized interface energy, albeit o
implicitly. The fact that the fixed-separation model of MIG
is also based on the ECPE method is explicitly demonstra
in the Appendix. Therefore, the MIGS fixed-separati
theory and the bond polarization theory deal with the sa
phenomenon, charge transfer at MS interface; the two th
ries are also based on the same principle, the minimizatio
interface energy. However, there are significant difference
the assumptions and methodologies used in these theor

The biggest difference between these two theories is p
ably the ‘‘basis set’’ used in the analysis. As an example
the significance of the basis set, we first look at the ana
gous case of molecular states vs atomic states in molec
In the analysis of molecular dipole, the basis set used in
ECPE theory, Eq.~17!, is the isolated atomic levels prior t
the formation of molecules. The eventual charge distribut
in the molecule is expanded in the basis set of atomic sta
whose spherical distribution around each nucleus valida
the use of point charges to represent atomic charges and
neglect of off-diagonal terms.22,52 This approach rightfully
ignores the details of how molecular orbitals are actua
formed. Even though the ‘‘density of states’’ projected on
each atom will change upon the formation of molecules, t
change is a derivative of, and can be predicted from,
distribution of the initial energy levels. Therefore, the ener
levels of an oxygen atom can be used to analyze dipole
all small molecules containing oxygen, e.g., CO and N
Alternatively, one can use the molecular states as the b
set to analyze the molecular dipole. This involves first so
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RAYMOND T. TUNG PHYSICAL REVIEW B 64 205310
ing for the molecular orbitals, with, for example, the LCA
approach, and then calculating the dipole moment from
sum of charge densities of all the occupied molecular or
als. Irrespective of which basis set~atomic or molecular! is
used, similar dipole moment should be obtained for the m
ecules. For systematic studies, however, the use of the
lecular states as the basis set is inconvenient because
basis set changes with molecules and needs to be solve
different molecules. In other words, one cannot use the
bitals of a CO molecule to analyze the dipole moment of
NO molecule. The bond polarization theory is, in spirit, sim
lar to the analysis of molecular dipoles in terms of atom
states, while the MIGS fixed-separation theory is similar
the approach based on molecular states. The use of the
band structure of the isolated semiconductor and metal c
tals, as done in the bond polarization theory, gives so
credence to the procedure of obtaining the dipole by mu
plying the charge on each atom with the interatomic distan
In the MIGS theory, however, the basis set is the MIGS.
an attempt to perform systematic analysis, the MIGS the
has to assume that the distribution of MIGS is independ
of the metal. This is not appropriate, since calculations
ready showed that the actual distribution of MIGS depe
on the metal.15,17,61In the bond polarization theory, it is natu
ral to analyze the SBH’s observed for different metals w
similar NB anddMS, because these are only geometrical p
rameters.

Another difference between the two theories is the d
creteness of the individual bonds in the bond polarizat
theory vs the smeared-out charge distribution in the MI
theory. One consequence of this difference is clearly ill
trated in the Appendix for the fixed-separation model
MIGS the charge transfer is constrained to take place
tween imaginary planes. This constraint reduces the inter
electrostatics from a three-dimensional problem@see Eqs.
~23! and ~25!# for the bond polarization theory, to a one
dimensional problem for the fixed-separation model
MIGS. The one-dimensionality of the fixed-separation mo
allows the Coulomb interaction to be expressed in a clo
form, Eq. ~A3!, which leads to a Schottky dipole, Eq.~10!,
that is proportional to thefinal difference between the cha
acteristic energy levels of the metal and the semiconduc
Therefore, this term works like a negative feedback in
unity-gain amplifier, with the resulting overall gain quite pr
dictably given by Eq.~13!, in a form of (11F)21, whereF
is the transmission factor of the feedback circuit. To see
analogy with a feedback circuit explicitly, one can rearran
terms of Eq.~12! into

FB,p
o 2fCNL5ggs~ I S2fCNL2fM !. ~33!

The left hand side of Eq.~33! is analogous to the output o
the circuit, whereas the quantity in the parenthesis on
right hand side of Eq.~33! is the initial input. In contrast, the
Schottky dipole in the bond polarization theory, Eq.~30!, is
proportional to theinitial energy difference, which mean
that the equivalent circuit is a~positive! feedback amplifier
that operates in reverse. So the difference in the functio
forms of g for the two theories, i.e., Eqs.~13! and ~32!, can
20531
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be attributed to the different dimensionalities of the tw
theories. However, since both theories are linear theor
their distinction is only reflected in the range of achievableg
values.

There are potential complications due to the functio
form of Eq. ~32!. Specifically,gB can become negative fo
narrow band-gap semiconductors. Being the sum of all C
lomb interactions,k varies with bonding geometry in two
dimensions. To better handle this term, we return to the
abridged expressions for the chemical potentials, Eqs.~23!
and ~25!, to write

k52 (
nx ,ny

excl nx5ny50
e2QS

4p« i tdBAnx
21ny

2

22 (
nx ,ny52`

`
e2QS

4p« i tAdMS
2 1dB

2~nx
21ny

2!
. ~34!

The terms on the right hand side of Eq.~34! can be identified
as the Coulomb potential energy experienced by a test ch
of 2eQS , when it is placed on the only vacant site of a
otherwise perfectly arranged pair of parallel sheets
charges, as illustrated in Fig. 5. The two sheets, separate
a fixed distance ofdMS, contain a square array of un
charges, each of1e and 2e respectively, with a mesh di
mension ofdB . The numerical value of Eq.~34! obviously
depends ondB anddMS. In the limit dMS@dB , the charges
become smeared out, leading to the one-dimensional re
of Appendix. In the other limit,dB@dMS, bonds become
independent, and the Coulomb interaction for diatomic m
ecules is recovered.22,62 For real MS interfaces, one expec
dMS to be comparable todB , which means thatk can only be
estimated numerically. If one assumesdMS50.25 nm as be-
fore and usesdB(5NB

21/2)50.57 nm, as determined from th
linear fit of Fig. 4~a!, a k of ;20.76 eV is calculated. This
compares very favorably with the intercept of 0.68 eV det
mined from the linear fit, lending further support for th
bond polarization theory. With this estimated value ofk, the
interface parameter,gB , can become negative according
the bond polarization theory, for semiconductors with a ba
gap smaller than;1.3 eV. The MIGS on narrow gap sem
conductors have long decay lengths, which means that
limitation of charge transfer to one atomic plane is inapp
priate for narrow gap semiconductors. Charge transfer
volving two or more layers of atoms needs to be conside

FIG. 5. Schematic of two parallel sheets of charges, arrange
a square array, with one of the charges on the top sheet, marke
a question mark, missing.
0-10
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FORMATION OF AN ELECTRIC DIPOLE AT METAL- . . . PHYSICAL REVIEW B 64 205310
to estimate the interface dipole under these circumstan
invalidating the present method. It should also be kept
mind that the higher order terms ignored in our derivat
may bear heavily on the interface dipole for narrow-g
semiconductors. What Eq.~32! suggests is that the prese
approach is only valid for semiconductors with large ba
gaps, where the monopole representation is a reasonabl
proximation. Even though the present theory is, stric
speaking, not applicable to narrow-gap semiconductors,
suggestion thatgB can become negative is not necessa
preposterous. This is because, as explained, the Schottk
pole does not operate as a negative feedback in three dim
sions. A negativegB is consistent with localized and esse
tially independent bonds at the interface. As a matter of f
a negativeSF has been observed experimentally on MoS2, a
narrow-gap semiconductor.63

The third difference between the bond polarization the
and the MIGS fixed-separation theory concerns the lengt
charge transfer at the interface. In the bond polarizat
theory, the charge transfer is associated with bond forma
and, therefore,dMS is assumed to be the length of one atom
plane,;0.25 nm. In the MIGS picture, the density of inte
face charge decays exponentially with some ‘‘penetrat
depth.’’ In the original jellium calculations,5 the penetration
depth was found to be as short as 0.1 nm for ionic semic
ductors and;0.3 nm for covalent semiconductors. Such
length for the charge transfer is obviously characteristic
bond formation at the interface, which involves interactio
between the metal and the semiconductor. However, the
pability of the MIGS model to analyze SBH systematics
lies on the assumption that the distribution of MIGS is ind
pendent of the metal. To be consistent with this assumpt
the scenario is usually created in the MIGS model that
MIGS charge resides at the tail end of metal wave functi
which tunnel into the semiconductor. Typically,d i t in the
fixed-separation model of MIGS is assumed to be;0.5–2
nm.45 With the spatial extension of their exponential ta
into the semiconductor, MIGS’s were often assumed to l
to band bending in the semiconductor as far as 5–10
away from the MS interface.64,65 As a result of such large
distances, the charge transfer in the MIGS theory is en
sioned to take place passively, between the metal and s
preexisting MIGS’s in the semiconductor. The bond polari
tion theory views the creation of all interface states~includ-
ing MIGS! as a result of active interaction involving both th
metal and the semiconductor.

VII. DISCUSSIONS

In the present method of deducing the interface dipole,
have arbitrarily imposed the constraint that the charge tra
fer at the interface is limited to those atoms on the immed
interface planes. This approximation seems to capture
essence of the interface chemistry while still keeping
problem tractable at the intended level of sophistication.
see the consequence of this assumption, one writes dow
electrochemical potential for a semiconductor atom in
ISR, but not directly involved in the interface bonding
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~35!

where d' is the distance between this atom and the fi
semiconductor plane at the interface. Writing down a sim
expression for a metal atom which is not on the interfa
plane and making use of the physical meaning of the C
lombic terms, one obtains the following result:

eDSch5I S2fM2
Eg

2
, ~36!

which simply states that the SBH should be one half of
band gap

FB,p
o 5

Eg

2
. ~37!

This result apparently contradicts Eq.~31! obtained earlier.
This disagreement actually has little to do with the appro
mation that was made on the limited range of the cha
transfer, but is related to the presence of an energy gap in
semiconductor. One notes that even if the charge tran
were not limited to the immediate planes of the interface,
~37! would still be obtained by equating the electrochemi
potentials of atoms far from the interface.

To understand the crux of the problem, we take a clo
look at the ECPE technique. An inherent assumption of t
method is that the energy at each atomic site is analyt
near zero net charge.54 This assumption breaks down when
band gap is present. One notes that a semiconductor at
temperatures will remain essentially uncharged irrespec
of the exact position of the Fermi level, so long as the Fe
level is positioned inside the band gap. BecauseYS , the
hardness of an atom, is proportional to the inverse of
density of states near the CNL of the atom, it becomes in
finable when the hardness concept is applied to a semi
ductor. Inside a band gap, the density of states is zero, re
ing in a singularity in YS at QS50. Therefore, strictly
speaking, the ECPE method cannot be used for a semi
ductor or any other material with zero density of states at
CNL position. What saves this method and still makes i
valuable technique to estimate the interface dipole se
quantitatively, if not with great precision, is the fact th
MIGS’s are present at the semiconductor atoms immedia
in contact with the metal. In other words, the electrochemi
potential for the semiconductor atoms involved in the int
facial bonding, Eq.~25!, is well defined and, therefore, ca
be used to analyze the transfer of charge between this l
of atoms and the metal. The chemical shift between the
layer of semiconductor atoms and the second or third la
of semiconductor atoms, which is expected to be small a
way, cannot be deduced using the ECPE method. There
the assumption that only the first layer of semiconductor
0-11
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oms is involved in the charge transfer is an important con
tion for the use of the ECPE method at MS interfaces.

The ECPE method is originally based on atomic orb
energies which are all referenced to the same vacuum le
i.e., theUi ’s in Eq. ~22! are uniquely defined for isolate
atoms. When these quantities are translated into equiva
crystal-related quantities, e.g., from Eq.~27! to Eq. ~28!,
there may be some ambiguity as to which crystal-rela
quantities should be adopted. In writing down Eq.~28!, we
have used the experimental metal work functionfM and
semiconductor ionization potentialI S to represent the ability
of individual atoms to attract electrons. BothfM andI S con-
tain surface terms which depend on the structure of the
surface and do not appear relevant to the interface ch
transfer.27,28,66It is worth pondering whether the surface co
tributions should be subtracted out ofI S and fM , before
they are used for the assessment of the interface dipole.
relevant question here is which set of initial charge distrib
tions best represents the actual charge distribution at
interfaces. It seems that the experimentalfM and I S should
be used. Their use would be consistent with the highly s
cessful, empirical treatment of the heat of formation of m
tallic alloys using the work functions of the individua
metals.67,68 In addition, the charge distribution at a real su
face satisfies physical laws and is analytical. This charac
istic obviates the need for corrections due to the disparity
the charge densities on the abruptly terminated surfa
Similar corrections were shown to be necessary to acco
for the difference in the charge densities on Wigner-Seitz
boundaries, when the heats of formation of metallic allo
were modeled.67–69

In the transition of Eq.~27! to Eq. ~28!, US has been
identified asI S2Eg/2 in analogy with the correspondin
quantity for the individual atom (5@ I 1x#/2). The later term
is the de facto CNL of an individual atom. Because of t
significant differences between atomic levels and semic
ductor band structures,US needs not be immediately ident
fied with the midgap energy. Well-known proposals for t
CNL include the branch point of the band gap,70 the hybrid
energy ~of the sp3 orbitals of the semiconductor atoms!,12

and the dielectric midgap energy.71 It seems that in making
the transition from atomic levels, on which the molecu
picture is based, to the MS interface, there is some freed
as to how to choose this charge neutrality level. So
thought could also go into the choice of the bulk-equival
of YS , the atomic ‘‘hardness’’ which is a measure of th
repulsion between electrons in the same atom. A direct tra
lation identifies the band gap of the semiconductor asYS . As
already mentioned,YS is actually ill defined for an unper
turbed semiconductor because of the presence of its b
gap. At the interface, the singularity is removed because
MIGS, but the question remains as to whetherEg best rep-
resents the hardness of interfacial semiconductor. A poss
replacement of this term is the square-root of the sec
moment of atomic bonds in the moments theory.50,72But one
notes thatEg already gives excellent correlation with th
experimentally observedSF .

A high density of defects anywhere in a semiconduc
can pin the local Fermi level.3,7,73 When defects are presen
20531
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near an interface, it has been customary to model the in
face dipole by placing the defects at some characteristic
tance away from the metal,45,46 in exactly the same way a
was done in Fig. 2~b!, with the exception that the interfac
gap states now have peak~s! in their distribution. In the inte-
rior of a semiconductor, defects have precise, character
energy levels. Inside an ISR, however, structural imperf
tions are rather ill defined since the entire ISR can be view
as one large defect. The thermodynamically preferred ato
structure of the ISR may differ significantly from that forme
by slapping two perfect crystals together. The bonding c
figuration of the entire ISR is responsible for the formati
of the dipole across the ISR.15,17,74It is apparent that if de-
fects are present near the interface but outside the ISR,
will provide an additional dipole as per Fig. 2~b!. However, it
is also apparent that the interface dipole due to chem
bonds is always present and is the proper baseline to w
other effects can be added. How much defects can influe
the final SBH magnitude depends on the density, energy,
location of the defects. Except in extreme conditions the
fect due to defects should be small, especially since the b
polarization theory, even without the assumption of defe
seems to have captured the essence of the experimen
observed Fermi level pinning phenomenon already.

When a metal forms an intimate contact with a semico
ductor, chemical bonds have to form. The charge rearran
ment associated with the formation of the chemical bond
a complicated problem, which obviously should depend
the atomic structure of the MS interface. Indeed, experim
tal results obtained from nearly perfect epitaxial M
interfaces13,75 and theoretical calculations15,17 have estab-
lished the critical dependence of the SBH on the details
the interface atomic structure. At an ordinary, polycrystalli
MS interface, the bonding geometry changes from place
place, leading to non-periodic and inhomogeneous interf
structures and, likely, inhomogeneous SBH. Clear evide
for the existence of SBH inhomogeneity has recently be
observed from virtually all types of nonepitaxial M
interfaces.19,20,76 With the dependency of the SBH on th
interface structure firmly established experimentally, the
planation of the phenomenon of Fermi level pinning m
seem to be a daunting task. There is little hope of num
cally calculating the SBH for a large number of interfa
structures, and explaining why the average SBH should
pear to be independent of the metal. However, precisely
cause of the inhomogeneity and the randomness of the in
face structure, the experimentally observed, ‘‘average’’ SB
are expected to display trend which is not sensitive to any
the particular structures of the MS interface, but rather
flects the all-important chemistry at the interface. T
present bond polarization theory in real space, even with
known deficiencies, is ideally suited to reveal the chemi
trend of interface bonding. The present results show that
polarization of the chemical bonds at MS interfaces leads
a weakened dependence of the SBH on the work func
and a natural tendency for the SBHs to converge toward
half of the band gap, both of which are in agreement w
experimental results. The excellent agreement of experim
0-12
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tal data with the present theory suggests that interface b
ing is a primary mechanism of SBH formation.

In summary, simple formulas have been derived for
dipole layer at metal semiconductor interface due to che
cal bonding. This contribution leads to an insensitivity of t
Schottky barrier height to the metal work function, in go
agreement with experimental results. The dependence o
perimentally observed interface parameters on differ
semiconductors is also well explained by this theory. T
method used in this theory, the electrochemical poten
equalization method, is discussed in detail, especially in
context of application to interfaces. Chemical bonding
likely the primary mechanism for the observed Fermi le
pinning phenomenon at MS interfaces. This Schottky bar
mechanism is also in excellent agreement with the struc
dependency observed for epitaxial Schottky barriers and
barrier height inhomogeneity observed at polycrystall
metal-semiconductor interfaces.
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APPENDIX: ANALYSIS OF FIXED-SEPARATION MODEL
BY ELECTROCHEMICAL POTENTIAL EQUALIZATION

METHOD

In the fixed-separation model of gap states, the transfe
charge is assumed to take place between two artificial pla
rather than between atoms as in the bond polarization the
One plane represents the semiconductor and it has a
and a nonzero density of statesDgs near its CNL. The other
plane represents the metal, and is assumed to have an in
density of states around its Fermi level. These two planes
assumed to be parallel to each other and separated by a
of d i t . To predict the charge transfer, by the electrochem
potential equalization method, in the geometry of the fixe
separation model, one writes down the total energy of
system in an expansion. For an isolated semicondu
‘‘plane’’ ~anSplane! with an areaA which is large compared
with atomic dimensions, the energy can be written down
analogy with Eq.~17!, as

ES-plane~QS-plane!5ES-plane
o 1~ I S2fCNL!QS-plane

1
QS-plane

2

2ADgs
1¯ , ~A1!

whereQS-plane is the number of surplus electrons on theS-
plane. For the isolated metal plane~M-plane!, a similar ex-
pression can be written down

EM -plane~QM -plane!5EM -plane
o 1fMQM -plane1O~QM -plane

3 !.
~A2!

In analogy with Eq.~18!, the total energy of the parallel-plat
‘‘molecule’’ is
20531
d-

e
i-

x-
t

e
al
e

s
l
r

re
e

e

of
s,

ry.
L

ite
re
ap
l
-
e
or

n

Etot~QM -plane,QS-plane!

5ES-plane~QS-plane!1EM -plane~QM -plane!

2
e2d i tQS-planeQM -plane

2« i tA
, ~A3!

where the last term is the electrostatic energy stored in
parallel-plate capacitor@5*(dr/2)/E•D#. The electrochemi-
cal potential for theM plane is, therefore,

]Etot

]QM -plane
5fM2

e2d i tQS-plane

2« i tA
. ~A4!

Equating this with the following expression for the chemic
potential of theS plane,

]Etot

]QS-plane
5I S2fCNL1

QS-plane

ADgs
2

e2d i tQM -plane

2« i tA
, ~A5!

and applying the condition thatQS-plane52QM -plane, one
gets

QM -plane

A
5

I S2fM2fCNL

e2d i t

« i t
1

1

Dgs

. ~A6!

The charge per unit area on theM-plane is2eQM -plane/A.
The potential drop across a parallel-plate capacitor with
charge density and with a gap ofd i t is

DSch5S ed i t

« i t
D I S2fM2fCNL

e2d i t

« i t
1

1

Dgs

. ~A7!

Therefore, thep-type SBH in the fixed-separation model ca
be written down using Eqs.~9! and ~A7!

FB,p
o 5I S2fM2S e2d i t

« i t
D I S2fM2fCNL

e2d i t

« i t
1

1

Dgs

5ggs~ I S2fM !1~12ggs!fCNL , ~A8!

where

ggs[S 11
e2d i tDgs

« i t
D 21

. ~A9!

Obviously, the main results of the fixed-separation mo
have been reproduced by the ECPE method. This exer
shows that the foundation for the fixed-separation mode
the MIGS is the minimization of total energy, same as t
bond polarization theory. But more importantly, the deriv
tion above exposes a significant difference, in dimension
ity, between the fixed-separation model and the bond po
ization theory.
0-13
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