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Formation of an electric dipole at metal-semiconductor interfaces
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The insensitivity of experimentally observed Schottky barrier hei§fH) to the metal work function, a
phenomenon known as Fermi level pinning, has traditionally been attributed to the presence of interface states
in the band gap of the semiconductor. A recent theory showed that the polarization of the chemical bonds at
metal semiconductor interfaces could quantitatively account for the experimentally observed strength of Fermi
level pinning on different semiconductors, without regard to the actual distribution of gap states. This bond
polarization theory thus provides a coherent explanation of the Fermi level pinning effect, on the one hand, and
the experimentally observed dependence of the SBH on interface structure, on the other hand. The method used
in this theory, the electrochemical potential equalization method hitherto employed only in molecular physics,
and its limitations are here discussed in detail, especially in the context of application to solid interfaces.
Similarities and differences between this theory and the metal induced gap state theory are also discussed.
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[. INTRODUCTION sume nearly constant values for polycrystalline MS inter-
faces?” Recently, a coherent explanation of these seemingly
The formation mechanism of the Schottky barrier heightconflicting observations emerged. A theory relating the inter-
(SBH) at metal-semiconductaiMS) interfaces has been a face dipole to bond polarization at MS interfaces was able to
topic of much interest and debdtdlhere have been many reproduce semiquantitatively the degree of FL pinning ex-
proposais to expiain how and Why the experimenta”y Ob_pe“menta”y Observed fOI’ dlffel’ent Sem|CondUCt%jTS.
served SBH appears to be essentially independent of thEhrough its emphasis on the bonding at MS interfaces, this
metal work function on some semiconductors. This phenomtheory was also in good agreement with the structure-
enon, known as Fermi levéFL) pinning? is usually attrib- dependence of the SBH observed at single crystal interfaces
uted to the presence of interface states in the bandgap of ti@d the SBH inhomogeneity observed at polycrystalline MS
semiconductor. Various sources of gap st4@S) have been interfaces. The approach used in this bond polarization
proposed, including surface stafesietal induced gap states theory was an electrochemical potential equaliza(6@PB
(MIGS),*~® defect related statds?and disorder induced gap Method” **which has seen much application in the analysis
states(DIGS),'° each with a slightly different distribution in Of dipoles of small molecules, but has not previously been
the proposed density of gap states. However, irrespective @fpplled to the analySiS of the eleCt.I’OﬂiC structure of .CI’yStal
the exact origin of the gap states, these theories are all simioterfaces. It is the purpose of this paper to describe the
lar in their assumptions that the distribution of the gap state®rinciples and practices of this molecular method and, in
is a function of only the semiconductor and that the chargdarticular, to address various issues concerning its applica-
neutrality level (CNL) of the gap states essentially deter- tion to solid interfaces. Since the SBH problem is, in its very
mines the SBH:*'?Because of these assumptions, gap stat€ssence, an electrostatics problem, we also include a short
models predict that the SBH should have only a weak depeﬂntroduction on the relationship between bands and electric
dence on the metal work function and the structure of the Motential at an interface to lay the framework for subsequent
interface. A much wider spectrum of experimental behaviordiscussion on the formation of the interface dipole. The mo-
has actually been observed concerning the SBH, than is convation for the ECPE method, its application to MS inter-
patible with these assumptions. Beside the FL pinning phetaces, and its various consequences are discussed in detail.
nomenon, which gap state models are able to explain, a cledine success of the bond polarization theory in explaining the
dependence of the SBH on the structure of single crystal M&xperimentally observed trends is demonstrated. Its limita-
interfaces has been experimentally obset¥&tiand theo- tions and its relationship with the CNL concept of interface
retically demonstratetf1” in apparent disagreement with 9ap states are also discussed.
the concept of gap states and CNL. The assumption that
interface gap states depend only on the semiconductor ha,$ ELECTROSTATIC POTENTIAL AND ENERGY BANDS
also been shown to lead to contradlctlon_between the bias AT METAL-SEMICONDUCTOR INTERFACES
dependence of the SBH and the work function dependence of
the SBH!® In addition, the ubiquitous observation of SBH  The SBH of ap-type semiconductot‘i)‘g,vp is the minimum
inhomogeneity at polycrystalline MS interfa¢&&’also sup-  energy required to excite an electron from the semiconductor
ports the structure dependence of the SBH and runs afoul afalence band and place it across the MS interface at the
the gap states models. If one accepts the notion that the SBFermi level of the metal, as schematically shown in Figy.1
depends on the interface structure, then one needs to answaihen a semiconductor comes into contact with a metal, the
the question of “why the SBH, which depends so sensitivelywave functions of the two sides interact and new wave func-
on the structure of epitaxial interfaces, should appear to agions are formed in the immediate neighborhood of the inter-
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! FIG. 1. () Energy band dia-
—eV : \'\ el gram and crystal potential distri-
Coul. Z . .
| NTERACE SR putlon at a mgtal-semlconductor
— REGION (ISR) interface, showing the concept of
an interface specific region(b)
(b) ISOLATED METAL AND SEMICONDUCTOR Band diagrams and crystal poten-
tial distribution at the surfaces of
METAL SEMICONDUCTOR isolated metal and semiconductor
crystals.

Vacuum Level

face. For convenience, an interface specific regi8R) can  lar to the macroscopic averaging technique to obtain the per-
be imagined which serves as a transition region between theell averagé® In an isolated bulk crystal, the energetic po-
metal and the semiconductor. Within the ISR, the electronigitions of the electronic bands are uniquely determined once
states are neither purely semiconductorlike nor purely metalthe crystal potential is properly referenced. For a metal, one
like, and are characteristic of the interaction between the&an define an internal chemical potentiat®as

metal and the semiconductor. The width of the ISR depends _ _

on the screening length, and is typically the length of a few um=EF+eVvyy. 1)
lattice spacings for interfaces that are physically abrupt. Thi
width can be much larger for diffuse interfaces. As schemati-
cally shown in Fig. 1), the bulk bands of the metal and the
semiconductor are fully recovered outside the ISR. Also int i
shown in Fig. 1a) are the rapidly varying “crystal potential” ms=EvpuTeVs. )
—eVeou, WhereVe, is the electrostatic potential ande is  Note thatu,, andus represent the bulk quantum mechanical
the electronic charge, and the long-range averageSl'm contributions, i.e., kinetic energy and exchange-correlation
and — V'nt, of the crystal potential in the metal and the energy, to the Fermi energy and the valence band maximum
semiconductor, respectively. The superscript “int” is to re- (VBM) state, respectively. Therefore, they are internal prop-
mind us that these quantities refer to the metal and the semgrties of the metal and semiconductor, respectively, and are
conductor which have already been joined at an interfacéndependent of all interface/surface specifics. In other words,
There are a few different proposals on what to use as a longsonditions wy = EF+eV,\,I and us=EygyteVg hold in
range potential for a crystal solid, and they differ only by ageneral and not just at MS interfaces. These internal quanti-
rigid shift. Here, we can imagine using something simi-ties can be calculated to high precision, but they are not

'T:or a semiconductor, one can also define an “internal ioniza-
tion energy” as
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physically measurabl&:?® On either side of the ISR, the wherelgis the ionization potential of the semiconductey,
energetic positions of the bulk bands are completely deterthe work function of the metal, anel\ o, is the difference in
mined once théaveraggcrystal potential is known, and vice the average crystal potentials of the two isolated solids
versa. The electrostatic potential is governed by Poisson'seA;,=eV,,—eVy). If the charge distributions on the two
equation and is continuous throughout all space. Its contintisolated surfaces remain “frozen” when the metal makes
ity inside the ISR imposes an important constraint on howcontact with the semiconductor, the difference in the average

the two sets of bulk bands on opposite sides of the ISRlectrostatic potential also remains unchanged because of the
should line up. The difference between the averaged electrigrinciple of superposition. Therefore,

int int

potential across the interfaced sr=€eVy —€eVyg, is some-
times referred to as the interface dipole. However, many dif- eAisr=eAjso (frozen charge (6)
ferent definitions exist for the “interface dipole” and care combining Eqs(3)—(6), one gets

should be exercised to distinguish them. Becaelgy in

general depends on the local atomic and electronic structure (Dg,pzls_ ¢m (frozen charge (7)
of the interface, it likely varies laterally at nonepitaxial MS

interfaces. Combining Eqé1) and(2), one gets which is simply the result predicted by the Schottky-Mott

model. Because of its frozen-charge assumption, the
o it —int Schottky-Mott model assumes no MS interaction. An obvi-
®gp=EF ~Even=Hm— us™ €Asr, 3 ous drawback of any noninteracting model is that the ex-
pected rearrangement of charge densépd atomic posi-
which shows that wheneven g varies, the SBH also var-  tions) at the interface, which is required by thermodynamics,
ies by exactly the same amount. From E8), the SBH can  has been ignored. Even though it may seem less than realis-
be expressed as the sum-0€A sgr and terms that are related tic, the Schottky-Mott model has the advantage that the elec-
only to the bulk crystals and not the interface. Therefore, agrostatic potential is guaranteed to be continuous across an
far as the magnitude of the SBH is concerned, the only rels interface. Because of this mechanical soundness, the
evant input from the ISR i®A gz, which depends on the Schottky-Mott condition has served as a convenient baseline
charge distribution of the entire ISR and not on the electrorg which chemical effects can be added, as in @y below,
energy levelper se Note that the fact that the average crys-without the fear of violating Poisson’s equation.
tal potential is drawn flat on either side of the ISR in Fig.
1(a) implies _that the ISR has no net charge. In general, this i.s Il ANALYSIS OF EXISTING SCHOTTKY BARRIER
only approximately true, because a small long-range electric THEORIES
field and band bending, negligible on the atomic length scale
of Fig. 1(a), may be present in the semiconductor. So, the Excluding the latest work on chemical bonding, theories
ISR could have a small net charge, which has been showdn SBH can be roughly categorized into four groups: nonin-
not to have a significant effect @\ gz, through the experi- teracting models, empirical modelap initio calculations,
mental observation of the independence of the SBH on thend CNL-based models. Noninteracting models, including
semiconductor doping levé. From Eq.(3), it is clear that ~the Schottky-Mott theory and the effective work function
the SBH is directly related to the interface dipole, but ismodel?***essentially ignore any interface interaction, as al-
essentially independent of the net interface charge. ready discussed. At real MS interfaces, some charge relax-
The SBH at a MS interface, similar to the band offset at aation has to take place, invalidating E¢8) and(7). The net
semiconductor heterojunction and the work function at a freslipoleeA s, due to the charge rearrangement can be written
surface, represents a mismatch of certain energy leveldown from a comparison of Eqé3) and(5) as
across an interface. A popular approach to the analysis of
such energy barrier problems has been to place(ik) €A scr= €A sr~ BAisol- ®

energy levels from both sides of the interface on one absolut¢herefore. when the effect of charge rearrangement at the

P 32 i ; . ! . . . . .
and universal energy scale.**The difference in the energy interface is taken into consideration, the SBH is modified
levels on this scale can be regarded as a pure bulk contribyrom the Schottky-Mott condition to

tion, which can then be corrected for additional chemical

effect at the interface. Since tigpetype SBH is the energy E,p=|s_ dm—eAgeh. (9)
difference between the Fermi level of the metal and the o ) )

VBM of the semiconductor, a comparison of these two levels! N€ termeAsc,, which is sometimes referred as the interface
in their respective, isolated, crystals, as shown in Fig),1 diPole, and is here called “Schottky dipole” to avoid confu-
has often been used as a reasonable starting point, i.e.,Sin with other d_ef|n|t|0ns o_f the_z interface dipole. This term
“baseline condition.” As shown in Fig. (b), this energy dif- represents the dipole contribution from the thermodynamic

ference before the metal and the semiconductor come intgffect, or the chemical effect, associated with the formation
contact is of the interface. Different SBH models essentially differ in

how they account foeA g, at MS interfaces. Empirical cor-
relations of the experimental SBH, including those found

Er—Eveu=Is—¢w (isolated crystals 4 With a constant fraction of the bandgapthe heat of
formation®3® anion electronegativityy semiconductor
= pim— ts— €Aigol, (5) ionicity,® eutectic temperatur&, etc., usually have no spe-
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(a) Vacuum Level the Fermi level near the CNL, i.6Rg ,~ ¢y , Wheregey,

is the difference between the CNL and the VBM. How
strongly the surface Fermi level is pinned depends on the
density of the surface states. The difference between the
Fermi level position and the CNL is usually quite small. For
example, this difference is onkr10 meV, for a surface with
moderate surface state density 10'3cm 2eV 1) and dop-

ing level (~10%cm3).

The concept of CNL is clearly a sound physical basis for
the analysis of the surface Fermi level position with respect
to the semiconductor band edges, which is essentially a prob-
(b) lem related to the net surface charge. However, the applica-

bility of the CNL concept to interface dipole problems is not
1 i o an immediately apparent. For example, in Fida2 | g, being
-=- B the difference between the VBM of the semiconductor and
the lowest energy level of the vacuum, can be regarded as an
/ I E, offset between bands across the semiconductor-vacuum in-
@, z((ﬁc’“ 7 terface. Butl g is related to the surface dipole and does not

N it it e have an explicit dependence on the net charge stored in sur-
face states. By analogy, the CNL concept may not be directly
LAl applicable to the problems of the SBH and the heterojunction
5 ] | band-offset, because both of these problems are essentially
Metal Semiconductor “dipole” problems rather than “Fermi level’(net chargg
problems. The CNL concept, nevertheless, has been pro-
FIG. 2. (a) Band diagram at the surface of a p-type semiconduc{0sed to have a dominant effect on the formation of the SBH
tor with a density of surface state®) Band diagram, according to  and the heterojunction band-offée° Before we get into
the fixed-separation model of interface gap states, at a metathe mechanical models of the CNL, it should be pointed out
semiconductor interface. The shaded area&jirand (b) represent  that the CNL is not the neutrality level for the entire interface
the surface charge and the interface charge, respectively. region, i.e., the ISR. Rather, the CNL refers to that of only
the “semiconductor side” of the interface. For this definition
cific proposals for the formation afAs.,. Therefore, they to be meaningful, one needs to be able to separate the ISR
tend to be only of limited use to the development of a com-into two parts, one belonging to the metal and the other
prehensive SBH picture. Ab initio calculation is the ultimate belonging to the semiconductor. But, in general, the dissec-
method to calculate SBH valuésl’?>40-4?However, be- tion of the ISR charge distribution into two halves is arbi-
cause the results are numerical solutions, the physics of theary. So, the definition of the CNL is also inherently am-
SBH formation mechanism is usually buried in the compli-biguous. Note that, in comparison, it is straightforward to
cated details of the calculated electronic structure. Ab initiddentify or calculate a net interface dipole from the actual
calculations can only be performed on simple epitaxial intercharge distribution inside the ISR, because for this purpose
face structures, and are not expected to be of much help fdhe charges do not need to be distinguished as to which side
polycrystalline MS interfaces, which comprise the bulk of of the interface they belong.
the SBH literature. There are two different ways to model the interface dipole
Theoretical models based on the concept of the CNL ofvithin the CNL concept. In the first model, which will be
interface gap states have been the most active and populealled the “fixed-separation model,” the net charge resulting
theories invoked to interpret experimental SBH results infrom the gap states is assumed to be positioned at a fixed
general and the FL pinning effect in particut&r'>24344  distances,, away from the metai>*>4¢The dipole formed
The basic idea of the CNL concept is quite simple and is besrom this charge and its image charge in the metal is then
illustrated at a free surface, as shown in Figg)2A distri-  regarded as the Schottky dipol\ s, at the interface, as
bution of surface-specific states is assumed to be present sttown in Fig. 2b). The fixed-separation model was envi-
the surface and often a substantial density of these statessfoned in early SBH studies where an interface dielectric
found in the band gap of the semiconductor. The net chargkayer was assumed to be pres&htt is still regularly in-
due to the occupation of the surface states is determined byoked to analyze SBH even for intimate MS interfaces. With
the position of the Fermi level at the surface, as schematia constant densityp o5, of gap states present near the CNL,
cally represented by the hatched area in Fig).Z'he charge the Schottky dipole can be read off of FighRas
neutrality level of the surface states is defined as that ener-
getic position which, when coincides with the FL position, ezDgséit
would yield zero surface charge. In the absence of an exter- eAsen=
nal electric field, the total surface charge is equal in magni-
tude but opposite in sign to the total charge of the depletiowhere ¢;; is the permittivity of the interface region, and
region. Therefore, the presence of surface states can help pivhere we have ignored the space charge of the semiconduc-

(®gp— denL)s (10

€it
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tor. Because of the explicit dependence of the Schottky diThe left-hand side of Eq(159 is the final difference be-
pole on the magnitude of thénal) SBH, this term behaves tween theEr and the CNL, while the quantity in the paren-
like a negative feedback, to dampen changes in the metahesis is the initial difference. Rearranging E45a, one

work function. With the help of Eq(9), one gets gets
2
e“Dys0it € gjy—&
Bp=ls—dut Sis : (den—Pg p)- 11 g =5 ¢M)8_:+¢CNLHS—_tO (15b)
I I I
Rearranging terms in Eq11), one gets and
D3 o= vgdls— dm) + (1= vge doni s (12 Eit— &
e ’ eAse=(du—ls+ den) —. (159

where y4 is the gap states parameter, given by it

) 4 From Eq.(15b), it is seen that the Fermi level would be more

€ 5iths) 13) tightly pinned, if dielectric screening were to increase. Such
Eit ' a dependency is contradictory to the fixed-separation model

. - i . of gap states. As shown in the Appendix, the fixed-separation
The theoretical predictionygs of the fixed-separation model 56| is in agreement with the chemical potential equaliza-
IS equwoalent to the “interface behavior paramete®,  tjon method, which is based on the minimization of the total
=~ (0Pg p/ddy) experimentally observed. Different sym- energy. The basis for the division-by-epsilon model is largely
bols are used here to distinguish their origins. The use of thgnknown. One notes, simply from the functional form of Eq.
same set of parameterB (s, ¢cny) Of the gap states to ana- (154, a curious feature of the division-by-epsilon model.
lyze interfaces formed with different metals underscores &ince the quantitiess, ¢y, and, likely, ¢y, all contain
basic assumption of the fixed-separation model, that the digsylk quantum mechanical contributions and kinetic energy
tribution of interface gap states, whether these are MIGS§erms, the fact that these terms are also electrically screened
defect states, or DIGSs in nature, is essentially an innatgeems to contradict our usual understanding of dielectric
property of the semiconductor and does not depend on thecreening. The combination of chemical and screening ef-
metal"** Without this assumption, Eq§12) and(13) would  fects at MS interfaces leads to chemical trends in general
still be valid for a given MS system, but they would be agreement with that predicted by the division-by-epsilon
useless for systematic SBH data analysis, because for eaghydel, as shown in Fig.(d) below. Numerical agreement
MS interface a new set of parameters would be required. Ipetween theory and experiment is not great, however.
cases where the source of the gap states is assumed to be
MIGS, the density of the MIGS can be estimated from the
complex, one-dimensional band structure of the
semiconductof? which leads to

'ygs=(1+

IV. POLARIZATION OF CHEMICAL BONDS IN
MOLECULES

) When an MS interface is formed in thermodynamic equi-

i_lx(s_m_ 1) (14) librium, chemical bonds are established at the interface. All

' the electronic properties of the MS interface, including the

) i , , i formation of the electric dipole and the SBH, are the direct

wheree../ g is the optical dielectric constant of the semicon- .o it of these interface bonds. However, the study of the
ductor. Equatiori14) has found some agreement with experi- g|ectronic structure across any hetero-structured interface is a

mental result§?*" as shown in Fig. &) below. As can be  ;ompicated problem. Topics of this type used to be investi-
seen from Eq(13), the higher the density of the gap states, y5ted exclusively through calculations performed in recipro-
the more tightly the Fermi level is pinned. Also from EQ. c5| gpace, which is limited to structures which are ordered
(13), a largers;; leads to less pinning. This is an expectedng periodic. This past decade has seen a clear movement
result, since the dielectric screening reduces the Schottkyarg studying the electronic structure of materials in real
dipole and, t.herefore, weakens the tendency for the Fermépace“.g'wThe phase stability and the electronic and optical
level to be pinned. o _ properties of solids and molecules have generally found
An entirely different view IS expressed in th‘f secondqyalitative, or even semi-quantitative, agreement with the
model, here referred to as the “division-by-epsilon” method, gjmple tight-binding picture of the formation of chemical
concerning how the CNL could lead to Fermi level pinning. ,5nds. The real-space approach is particularly important for
It has been argued that the initial difference between thgs interfaces where the structure is usually nonepitaxial and
CNL of the semiconductor and the Fermi level of the metal isggsentially random. Furthermore, at a polycrystalline MS in-
simply reduced by a factor of the dielectric constant of theigrface the bonding geometry likely changes from place to
semiconductor, or some other appropriate dielectric constaiace, leading to a locally varying interface dipole. The mea-
(e.9., eit/eo), when thermal equilibrium is reachetf sured SBH then reflects some weighted average of this inter-

Mathematically, this means face dipole. To explain experimentally observed SBH thus
. requires some averaging of the electronic structure in real

oo — =(le— hrs— o 15 space. All of these conditions suggest the use of properties

5.5~ Pon=(ls™ dm= don) €it (153 associated with the individual MS bonds to model the prop-
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erties of the interface as a whole. In that respect, the mettg, (Q,,Q,,...,.Qn)
odology and philosophy used by chemical physicists to ana-

lyze chemical bonds of small molecules are expected to shed N o 1 5 N QiQjJj
light on the SBH problem at hand. Chemical bonding has ZEi Ei+UiQi+5YiQi ﬂzﬂ > (18)

long been recognized to be important for the formation of the

35,36,51 H 1
SBH; but until very recently," no attempt was made to whereJ;; is the Coulombic interaction between one electron

r_ela.te the chemical bonds to the interface dipole in any quangcateqd at atomic positionsand another at the position of
e . ow methods of estimating the divol the jth atom, i.e.Jj;=e%/(4s,d;;), whered; is the dis-
ere are a few methods of estimating the dipole moment, e peween these two atoms. In thermal equilibrium, the

OI a _moleclule.l In t_?;swpplest cistelof t?] hete“:”_“f'?t?r OI'he’[ charge on each atom will be such that the total energy of
atomic molecule withs-valence orbitals, the most INUIVe g4, '3 g) js minimized, while the overall neutrality is main-

way to calculate the dipole moment is to approximate mo'tained, i.e.>0Q,;=0. Such a problem is typically solved by

l?_(éj'i‘ag ogaltlals b%’ ta tlr|1near| ctpmblngtlkc])tn ?{hat%mlcd_orbltals Lagrange’s undetermined multipliers method, with the “lo-
( )- Relevant to the relative weight of the bonding mo- cal” electrochemical potential playing the role of the multi-

Iﬁcu_la(rj_o_rgltall are tf;AeEdlffe(;er;]cet;n tge_ orbital er;lgr%e_s forplier. By requiring the electrochemical potential for every
the int 'V'f ua ?tom Iar;] t; onh mteg:%;‘fw Ic ISI atom of the molecule to be constant, a set@s can be
negative fors electrons. It has been shown thafor a tota btained which automatically minimizes the total energy.

0
bhon(:l'oader of 1, thle charge ;ransfe;}rred from .tkrze atlom Wlthl’his method has been shown to predict the correct trend of
the higher energy levelatomA) to the atom with a lower the observed electric dipoles in molecules. Since the in-

energy levelatomB) is cluded interaction contains no dipolar or higher-order terms,
X2+ x(1+x2)12 this method obvi_oug,ly applies only to the situati_on where the
g= > = X=X+ (16) charge on each individual atom is centered on its nucleus. In
1+X7+x(1+x%) reality, the electric dipole in molecules can be much more
| complicated?®**%"**Additionally, the division of molecular
mismatch andQg is the number of excess electrons on atomcharge ngt”b“t'on into individual ~atoms can be
B. In the case of a small energy difference in the originala_mb'lguoud' hlts faults dn%twthstandlng,_ th'ﬁ’ metgod f'S
atomic levels, the total charge transferred frémo B is SImpl€ and has a sound basls. I.ts use in the study o MS
simply —ex and the dipole moment isxdsg, Whered,g is interfaces is adequate, since one is only interested in explain-
the interatomic distance for theB moleculs. AB ing the systematic trend of the SBH, rather than determining
A second method which allows all the atomic charges of gacourate numerical values for individual SB systems.
large molecule to be estimated simultaneously is the ECPE

method??~245253This is the method which has been briefly \v BONDS AND DIPOLES AT METAL-SEMICONDUCTOR

wherex (=AE/|8|) is the normalized atomic energy-leve

described in a recent publicatihin this scheme, the mo- INTERFACES
lecular energy is approximated as a second order Taylor ex- ) ) .
pansion about the neutral atoms. The energy ofi thatom The charge rearrangement in the ISR of a MS interface is
in a molecule i& obviously driven by the minimization of interface energy.
The bond polarization theory assumes that the most signifi-
Ei(Q)=E%+U;Q;+ %YiQiZJr--- 7 (17) cant charge rearrangement, when a metal comes into contact

with a semiconductor, is due to the formation of chemical
where E? is the ground state energy for the neutral atom,bonds between the metal and the semiconductor. So the
—eQ is the net charge, and; andY; are, respectively, the Schottky dipole is assumed to arise from the polarization of
first and second derivative of the energy of the atom withinterface bonds, which can be estimated by chemical meth-
respect to Q;, ie., U;=(JE/dQ)q-0 and Y; ods described above. Within the simple picture of charge
|

=(5in/¢9Qi2)Qi:o- For an isolated atonJ; andY; are ac- transfer, Eq(16), one can assume a uniform dendiy of

. X . . . chemical bonds, each with a dipole @kdys, to be present
tually ill-defined because strictly speaking, the energy is only,; - '\ms interface. Herdys is the distance between metal
defined for integral;’s and is not differentiable aroun@

~0 thin th irit of the density functional and semiconductor atoms at the interface. The electrostatic
L Hg\é\/‘lever, within the spirit of the density functional 0 g changes bWgexdys/ej; across such a dipole
theory?*®* and using an ensemble average of the variou

configurations? these quantities have been argued to beayer, and therefore Eq9) becomes

meaningful. Analyses show thai; is the Mulliken elec- )

tronegativity (U;= x;/2+1,/2, wherey; and |, are, respec- 0 lmy+ e“xNgdys (19
tively, the electron affinity and the ionization potential of the Bp 'S TM Eit '

atom and Y, is the hardne$8°° of the isolated atom;

=1;—xi). The total energy of a molecule is then the sum ofOne recalls that is related to the difference in atomic orbital
the energies of the individual atoms and the interactions beenergies. Its use does not seem appropriate at the MS inter-
tween them. Representing the off-diagonal elements of théace, considering the fact that the atoms involved in the in-
hardness matrix with only Coulombic interactions, oneterface bonds are already bonded in their respective crystals.
writes Thus, one can conceivably substituk& with some other

205310-6



FORMATION OF AN ELECTRIC DIPOLE AT METAL- . .. PHYSICAL REVIEW B 64 205310

parameter that reflects more appropriately the energy midn Fig. 3. In generalNg need not equal, and is likely less
match in the highest occupied states across the MS interfacthan, the total number of semiconductor meta) atoms per
In that respect, the difference between the Fermi level of thenit area of the interface. Lattice mismatch, structure incom-
metal and the CNL of the semiconductor might take thepatibility, the formation of tilted bonds, etc., all tend to re-
place of AE. Making the switch of x—(¢y—Is _duce the numb_er Qf effective bonds formed across an MS
+¢en))/| Bl in Eq. (19), one sees that interface bond polar- interface. To simplify the problem, one assumes that the
ization leads to the expected Fermi level pinning effect ~ Se€miconductor is either an elemental semiconductor or, in the
case of a compound semiconductor, consisted of hybrid at-

o _ — +(1— oms, i.e., atoms which possess the traits of the compound
q)B'p vells™ du)+ (1= vs) done, 20 rather than the individualanion and cationatoms. Without
where loss of generality, one assumes chemical bonds to form in a
) square array with a lateral dimension @ (=Ng ). The
ye=1— e"Ngdus 1) total energy for the ISR can be written down as
el Al Eis(Quype - Qur, Qsp--Qs,)
Equation(20) has the same functional form as that predicted " °
by models of interface gap states, EtR). However, it is not Ny 1
very useful for comparisons with experimental results, be- =2 E§A+UMQMi+ EYMQfAi>

cause the bond integra@ is specific to each MS system. :
Furthermore, the assumptions @rvalence electrons and

. ) ) . o Ns Nw Qm,Qm Imm,
noninteracting dipoles in this approach are not very realistic. +> i e Ml
i

1

Despite these shortcomings, the chemical trend suggested by i#] 2

Eq. (20) is still a valid one. It is interesting to note that here Ns Qs Qg d Ny Ns

the Fermi level pinning would be weakened if the dielectric D SST8S S 9 0sJ 22)
screening:;; were to increase. Such a dependency is in good 7 2 T Mt S M; S

agreement with the general concept of screening, namel)f,he boundary condition for the ISR naturally requires all

screening acts in a direction that counters the effect of char ; : : -
. S ) s and s to be zero on the extreme outside atomic
transfer. The charge transfer itself is driven by chemistry, ngtS Mi Qsi

screening. planes of the ISR. Taking that condition to the limit, we shall

To apply the ECPE method to estimate the Schottky gi.2ssume's to be nonzero only for those metal and semicon-

ole at an MS interface. one can regard the entire metaguctor atoms on the immediate interface planes which are
pole duct ) (iSRj . t“g lecule 2L A f directly involved in the bondingsee Fig. 3 Then, from
semiconductor regio as a glant “molecuie. ew symmetry, each metal atom involved in the bonding contains
planes of atoms each from the semiconductor and metal la

X . L . fhe same net charge ofeQ,, and every semiconductor
tices are included in this molecule, consisting a totaNef  5t0m involved in the bonding contains a net charge of
metal atoms anéllg semiconductor atoms. The MS interface —eQs(=+eQy). As will be discussed, this approximation

is assumed to be atomically abrupt and the two truncateg;ins out to be necessary for the use of the electrochemical
lattices are assumed to form a density of chemical bdfls potential equalization method at MS interfaces. In thermal
on an atomically flat interface plane, as schematically showgquilibrium, the electrochemical potential of every atom in
the ISR should be equal. The electrochemical potential for a
metal atom taking part in the bonding is

JE|sr
=Un+YuQwm
Jd )
QM' interface
excl. ny =ny=0 2
e“Qm
T
Ny Ny 47T8itdB\/nX2+ ny2
n e’Qs
niy= = 4eiydyst dé(”i"’”i)

0006 (23
Ig..i..l..iT The third and fourth terms on the right of E@3) are, re-
am —0—=0=0 spectively, the Coulomb terms due to metal and semiconduc-

tor atoms. Keeping only the interactions between charged

FIG. 3. A cross-sectional view of the model of a metal- 531oms that are nearest neighbors, these two terms can be
semiconductor interface, used in the bond polarization theory. %implified to give

number of bonds, drawn as thick bars, are assumed to form between

the semiconductofupper half and the metallower hal. Charge JE sk
transfer is assumed to occur only between atoms directly involved 90w ~Un+YuQum+InsQs+4IumQu, (24
in the interface bonds. Mi linterface
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where Jys[ =€/ (4meiidys)] and Jyw [ =€/ (47e;dg)] TABLE I. Numerical values used for the plots in Fig. 4. The
are, respectively, the interaction for the bonded metalinterface behavior paramet&; has been converted from least
semiconductor pair and the metal-metal interaction along théquare fitted experimental dateRef. 59 using the formula
interface plane. The numerals in H@4) reflect the fact that Sx/2.27€V=S,.

for each metal atom at the interface, there are four metat

nearest neighbors and one semiconductor nearest neighbor>emiconductor e /&q Band GapleV) So
th.at are charged. 'Similarly for a semicondugtor atom bpnded Ge 16 0.67 0.040
with metal at the interface, the electrochemical potential is si 11.8 111 0.035
excl. no=n.—0 ) GaAs 10.9 1.35 0.066
*Eisr —UgtYsQst > ¢ Qs CdTe 7.2 1.44 0.070
QM| e mny  AmeydgynZ+ ny7 GaTe 7.1 1.66 0.141
CdSe 5.9 1.74 0.079
- e’Qy, 25 GaSe 6.6 2.05 0.251

_|._
o2 dare A2 et d2(N2+ N2 GaP 9 2.24 0.145
Y Vs + da(mc ) cds 5.5 2.42 0.308
Gas 6 2.5 0.419
~Ug+YeQo+J +4J:Q-x, 26

st YsQst JusQu+ 4JssQs (26) ZnSe 5.9 2.58 0.291
where Jss=Juyw - Equating Eqgs(24) and (26) and setting sSno, 4 3.0 0.366
Qm=—Qs, one obtains SITiO; 4.69 3.15 0.198
Zno 4.6 3.2 0.419
Qe Un—Us . 27) Zns 55 3.54 0.520
Yst+Yy—2Iust4Ium +4ss Sio, 2.34 9.1 0.670

In the spirit of analyzing charge transfer between two crys-
tals, rather than between atoms, one can let the atoms acquire . ) ] )
bulk characteristics. For a bulk metal, the ionization potentiaFauations (31) and (32) were derived in an earlier
and the electron affinity are both identified as the work funcPublication= Obviously, Eq.(31) predicts a dependence of
tion of the metalg,,. Thus, Uy =, and Yy, =0. For a the SBH on the metal work function Wh|ch is S|m|I.ar to that
semiconductor, the ionization potentiey and the electron Predicted by gap state models, B#i2), with E4/2 taking the
affinity xs differ by its band gapE,. Therefore,Ug=sg place (_)f the CNL. However, the_ mte_rface_ parameteyg
—E4l2 ar_]d _Ys: Eg: Also, to accou_nt Tor the f‘i‘Ct that the acco_rdlng to the ECPE method is quite different from that
Coulombic interactions take place inside a solid rather thafredicted by the gap state models, Etg).

in free space, screening by the respective dielectric medium Th€ agreement between E@2) and experimental data

is also assumed. Equati¢®7) becomes was recently demonstra_téﬂand is repea;ed here to accom-
modate further discussion and comparison. Experimentally

ls— dy—Eq/2 observedS,’s® are listed in Table | and plotted against the

Qs=—F 1 (28)  band gap of the semiconductor in Figia$4 However, the
g experimental data for diamond has been excluded from Fig.
wherex is the sum of all the hopping interactions, i.e., 4, because the covalent radius of carbon is considerably
smaller than that of other semiconductors, and because con-
k=4Jsst4Iym —2dus- (29 flicting values ofS,, for diamond exist in the literatur®.A

As will be shown,x is usually a negative quantity. However, roughly linear relationship_ i_s observed in I_:ig(a)ﬁl Ien_ding :

because dielectric screening at the interface is strong, th%trongf sSuBE)Hp(;rt forche \f“d'ty. Of tthe ch?m]ic(z)ile;gon\(;lmgdpm-
absolute value of this term is usually smaller than the ban&lfre N F-0 1o5rm'i1r|?n. né-aéqs |ndefrcep OI : i evian ?t
gap of typical semiconductors. This interface charge transfet, oP€ © Lo €V are deduced Irom a [east square i,

: yielding adysNg product of 8<10° cm™. In this analysis,
leads to a potential drop of the dielectric constant of the ISR/e, has been approxi-
eQNgdys  eNgdys(ls— dy—Egl2) mated by twice the optical dielectric constant of the semi-

o = e (Eat 1) (300  conductore. /ey as is often done in the literature. Taking
it g dys to be 0.25 nm, one gets aNg of ~3x10"cm2,
Plugging Eq.(30) into Eq. (9) gives which is a very reasonable estimate of the number of avail-

able bonds at an interface. The same set of experimental data
o E is also plotted in Fig. @) in the formatS,*—1 against the
®gp=78(ls~ ém)+ (1~ v8) P (3D square of the semiconductor polarizability. According to the
fixed-separation model of MIGS, E@l4), a linear relation-
where ship should be observed. A roughly linear relationship can
5 indeed be discerned in Fig(l), even though the scatter of
_ & Ngdwvs (32) the data is quite significant. A comparison of the experimen-
gif(Egtx)’ tal data with the prediction of the division-by-epsilon model

Sch—

YB=
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of MIGS, Fig. 4c), also reveals clear discrepancies. In Fig.
4(c), the solid line and the dashed lines correspond to the
predictions of the divison-by-epsilon model with=¢,, and
eit=2¢.,, respectively.

VI. RELATIONSHIP BETWEEN CHEMICAL BONDS AND
METAL INDUCED GAP STATES

The present results show that the polarization of interfa-
cial bonds can quantitatively account for the Fermi level pin-
ning phenomenon experimentally observed at polycrystalline
MS interfaces. Traditionally, the Fermi level pinning effect
has been attributed to the presence of MIGS. Since the de-
pendence of the SBH on the metal work function is predicted
in very similar fashions by the bond polarization theory and
the fixed-separation model of MIGS, it is worthwhile to ex-
plore possible connections between these two theories. We
will first examine the similarities. Both theories recognize
that, due to the requirement on the minimization of total
energy, the charge density at a MS interface needs to relax
from the frozen distributions assumed in the Schottky-Mott
model. This charge relaxation is assumed by both theories to
be the source of the additional interface dipole, the Schottky
dipole, and the origin of the Fermi level pinning effect. So,
both theories try to estimate the optimum amount of charge
transfer which minimizes the energy. That the interface en-
ergy is indeed minimized in the bond polarization theory has
been explicitly demonstrated through the use of the
Lagrange’s multipliers method. Since the fixed-separation
model of MIGS specifically works with the Fermi level, it
also should lead to a minimized interface energy, albeit only
implicitly. The fact that the fixed-separation model of MIGS
is also based on the ECPE method is explicitly demonstrated
in the Appendix. Therefore, the MIGS fixed-separation
theory and the bond polarization theory deal with the same
phenomenon, charge transfer at MS interface; the two theo-
ries are also based on the same principle, the minimization of
interface energy. However, there are significant differences in
the assumptions and methodologies used in these theories.

The biggest difference between these two theories is prob-
ably the “basis set” used in the analysis. As an example of
the significance of the basis set, we first look at the analo-
gous case of molecular states vs atomic states in molecules.
In the analysis of molecular dipole, the basis set used in the
ECPE theory, Eq(17), is the isolated atomic levels prior to
the formation of molecules. The eventual charge distribution
in the molecule is expanded in the basis set of atomic states,
whose spherical distribution around each nucleus validates
the use of point charges to represent atomic charges and the
neglect of off-diagonal tern@:? This approach rightfully
ignores the details of how molecular orbitals are actually
formed. Even though the “density of states” projected onto

FIG. 4. Experimentally observed interface behavior parametefach atom will change upon the formation of molecules, this
(Ref. 59 (a) plotted as ../eo— £.S¢ /&) ~* against the band gap change is a derivative of, and can be predicted from, the
of the semiconductor, as suggested by the bond polarization theorglistribution of the initial energy levels. Therefore, the energy
(b) plotted asS;*—1 against the square of the polarizability of levels of an oxygen atom can be used to analyze dipoles of
the semiconductor &, /eq—1)?, as suggested by MIGS theory all small molecules containing oxygen, e.g., CO and NO.
(Ref. 45. (c) plotted against the inverse of the dielectric constant asAlternatively, one can use the molecular states as the basis

suggested by the division-by-epsilon model of MIG®ef. 12.

set to analyze the molecular dipole. This involves first solv-
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ing for the molecular orbitals, with, for example, the LCAO
approach, and then calculating the dipole moment from the
sum of charge densities of all the occupied molecular orbit-
als. Irrespective of which basis s@tomic or molecularis

used, similar dipole moment should be obtained for the mol-
ecules. For systematic studies, however, the use of the mo-
lecular states as the basis set is inconvenient because the
basis set changes with molecules and needs to be solved for
different molecules. In other words, one cannot use the or-

bitals of a CO molecule to analyze the dipole moment of an g, 5. Schematic of two parallel sheets of charges, arranged in

NO molecule. Th_e bond polarizatiqn theory is, in spirit, Simi_' a square array, with one of the charges on the top sheet, marked by
lar to the analysis of molecular dipoles in terms of atomica question mark, missing.

states, while the MIGS fixed-separation theory is similar to

the approach based on molecular states. The use of the bulle attributed to the different dimensionalities of the two
band structure of the isolated semiconductor and metal crygheories. However, since both theories are linear theories,
tals, as done in the bond polarization theory, gives someneir distinction is only reflected in the range of achievaple
credence to the procedure of obtaining the dipole by multiyg|yes.

plying the charge on each atom with the interatomic distance. There are potential complications due to the functional
In the MIGS theory, however, the basis set is the MIGS. Inform of Eq. (32). Specifically, y; can become negative for
an attempt to perform systematic analysis, the MIGS theoryarrow band-gap semiconductors. Being the sum of all Cou-
has to assume that the distribution of MIGS is |ndependen|t)mb interactionsyK varies with bonding geometry in two

of the metal. This is not appropriate, since calculations algimensions. To better handle this term, we return to the un-

ready showed that the actual distribution of MIGS dependsabridged expressions for the chemical potentials, E2.
on the metat>*”®"In the bond polarization theory, it is natu- and (25), to write

ral to analyze the SBH’s observed for different metals with

similar Ng anddys, because these are only geometrical pa- excl n,=ny=0 €20
rameters. k=2 x5
Another difference between the two theories is the dis- mony  Ameidgyngt nf,
creteness of the individual bonds in the bond polarization - 5
theory vs the smeared-out charge distribution in the MIGS 5 e“Qs (34)
theory. One consequence of this difference is clearly illus- e fy= —= Aare\d2, g+ d3(n2+n2)
y

trated in the Appendix for the fixed-separation model of

MIGS the charge transfer is constrained to take place beFhe terms on the right hand side of E84) can be identified
tween imaginary planes. This constraint reduces the interfacgs the Coulomb potential energy experienced by a test charge
electrostatics from a three-dimensional problésee Egs. of 2eQg, when it is placed on the only vacant site of an
(23) and (25)] for the bond polarization theory, to a one- otherwise perfectly arranged pair of parallel sheets of
dimensional problem for the fixed-separation model ofcharges, as illustrated in Fig. 5. The two sheets, separated by
MIGS. The one-dimensionality of the fixed-separation modek fixed distance ofdyg, contain a square array of unit
allows the Coulomb interaction to be expressed in a closegharges, each of e and — e respectively, with a mesh di-
form, Eq. (A3), which leads to a Schottky dipole, EQLO),  mension ofdg. The numerical value of Eq34) obviously

that is proportional to théinal difference between the char- depends onlg anddys. In the limit dys>dg, the charges
acteristic energy levels of the metal and the semiconductopecome smeared out, leading to the one-dimensional result
Therefore, this term works like a negative feedback in aof Appendix. In the other limitdg>dys, bonds become
unity-gain amplifier, with the resulting overall gain quite pre- independent, and the Coulomb interaction for diatomic mol-
dictably given by Eq(13), in a form of (1+F) ", whereF  ecules is recovered:52 For real MS interfaces, one expects

is the transmission factor of the feedback circuit. To see thej, s to be comparable tdg, which means that can only be

analogy with a feedback circuit explicitly, one can rearrangeestimated numerically. If one assumégs=0.25nm as be-

terms of Eq.(12) into fore and useslg(=Ng %) =0.57 nm, as determined from the
linear fit of Fig. 4a), a k of ~—0.76 eV is calculated. This
dbg‘p— dene= Yod I s— dene— dwm)- (33 compares very favorably with the intercept of 0.68 eV deter-

mined from the linear fit, lending further support for the
The left hand side of Eq.33) is analogous to the output of bond polarization theory. With this estimated valuexpthe
the circuit, whereas the quantity in the parenthesis on théterface parameteryg, can become negative according to
right hand side of Eq(33) is the initial input. In contrast, the the bond polarization theory, for semiconductors with a band
Schottky dipole in the bond polarization theory, Eg0), is  gap smaller than-1.3 eV. The MIGS on narrow gap semi-
proportional to theinitial energy difference, which means conductors have long decay lengths, which means that the
that the equivalent circuit is gpositive feedback amplifier limitation of charge transfer to one atomic plane is inappro-
that operates in reverse. So the difference in the functiongriate for narrow gap semiconductors. Charge transfer in-
forms of y for the two theories, i.e., Eq$13) and(32), can  volving two or more layers of atoms needs to be considered
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to estimate the interface dipole under these circumstance§EISR * €?Qs

invalidating the present method. It should also be kept in—— =Ugt 2 — >

mind that the higher order terms ignored in our derivation” S Jinerior ny iy~ dmreida(nf+ng)+d?

may bear heavily on the interface dipole for narrow-gap " )
semiconductors. What Eq32) suggests is that the present i e"Qu

approach is only valid for semiconductors with large band nyfy= = 4mei(dys+d, )2+ dj(n+nd)’
gaps, where the monopole representation is a reasonable ap-

proximation. Even though the present theory is, strictly (39

speaking, not applicable to narrow-gap semiconductors, th@hered, is the distance between this atom and the first
suggestion thatyg can become negative is not necessarilysemiconductor plane at the interface. Writing down a similar
preposterous. This is because, as explained, the Schottky dixpression for a metal atom which is not on the interface
pole does not operate as a negative feedback in three dimeplane and making use of the physical meaning of the Cou-
sions. A negativeyg is consistent with localized and essen- lombic terms, one obtains the following result:
tially independent bonds at the interface. As a matter of fact,
a negativeSy, has been observed experimentally on Mo& =
narrow-gap semiconduct6t. eAscr=ls~ dm— 2 (36)

The third difference between the bond polarization theory
and the MIGS fixed-separation theory concerns the length ohich simply states that the SBH should be one half of the
charge transfer at the interface. In the bond polarizatioPand gap
theory, the charge transfer is associated with bond formation
and, thereforeds is assumed to be the length of one atomic o _E 37)
plane,~0.25 nm. In the MIGS picture, the density of inter- Bp 2
face charge decays exponentially with some “penetration . ) )
depth.” In the original jellium calculation$the penetration This result apparently contradicts E@1) obtained earlier.
depth was found to be as short as 0.1 nm for ionic semiconI'his disagreement actually has little to do with the approxi-
ductors and~0.3 nm for covalent semiconductors. Such amation that was made on the limited range of the charge
length for the charge transfer is obviously characteristic ofransfer, butis related to the presence of an energy gap in the
bond formation at the interface, which involves interactionsse€miconductor. One notes that even if the charge transfer
between the metal and the semiconductor. However, the cat€re not limited to the immediate planes of the interface, Eq.
pability of the MIGS model to analyze SBH systematics re-(37) would still be obtained by equating the electrochemical
lies on the assumption that the distribution of MIGS is inde-Potentials of atoms far from the interface.
pendent of the metal. To be consistent with this assumption, T0 understand the crux of the problem, we take a closer
the scenario is usually created in the MIGS model that théoOk at the ECPE technique. An inherent assumption of this
MIGS charge resides at the tail end of metal wave functiongnéthod is that the energy at each atomic site is analytical
which tunnel into the semiconductor. Typicall§, in the  Nnéar zero net chargé This assumption breaks down when a
fixed-separation model of MIGS is assumed to-b@.5-2 band gap is present. One notes that a semiconductor at low
nm*> With the spatial extension of their exponential tails ttmperatures will remain essentially uncharged irrespective
into the semiconductor, MIGS’s were often assumed to lea@f the exact position of the Fermi level, so long as the Fermi
to band bending in the semiconductor as far as 5-10 nrgVel is positioned inside the band gap. Becalsg the
away from the MS interfacE®® As a result of such large hardness of an atom, is proportional to the inverse of the
distances, the charge transfer in the MIGS theory is envidensity of states near the CNL of the atom, it becomes inde-
sioned to take place passively, between the metal and soni@able when the hardness concept is applied to a semicon-
preexisting MIGS'’s in the semiconductor. The bond polariza-ductor. Inside a band gap, the density of states is zero, result-

tion theory views the creation of all interface statewlud-  iNg in a singularity inYs at Qs=0. Therefore, strictly
ing MIGS) as a result of active interaction involving both the Speaking, the ECPE method cannot be used for a semicon-
metal and the semiconductor. ductor or any other material with zero density of states at its

CNL position. What saves this method and still makes it a
valuable technique to estimate the interface dipole semi-
VII. DISCUSSIONS quantitatively, if not with great precision, is the fact that
MIGS's are present at the semiconductor atoms immediately
In the present method of deducing the interface dipole, wén contact with the metal. In other words, the electrochemical
have arbitrarily imposed the constraint that the charge trangotential for the semiconductor atoms involved in the inter-
fer at the interface is limited to those atoms on the immediatéacial bonding, Eq(25), is well defined and, therefore, can
interface planes. This approximation seems to capture thiee used to analyze the transfer of charge between this layer
essence of the interface chemistry while still keeping theof atoms and the metal. The chemical shift between the first
problem tractable at the intended level of sophistication. Tdayer of semiconductor atoms and the second or third layer
see the consequence of this assumption, one writes down tloé semiconductor atoms, which is expected to be small any-
electrochemical potential for a semiconductor atom in thevay, cannot be deduced using the ECPE method. Therefore,
ISR, but not directly involved in the interface bonding the assumption that only the first layer of semiconductor at-
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oms is involved in the charge transfer is an important condinear an interface, it has been customary to model the inter-
tion for the use of the ECPE method at MS interfaces. face dipole by placing the defects at some characteristic dis-
The ECPE method is originally based on atomic orbitaltance away from the met&!*® in exactly the same way as
energies which are all referenced to the same vacuum levelyas done in Fig. @), with the exception that the interface
i.e., theUy’'s in Eq. (22) are uniquely defined for isolated gap states now have pegkin their distribution. In the inte-
atoms. When these quantities are translated into equivalenior of a semiconductor, defects have precise, characteristic
crystal-related quantities, e.g., from E@7) to Eq. (28,  energy levels. Inside an ISR, however, structural imperfec-
there may be some ambiguity as to which crystal-relatedions are rather ill defined since the entire ISR can be viewed
quantities should be adopted. In writing down E28), we 55 one large defect. The thermodynamically preferred atomic
have used the experimental metal work functigfy and  sirycture of the ISR may differ significantly from that formed
semiconductor ionization potentibd to represent the ability by slapping two perfect crystals together. The bonding con-

of individual atoms to attract electrons. Bafly, andls con- 4. ration of the entire ISR is responsible for the formation
tain surface terms which depend on the structure of the fregs 1,0 dipole across the ISRt is apparent that if de-

surface and do not appear relevant to the interface char
7,28,66)4+ ; i -
transfer It is worth pondering whether the surface con will provide an additional dipole as per Fig(t. However, it

tributions should be subtracted out bf and ¢, before . . : .
they are used for the assessment of the interface dipole. Tt'ﬁé also apparent that the interface dipole due to chemical

relevant question here is which set of initial charge distribu- onds is always present and is the proper baseline o which
tions best represents the actual charge distribution at M the_r effects can be_ added. How much defectg. can influence
interfaces. It seems that the experimentg and| g should the fl_nal SBH magnitude depen_ds on the densny,_energy, and
be used. Their use would be consistent with the highly suclocation of the defects. Except in extreme.cond!tlons the ef-
cessful, empirical treatment of the heat of formation of me-féct due to defects should be small, especially since the bond
tallic alloys using the work functions of the individual polarization theory, even without the assumption of (_jefects,
metals®”®® In addition, the charge distribution at a real sur- S€ems to have captured the essence of the experimentally
face satisfies physical laws and is analytical. This characte@bserved Fermi level pinning phenomenon already.
istic obviates the need for corrections due to the disparity in When a metal forms an intimate contact with a semicon-
the charge densities on the abruptly terminated surfacesluctor, chemical bonds have to form. The charge rearrange-
Similar corrections were shown to be necessary to accoumnent associated with the formation of the chemical bonds is
for the difference in the charge densities on Wigner-Seitz cela complicated problem, which obviously should depend on
boundaries, when the heats of formation of metallic alloysthe atomic structure of the MS interface. Indeed, experimen-
were modeled’~%° tal results obtained from nearly perfect epitaxial MS
In the transition of Eq.(27) to Eq. (28), Us has been interface$®*” and theoretical calculatiohs!’ have estab-
identified asls—Egy/2 in analogy with the corresponding lished the critical dependence of the SBH on the details of
quantity for the individual atom=[1 + x1/2). The later term  the interface atomic structure. At an ordinary, polycrystalline
is the de facto CNL of an individual atom. Because of themS interface, the bonding geometry changes from place to
significant differences between atomic levels and semiconplace, leading to non-periodic and inhomogeneous interface
ductor band structures)s needs not be immediately identi- structures and, likely, inhomogeneous SBH. Clear evidence
fied with the midgap energy. Well-known proposals for thefor the existence of SBH inhomogeneity has recently been
CNL include the branch point of the band g&the hybrid  observed from virtually all types of nonepitaxial MS
energy (of the sg orbitals of the semiconductor atoi$  interfaces:*2%7¢ With the dependency of the SBH on the
and the dielectric midgap energylt seems that in making interface structure firmly established experimentally, the ex-
the transition from atomic levels, on which the molecularplanation of the phenomenon of Fermi level pinning may
picture is based, to the MS interface, there is some freedorseem to be a daunting task. There is little hope of numeri-
as to how to choose this charge neutrality level. Someally calculating the SBH for a large number of interface
thought could also go into the choice of the bulk-equivalentstructures, and explaining why the average SBH should ap-
of Yg, the atomic “hardness” which is a measure of the pear to be independent of the metal. However, precisely be-
repulsion between electrons in the same atom. A direct trangause of the inhomogeneity and the randomness of the inter-
lation identifies the band gap of the semiconductoYasAs  face structure, the experimentally observed, “average” SBHs
already mentionedys is actually ill defined for an unper- are expected to display trend which is not sensitive to any of
turbed semiconductor because of the presence of its bante particular structures of the MS interface, but rather re-
gap. At the interface, the singularity is removed because oflects the all-important chemistry at the interface. The
MIGS, but the question remains as to whetkgrbest rep-  present bond polarization theory in real space, even with its
resents the hardness of interfacial semiconductor. A possiblenown deficiencies, is ideally suited to reveal the chemical
replacement of this term is the square-root of the seconttend of interface bonding. The present results show that the
moment of atomic bonds in the moments thedr{?But one  polarization of the chemical bonds at MS interfaces leads to
notes thatE, already gives excellent correlation with the a weakened dependence of the SBH on the work function
experimentally observe§,, . and a natural tendency for the SBHSs to converge toward one
A high density of defects anywhere in a semiconductorhalf of the band gap, both of which are in agreement with
can pin the local Fermi levél”"®*When defects are present experimental results. The excellent agreement of experimen-

cts are present near the interface but outside the ISR, they
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tal data with the present theory suggests that interface bond- E ol Qu-plane: Qs-pland
ing is a primary mechanism of SBH formation.
In summary, simple formulas have been derived for the = Es pland Qs pland T Em-pland Qum-pland

dipole layer at metal semiconductor interface due to chemi- 25,0 0
cal bonding. This contribution leads to an insensitivity of the _ = JitxSplanexM-plane
Schottky barrier height to the metal work function, in good 2eitA

agreement with experimental results. The dependence of ex- . . .
perimentally observed interface parameters on differenivhere the last term is the electrostatic energy stored in the

semiconductors is also well explained by this theory. TheP@rallel-plate capacitdr=J(dr/2)/E-D]. The electrochemi-
method used in this theory, the electrochemical potentiaf@! Potential for theM plane is, therefore,
equalization method, is discussed in detail, especially in the

context of application to interfaces. Chemical bonding is Bt %5t Qs plane
likely the primary mechanism for the observed Fermi level MQwm-plane 2eA
pinning phenomenon at MS interfaces. This Schottky barrier

mechanism is also in excellent agreement with the structur&quating this with the following expression for the chemical
dependency observed for epitaxial Schottky barriers and thpotential of theS plane,

barrier height inhomogeneity observed at polycrystalline

metal-semiconductor interfaces. IE ot Qs piane €78t Qui-plane

— =g +
aQS—pIane s~ don ADgs 2eilA

(A3)

(A4)

. (A5)
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QM-pIane_ I S ¢M - ¢CNL (AG)
APPENDIX: ANALYSIS OF FIXED-SEPARATION MODEL A 625“ 1 -
BY ELECTROCHEMICAL POTENTIAL EQUALIZATION eit + D_gs

METHOD

he charge per unit area on thé-plane is— e Quy_pjand A

In the fixed-separation model of gap states, the transfer %h tential d llel-olat : ith thi
charge is assumed to take place between two artificial plane € potential drop across a parafiei-piate capacitor wi IS
§harge density and with a gap 6f is

rather than between atoms as in the bond polarization theory.
One plane represents the semiconductor and it has a CNL

and a nonzero density of statBgs near its CNL. The other _ (&%) Is~ dm— don (A7)
plane represents the metal, and is assumed to have an infinite S\ ey ) €25, 1 °
density of states around its Fermi level. These two planes are e + D_gs

assumed to be parallel to each other and separated by a gap
of & . To predict the charge transfer, by the electrochemicalrherefore, thep-type SBH in the fixed-separation model can
potential equalization method, in the geometry of the fixedpe written down using Eqg9) and (A7)

separation model, one writes down the total energy of the

system in an expansion. For an isolated semiconductor €25\ ls— by — b
“plane” (an Splaneg with an areaA which is large compared DY =I5~ ¢y _( t-S M TON
with atomic dimensions, the energy can be written down, in ' €it e dit n 1
analogy with Eq(17), as git  Dgs
=Yg ls= dm) + (1= vgd en s (A8)
ES—pIane( QSpIane) = Eg—plane+ (Is— ¢CNL)QS—pIane
where
Qg—plane
2ADgs e25ithS -1
Yogs— 1+ e - . (A9)
I

where Qs piane iS the number of surplus electrons on tke
plane. For the isolated metal plafié-plang, a similar ex-

pression can be written down Obviously, the main results of the fixed-separation model

have been reproduced by the ECPE method. This exercise
shows that the foundation for the fixed-separation model of
Em-pland Qui-pland = E-piane™ & Qm-plane™ O( Q- piand - the MIGS is the minimization of total energy, same as the
(A2) bond polarization theory. But more importantly, the deriva-
tion above exposes a significant difference, in dimensional-
In analogy with Eq(18), the total energy of the parallel-plate ity, between the fixed-separation model and the bond polar-
“molecule” is ization theory.

205310-13



RAYMOND T. TUNG

*Formerly of Bell Labs, Lucent Technologies.

IR. T. Tung, J. Vac. Sci. Technol. BL, 1546(1993.

2C. A. Mead and W. G. Spitzer, Phys. Ra84, A713 (1964.
3J. Bardeen, Phys. Rev1, 717(1947.

4V. Heine, Phys. Rev138 A1689 (1965.

5S. G. Louie, J. R. Chelikowsky, and M. L. Cohen, Phys. Rev. B

15, 2154(1977.
6C. Tejedor, F. Flores, and E. Louis, J. Phys. 10, 2163
(1977.

PHYSICAL REVIEW B 64 205310

%8s, Kurtin, T. C. McGill, and C. A. Mead, Phys. Rev. Left2,
1433(1970.

39G. Ofttaviani, K. N. Tu, and J. W. Mayer, Phys. Rev. Lé#, 284
(1980.

403, C. Erwin and W. E. Pickett, Solid State Comm@1, 891
(1992.

413, P. A. Charlesworth, R. W. Godby, and R. J. Needs, Phys. Rev.
Lett. 70, 1685(1993.

2\, Kohyama and J. Hoekstra, Phys. Rev6B 2672(2000.

"W. E. Spicer, P. W. Chye, P. R. Skeath, C. Y. Su, and I. Lindau, J**A. M. Cowley and S. M. Sze, J. Appl. Phys36, 3212

Vac. Sci. Technoll16, 1422(1979.
8M. S. Daw and D. L. Smith, Appl. Phys. Le6, 690 (1980.

90. F. Sankey, R. E. Allen, and J. D. Dow, Solid State Commun.

49, 1 (1984.

0. Hasegawa and H. Ohno, J. Vac. Sci. Technol4,81130
(1986.

11J. Tersoff, Phys. Rev. Let&2, 465(1984).

2\W. A. Harrison and J. Tersoff, J. Vac. Sci. Technol.4B1068
(1986.

BR. T. Tung, Phys. Rev. Letb2, 461(1984.

D, R. Heslinga, H. H. Weitering, D. P. van der Werf, T. M. Klap-

wijk, and T. Hibma, Phys. Rev. Let64, 1589(1990.

15H. Fujitani and S. Asano, Phys. Rev.42, 1696(1990.

18M. van Schilfgaarde and N. Newman, Phys. Rev. L&5. 2728
(1990.

17R. G. Dandrea and C. B. Duke, J. Vac. Sci. Technol1B1553
(1993.

183, L. Freeouf, Appl. Phys. Lett1, 285 (1982.

°H. pPalm, M. Arbes, and M. Schulz, Phys. Rev. Létl, 2224
(1993.

20F, E. Jones, B. P. Wood, J. A. Myers, C. Daniels-Hafer, and M. C.

Lonergan, J. Appl. Phy$6, 6431(1999.

21R. T. Tung, Phys. Rev. Let84, 6078(2000.

22A. K. Rappe and W. A. Goddard Ill, J. Phys. Che®b, 3358
(1991).

23], Cioslowski and B. B. Stefanov, J. Chem. Ph99, 5151
(1993.

24D. M. York and W. Yang, J. Chem. Phy$04, 159 (1996.

25M. Peressi, N. Binggeli, and A. Baldereschi, J. Phy311273
(1998.

26\. F. Egelhoff, Jr., Surf. Sci. Ref5, 253 (1986.

2’M. Weinert and R. E. Watson, Phys. Rev.2B, 3001(1984.

28H. L. Skriver and N. M. Rosengaard, Phys. Rev.4B 7157
(1992.

29R. J. Archer and T. O. Yep, J. Appl. Phy&l, 303(1970.

30R. L. Anderson, Solid-State ElectroB, 341 (1962.

31W. R. Frensley and H. Kroemer, J. Vac. Sci. Techri8, 810
(1976.

32A. Franciosi and C. G. Van de Walle, Surf. Sci. Re&}s, 1
(1996.

333, L. Freeouf, Solid State CommuB3, 1059(1980.

343, L. Freeouf and J. M. Woodall, Appl. Phys. Le89, 727
(19812).

35J. M. Andrews and J. C. Phillips, Phys. Rev. LeB5, 56
(1975.

361, J. Brillson, Phys. Rev. Let0, 260 (1978.

573, 0. McCaldin, T. C. McGill, and C. A. Mead, Phys. Rev. Lett.

36, 56 (1976.

(1965.

44W. E. Spicer, I. Lindau, P. Skeath, and C. Y. Su, J. Vac. Sci.
Technol.17, 1019(1980.

4SW. Monch, Phys. Rev. Let68, 1260(1987).

46A. Zur, T. C. McGill, and D. L. Smith, Phys. Rev. B8, 2060
(1983.

4TW. Monch, J. Vac. Sci. Technol. B7, 1867(1999.

48T, J. Drummond, Phys. Rev. B9, 8182(1999.

49A. P. Sutton Electronic Structure of Material@Oxford University
Press, Oxford, 1993

50D, Pettifor,Bonding and Structure of Molecules and Solitsar-
endon Press, Oxford, 1995

513, Hara and |. Ohdomari, Phys. Rev.3B, 7554 (1988.

52R. P. Iczkowsky and J. L. Margrave, J. Am. Chem. S88;.3547
(1961).

53, J. Mortier, S. K. Ghosh, and S. Shankar, J. Am. Chem. Soc.
108 4315(1986.

543. P. Perdew, R. G. Parr, M. Levy, and J. L. Balduz, Jr., Phys. Rev.
Lett. 49, 1691(1982.

5E. De Proft, S. Liu, and R. G. Parr, J. Chem. Phi87, 3000

(1997.

%R. G. Parr and R. G. Pearson, J. Am. Chem. S5, 7512
(1983.

SA. E. Reed and F. Weinhold, J. Chem. Phg4, 2428(1986.

58K, B. Wiberg and P. R. Rablen, J. Comput. Cheid, 1504
(1993.

59M. Schluter, Phys. Rev. B7, 5044(1978.

50w, Monch, Europhys. Let27, 479 (1994).

61y, Koide, M. Yokoba, A. Otsuki, F. Ako, T. Oku, and M.
Murakami, Diamond Rel. Mate6, 847 (1997.

62G. P. Das, P. Blochl, O. K. Andersen, N. E. Christensen, and O.
Gunnarsson, Phys. Rev. Le®3, 1168(1989.

53R. Winkler and S. T. Pantelides, J. Chem. Phg86, 7714
(1997.

643, R. Lince, D. J. Carre, and P. D. Fleischauer, Phys. Re36,B
1647(1987).

85G. H. Parker, T. C. McGill, C. A. Mead, and D. Hoffmann, Solid-
State Electronll, 201(1968.

663. M. Andrews and M. P. Lepselter, Surf. Sci. SpedtBa 1011
(1970.

67\, Heine and C. H. Hodges, J. Phys.5C225(1972.

%8A. R. Miedema, P. F. de Chatel, and F. R. de Boer, Physita®
1(1980.

%9F. R. de Boer, R. Boom, W. C. M. Mattens, A. R. Miedema, and
A. K. Niessen,Cohesion in Metals Transition Metal Alloys
(North-Holland, Amsterdam, 1988p. 711.

0C. H. Hodges and M. J. Stott, Philos. M&$, 375 (1972.

13, Tersoff, Phys. Rev. B2, 6968(1985.

205310-14



FORMATION OF AN ELECTRIC DIPOLE AT METAL . .. PHYSICAL REVIEW B 64 205310

M. Cardona and N. E. Christensen, Phys. Rev.3B 6182  ’>M. van Schilfgaarde, and N. Newman, J. Vac. Sci. Technd, B

(1987. 2140(199).
73E. Cyrot-Lackmann, Adv. Phy4.6, 393(1967). 783, P. Sullivan, D. J. Eaglesham, F. Schrey, W. R. Graham, and R.
"R. Ludeke, A. Taleb-lbrahimi, and G. Jezequel, Appl. Surf. Sci.  T. Tung, J. Vac. Sci. Technol. B1, 1564 (1993.

41-42, 151 (1989. ""R. T. Tung, Phys. Rev. B5, 13 509(1992.

205310-15



