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Atomic-level physics of grain boundaries in bcc molybdenum
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We present a systematic trend study of the symmetric tilt grain boundaries abdutlfheaxis in molyb-
denum. Our results show that multiple structural phases, some incorporating vacancies, compete for the bound-
ary ground state. We find that at low external stress vacancies prefer to bind to the boundaries in high
concentrations, and moreover, that external stress drives structural phase transitions which correspond to
switching the boundaries on and off as pipe-diffusion pathways for vacancies.
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. INTRODUCTION binding model&~1° restrict their use to the study of rela-
tively small systems and relatively few configurations. In
Molybdenum, with its high melting point and relatively order to understand complex processes such as fracture, dis-
inert chemical nature, is often considered for high-jocation migration, and intergranular cohesion, computation-
temperature structural applications, but its extreme brittleg|ly more feasible empirical potentials must be used. Mori-
ness limits its usefulness. Quasistatic bicrystal stress-straigyty has developed such an empirical model based on a
experiments® demonstrate that this brittleness is an intrinsic yjiti-ion  interatomic potential developed from first-
property of the material and largely unrelated to the Presenchinciples generalized pseudopotential thédrfhe result-

of impurities. Similar studies observe intergranular fractur ; ; MG }
at about 1.7 GPa, suggesting that this brittleness arises frﬁgﬁ?‘tirgl()de\llvﬁi%eraﬁ:;zd %Zeeundoaﬁﬁgtfghtlhe de spc-{i)bgg in
weak intergranular cohesion along the grain boundz?lries.]l ' 19-23 y

These results also show that impurity concentration does a i_tera'ture, . guccessfully predicts the cqhesive, strgctural,
fect intergranular cohesion, but only as a secondary eﬁecﬁlaft:;:a VIbr:?iuonal, ITherTﬁl’ _dancli Lneltm% prc;Eertlgs ?ff
Spallation experiments, on the other hand, show contradidnolypaenurt, -as well as the deal s e% strengin and seli-
tory results. Large-grained-(1-mm) samples have been ob- interstitial and vacancy formation energféaVe use this po-

served to exhibitrans granularspall at what the authors tential throughout this work.
of that study consider to be relatively low stresses Ve would like to note here that even though the MGPT

(~2.5 GPa)! whereas spallation in fine-grained-6-um)  formalism has been generalized to include local volume
samples has been observed to be highbgr granular in Change%.s of potential importance in deformation, defect, and
nature and to occur at much higher streg4&s-25 GPa° In surface calculations, these effects have been shown to be
an attempt to shed light on this complex situation, we havesmall for bulk defects {0.01-eV vacancy formation ener-
investigated the microscopic physics of these boundaries. Igies in bcc metafé?). Accordingly, we here use the simpler
particular, we have carried out a detailed, atomic-level trendorm of the MGPT potential as Xu and Moriarty have done
study of the behavior and structure of the low-energy phaseis their work on dislocation&?
of these boundaries and the transitions among these phases. Focusing on thé110 symmetric tilt boundaries, we con-
This study reveals different physics in the interaction ofsiders 3(112) and9(114), which are among the lowest in
the grain boundaries with vacancies. The traditional mechagnergy, and>3(111), 39(221), $11(113), and11(332)
nisms of interplay between vacancies and grain bou_ngar|e§s examples of boundaries with higher energies. To study the
include pipe diffusion of vacancies along the b_oundﬁr)}, physics of these boundaries, which reside in bulk material,
and absorption and emission of vacancies during continu0Uge employ periodic boundary conditions as the most natural.
climb of primary or secondary dislocatioPs.” We find, in 7" ninimize boundary-image interactions, we always main-
addltlon, th‘.’ﬂ boundary vacancies prefer to collect togethgr <%in at least 17 layers of atoms between boundaries in our
high densmes_, on the bo_undary plf_:me. Our_ results also '”d'éupercells.
cate that grain boundangs can either emit or absorb large ‘petermination of the ground state and the low-energy ex-
concentrations of vacancies into the surrounding bulk while;jeq state structures in principle requires the exploration of
undergoing structural phase transitions under applied stresg o hhage space of all possible configurations, which is an
Our focu_s n the present study is on the pa_lrn_cular system practical task without taking into account some basic
symmetric tilt boundaries afo“?‘d the10 axis in m_olyt_)de- physics. The primary consideration we use to restrict this
num, which are known to dominate the recrystallization t€x-yhase space is that, due to the relatively strong directional
ture of this materiaf. bonding in molybdenum and similar bcc metals, the structure
of the grain boundaries tends to preserveititernal topol-
ogy of individual grains. Under this restriction, there remain
The heavy computational demands of full-bloain initio  then only three considerations for each boundépypossible
electronic structure calculatiosand semiempirical tight- addition and removal of atoms to and from the faces of the

Il. PROCEDURE
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grains at the boundaryji) the displacement of the grains
relative to one another, an@ii) relaxation of the internal
atomic coordinates.

For the first consideration, the fact that the interstitial en-
ergy in molybdenum£10 eV) is much larger than the va-
cancy energy(3 eV) (Ref. 22 indicates that insertion of
additional material at the boundary leads to unlikely high
interfacial energies. We therefore concentrate only on the
removal of atoms at the boundary. Direct calculations with
the MGPT potential reveal that the most favorable sites for
atom removal are in the vicinity of the boundary. It turns out
that, because the atoms in the planes adjacent to the bound- (@)
ary plane[indicated by circles in Fig. (®)] pack closely to-
gether, these sites are the energetically most favorable for
vacancy formation.

This leads us to consider the following structural phases
for the boundaries in our study: grains joined with the
amount of material expected from timaive coincident site
lattice (CSL) construction (“full-material phase”, and
boundaries where we remove atoms from the circled sites in
Fig. 1(a), which shows this construction. Below, we find that
binding energy per boundary vacancy is higher when vacan-
cies collect together at high density on the boundaries.
Therefore we first concentrate on boundaries with high va- (b)
cancy densities. Because removal of an entire plane of atoms
near the boundary is topologically equivalent to the initial
full material phase under appropriate relative displacement
of the grains, we first focus on the phase where we remove
one half plane of atoms from the layer adjacent to the bound-
ary (“vacancy phase}.

To determine the ground state of the above two structural
phases, we next turn to the second consideration above, the
relative shifts of the grains. The displacement-shift complete
(DSQO) cell, which we explore on a 2616 sampling grid
(which reduces to A4 by symmetry, contains all possible
unique relative planar shifts of the grains. We then address ©)
the third consideration by performing full relaxations of the
internal grain coordinates in order to determine the most fa- £ 1. structural phases of ti29(114) grain boundaryta)

vorable DSC shift. To complete our search, we then apply @zye csL boundary(b) relaxed full-material boundaryg) relaxed

series of external strains which cover the full range ofyacancy phase boundas§o aid visualization, atoms from the two
stresses explored below, and we perform full internal relaxcupic sublattices are colored separately, light and dark.

ations for each strain. This allows us both to identify the

ground state and to study the response of the boundary to

externally applied strain. We note here that this extensiv&é*@mPple, consider th&9(114) boundary, which Fig. 1
survey requires force and energy calculations of approxi-ShOWS- Figure @8 shows the naive CSL construction of the

mately 400000 configurations, and would be infeasible tdull-material phase, whose ground state as identified through
carry out with electronic structure techniques. our procedure, appears in Fighbl. We find that this phase
To confirm the effectiveness of this survey in identifying |OWers its energy through both a perpendicular expansion of
ground-state structures, we repeat the above procedure withe boundary and intergranular shifts parallel to the bound-
supercells in which we remove an entire plane of atoms fron@y, Poth of which tend to increase the local volume for the
the boundary. For all six boundaries in our study, our proce€l0sely packed atoms near the boundary plane, restoring
dure indeed identifies the appropriate shift to recover thdheém to a more bulklike environment. o
initial, topologically equivalent ground state found for the Table I shows that the outward expansion is a general

full-material phase before the removal of the plane of atomstrend among all grain boundaries in our study and that shifts
occur along the boundary in the direction perpendicular to

IIl. RESULTS the tilt axis (y direction, Fig. 1 to allow for a more bulklike
local environment. We find no significant shifts along the tilt
axis (z direction, Fig. ] for this phase of any of the bound-
Our results reveal several general trends in the physics airies. The next column of the table gives the mechanical
the (110 tilt grain boundaries in molybdenum. As a specific compliance (1) of each boundary, wherk is determined

A. Low-energy phases
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TABLE |. Full-material phase: energie#({), perpendicular ex- 1000
pansions Ax), shifts (Ay andAz) relative to the CSL construction, ahoo
compliance§ A(1/k)], and anharmonic coefficientd\@) relative
to bulk. Coordinates are as defined in Fig. 1. . 3000

NE 2500

Boundary Uy Ax Ay Az A(1k) A(a) L

m m m-/m S 2000 1
[mdnf] [A] [A] [A] [mImf] [m®/m¥F] S
X102 x10°3% =
o 1500
23(112) 610 0.1 03 0.0 900 1 Q
1000 4
23(111) 2020 05 03 0.0 4770 —306 @
29(114) 1730 05 01 0.0 3410 —-27 500 1
3,9(221) 2180 04 01 0.0 100 15 o
311(113) 1740 05 02 0.0 1460 —-15 £9(114) Z11(113) E3(112) EI3(111) E11(332) E9(221)
3,11(332) 2160 04 05 00 580 —29

FIG. 2. Energetics of grain boundary phases: full-material phase
(black barg, vacancy phaséhatched bapds bulk-vacancy phase
from the quadratic response of the energy per unit area pdgray bars.
boundary as the cell expands. Finally, the last column of the

table listsa=a/k®, wherea captures any nonquadratic be- along the tilt axis we observe in this study, for the vacancy

havior in the energy expression phase of the 11(332) boundary.
Figure 2 compares the ground-state boundary energies of
U=U,+ L k(x=Ax)%+ L a(x—Ax)3+ - -, 1) the various phases. In all cases, we find the full-material

phase(black barg to be lower in energy than the vacancy
wherex is the expansion of the cell, ankix andi/, are the = phase(hatched baps although often not by far. As in the
relaxed perpendicular expansion and boundary energy giveexperimental case, MGPT predicts the lowest ground-state
in the table, respectively. The table lists the difference beinterfacial energy to be for the naturally occurring tvirs
tween 1k anda for the boundary and for the same cell filled (112) boundary® Moreover, apart from this twin, all remain-
with bulk, as it is these differences which define the responsghg ground-state boundary energies are fairly constant
of the boundaryindependenbf the bulk content of the cell.  (within 25%), as also found in experimefwithin 30% (Ref.

Turning now to the vacancy phase, Figcilshows the 3],

results of our ground-state search for th@(114) boundary Figure 2 presents another relevant comparison. To trans-
as formed by removing the circled atoms from Fig@1We  form physically into the full-material phase, the vacancy

again find grain shift_ing as well as local _internal relaxations,pase must first expel its vacancies into the surrounding bulk
to create more bulklike local atomic environments, as Tabl aterial. Thus, when considering transitions, the relevant

Il summarizes. The perpendicular shift is alwaysvard ., 50 c0n is between the vacancy phase and a third phase,
compared to the ground state of the full-material phase, so &hich consists of the full-material phase plus the corre-

twoal(lz Ios\;\?et?ri T?r]etl”a;ir\]/g'?0?‘:’;23221(\:N'thhtgsevae(\:/ae?lcgf't; Iéponding number of vacancies in the surrounding bulk ma-
ary, 4 i y . ey p ' ' NSerial (“bulk-vacancy phaseJ. To describe the enthalpies of
highly stableX 3’s, parallel shifts relative to the full-material

hase which produce more natural bonding arrangements fisolated vacancies in bulk under external stresses applied in
P P 9 9 e direction corresponding to the orientation of each bound-

S oser iy e repeat the procedure fom Sec. | i th same
9 y upercells, but filled with bulk material and a single vacancy.

. _ : Table Il summarizes the results. The resulting energies may
TABLE Il. Vacancy phase: energie#{(), perpendicular expan- then be added to the full terial ph t d th
sions (Ax), shifts (Ay and Az) relative to the CSL construction, en fo? be Ik 0 the 1u -n;]a ena F:J ase OF_pro L::C.e € en-
complianceg A(1/k)], and anharmonic coefficients\@) relative ~ €'9Y O the bulk-vacancy phasgray bars in Fig. 2 Figure

to bulk. Coordinates are as defined in Fig. 1. 2 shows: that, although creation of vacancies on the boundary
always increases the boundary energy, the energy for creat-
Boundary U, Ax Ay Az A(lk)  A(a) ing the corresponding number of vacancies in the bulk is

[mIn?] [A] [A] [A] [mdn?] [mé/mP]  @ways higher. Our results therefore are consistent with the
%10-20 % 10-% fact that the boundaries act as reservoirs for vacancies, as
occurs during pipe diffusion.

3(112) 2130 —-0.1 04 00 3030 —24 To verify, as mentioned above in Sec. Il, that boundary
33(111) 2450 0.1 03 00 1440 -62 vacancies indeed prefer to cluster together, we have also con-
39(114) 2360 03 0.1 0.0 7250 11 sidered boundaries with nearly isolated vacancies within our
39(221) 2380 0.3 09 0.0 2210 17  supercell approach. Table IV presents energy, displacement,
311(113) 2070 0.3 0.8 0.0 2370 28  compliance, and anharmonic results for boundaries from su-
311(332) 2590 02 04 08 2400 26 percells with low vacancy densitieg“dilute-vacancy

phase’). In these calculations, the vacancy concentration
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TABLE Ill. Isolated vacancy enthalpy information for each TABLE V. Boundary-vacancy binding energies at high and low
boundary orientation. Results are expressed for the number of valensities.(The %11 boundaries do not bind vacancies at low con-
cancies per unit area of the corresponding boundary-vacancy phasntrations.

Lattice expansiom\x, complianceA (1/k), and anharmonida in-

formation are for longitudinal strain perpendicular to the boundary Boundary Binding energy Binding energy
plane. per vacancy at per vacancy at
high density low density
Boundary U, AX A(1/k) A(a) [eV] [eV]
[mJ/nt] [A] [mJ/nf] [mé/mFP]
% 10~20 % 1030 33(112) 0.7 0.6
33(111) 2.1 1.1
33(112) 130 —0.003 1050 -1 39(114) 1.4 0.7
33(111) 100 —0.002 870 —117 39(221) 23 20
39(114) 80 0.003 500 —32 311(113) 1.4 71
39(221) 60 —0.001 470 0 311(332) 1.4 —17
>11(113) 50 —0.001 130 -5
211(332) 60 —0.005 180 -39

bcc metals generally drives transitions among these various
structural phases, thereby providing new forms of boundary-

(3.39% is xth that of the vacancy phase. Table V compares/@cancy interaction. _

the boundary-vacancy binding energies for the vacancy and 10 €xplore this possibility, we consider the thermody-
dilute-vacancy phases. As the larger binding energies reflecf@mic potential which is minimized under fixed external
the concentrated phageacancy phaseis more stable. This stress, the enthalpy. As a fun_ctlon of applied perpendmglar
added stability appears to arise from the structural relaxatio trﬁsi‘(”i the enthalpy of a grain-boundary structure relative
through parallel shifting of the grains, which the high density 0 bulkls

of vacancies makes possible. Finally, we observe that in the

extreme case of thB11 boundaries, vapancies do not even  AH=AU,—AXo— L A(LK)o?+ E Aa a3+ O(c?).

bind to the boundary at low concentrations. )

Here AU, is the difference in the ground-state energy per
B. Phase transitions unit area,Ax is the difference in preferred perpendicular

Three trends which the preceding results exhibit can béntergranular separat;ont\(llk) Is the difference i'n compli-
expected from general, material-independent consideration&:'¢€: a_ndAaEA_(a/k ) captures_the difference in the non-
(i) that the boundaries present preferred binding sites for vaduadratic behavior of the energies. Each of these materials
cancies because they disrupt the bulk bond ordierthat parameters appears for each relevant phe_lse in Tables 1-IV.
boundary vacancies prefer to collect into the high-density A,S an example, Fig. 3 shows the behawor of the enthalpy,
vacancy phases because of the additional relaxation, whidig/@tive to bulk, of the naturally occurrin3(112) bound-
parallel shifting of the grains affords, arii ) that the bind- &Y N Its full-material, vacancy, and bulk-vacan_cy phases.
ing of vacancies to the boundary reduces the intergranula-Fh_ree f|.rst-orde_r phase transitioenthalpy crossingsare
spacing because this restores more bulklike interatomic sep vident In the f|gur¢. At zero stress, as observed above, the
rations. These phenomena open the intriguing possibility tha!ll-material phase is the ground state of the boundary, and

the application of tensile stress normal to grain boundaries iff'°"€0Ver, in the presence of vacancies, the vacancy phase
has lower energy than the bulk-vacancy phase, indicating

_ ) _ that vacancies prefer the boundary over the bulk. However,
TAB!_E IV. Dlluu_e-vacancy phase: en_ergleyc(), perpendicular gt gn applied stress of about 18 GRE@'(‘”) within MGPT,
expansions 4x), shifts (Ay andAz) relative to the CSL constiuc- o 5 3(112) boundary system undergoes a first-order phase
tion, compl|ance$A_(1/k)] and anhar_mom_c co_efﬁmentﬁ(a) rela- transition in which the vacancy phase is no longer preferred
tive to bulk. Coordinates are as defined in Fig. 1. and the boundary ejects its vacancies into the surrounding

Boundary u, AX Ay Az A(1K) A(a) bulblﬁlkmaterial.'A sec;ond transition occurs near 25 GPa
[mam?] [A] [A] [A] [mdmf] [m®/md#] (o¢ )_, at which point the bulk-vacgncy phase b_ecomes
%1020  x10 3 lower in enthalpy than the bulk material phase. This corre-
sponds to thespontaneougormation of vacancies in bulk,
33(112) 720 01 03 0.0 950 -22 indicating breakdown of the bulk material. The third transi-
33(111) 2076 05 0.3 0.0 2060 2 tion occurs near 30 GParEb). Were this transition acces-
39(114) 2360 04 0.1 0.0 3520 -10 sible before the breakdown of the bulk material, it would
39(221) 2200 03 0.1 0.0 260 -69 correspond to spontaneous formation of boundary vacancies.
311(113) 1900 05 0.2 0.0 1900 -3 It is important to note that many modes of failure in ad-
311(332) 2250 04 05 0.0 990 —125 dition to spontaneous formation of vacancies are accessible

to the bulk and boundaries. The transition stresses which we
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Sig3 (112) TABLE VII. Critical stresses for the same transitions as in Table
3000 r r VI, but at 3.3% vacancy concentration.
‘ — Full-material
=== Boundary-vacancy Boundar emit bulk gb
I Sl T Bulk-vacancy Y 7 e e
: ; [GP4 [GP4 [GP4
Ngzooo ---------------------- ------------ 1 33(112) 17 25 29
) : . 33(111) 11 20 40
24500 39(114) 9 21 61
2 39(221) 26 24 6
g | 311(113) 56 27 81
o 311(332) 37 27 31
500f
: : : . iee Finally, as we expect from the fact that boundary vacan-
0 0 10 20 30 cies are more stable in high concentrations, the stress re-
[<— compressive] (GPascal) [tensile ——>] quired to induce formation of vacancies on the boundaries

(agb) at low densities is generally greater than for the high-
density vacancy phase. As a last consistency check on our
analysis, we note that the stress for breakdown of the bulk
report for breakdown, therefore, can be regarded only as ughrough the spontaneous formation of vacanc&ﬁg”ﬂ(), asa

per bounds when making comparisons to experimental recharacteristic of the perfect crystal and not the boundary,

sults. remains essentially unchanged between the two independent

_ Table VI presents the stresses for the above three transigs of calculations for low and high boundary vacancy con-
tions for all boundaries in our study. In all cases, the eMiS¢antrations.
sion stress is accessible before breakdown of the bulk mate-

rial through spontaneous formation of vacancies. Moreover,

except the for the outlying behaviors of tR9(221) and

>,11(332) boundaries, vacancies always first form spontane-

ously in the bulk before they do so on the boundaries. - We expect that the following conclusions likely hold gen-
To verify that these results are not artifacts of the high-gra)ly for the interactions among vacancies and tilt grain

density vacancy phase, we repeat the above enthalpy analygj§ ndaries{i) consistent with the traditional view of grain

for boundaries with low densities of vacancies using the datq, ,ndaries as diffusion pathways, vacancies prefer the

of Table |V..AS Table VI summari;es, we agajn Observe,theboundaries over the bulk at low stresség, boundary va-
same transitions. ThE11 boundaries do not bind vacancies .,ncies prefer to collect into high-density vacancy phases,

at low concentrationgTable V), and therefore the transition iy application of sufficient tensile stress to a boundary in-

stresses for the emission of vacancies for these boundarigg,ces a structural phase transition which drives the vacancies
are not physically relevant. For the lowErboundariesex-  from the houndaries into the bulk, thereby shutting off pipe
cept theX9(221) boundary, which again exhibits an outlying gjtfysion along the boundary. The last of these conclusions in
behavioi, diluting the vacancy concentration reduces thepa ticular may have important implications for crack growth
critical emission stress at which the boundaries emit boun rough pipe-diffusion assisted void growth and void forma-
ary vacancies into the bulkof™"), thus making this transi- tjon at grain boundaries.

tion more accessible. Finally, in terms of precisguantitativepredictions of the

TABLE VI. Critical stresses for the phase transitions discussec®itical Stresses characterizing these phenomena, it is impor-
in the text: emission of vacancies from the boundary into the bulé@nt to bear in mind that the particular interatomic potential
(o™, breakdown of the bulk through spontaneous formation ofWhich we have employeMGPT), although one of the most
vacancies '), spontaneous formation of vacancies at thereliable for Mo, is known to exaggerate energy scales for

FIG. 3. Enthalpies oE3(112) boundary as a function external
stress for all three phases.

IV. CONCLUSIONS

boundary ¢3°). complex structure$! We therefore expect to find these same
transitions, but most likely at lower stresses, when studied
Boundary otmit obulk odP either experimentally oab initio.
[GP4 [GP4 [GP4
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