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Bose metal: Gauge-field fluctuations and scaling for field-tuned quantum phase transitions
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We extend our previous discussion of the Bose metal to the field-tuned case. We point out that the recent
observation of the metallic state as an intermediate phase between the superconductor and the insulator in the
field-tuned experiments on MoGe films is in perfect consistency with the Bose metal scenario. We establish a
connection between general dissipation models and gauge-field fluctuations and apply this to a discussion of
scaling across the quantum phase boundaries of the Bose metallic state. Interestingly, we find that the Bose
metal scenario implies a possilil®o parameter scaling for resistivity across the Bose metal-insulator transi-
tion, which is remarkably consistent with the MoGe data. Scaling at the superconductor-metal transition is also
proposed, and a phenomenolgical model for the metallic state is discussed. The effective action of the Bose
metal state is described and its low energy excitation spectrum is found docké
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[. INTRODUCTION develop a phenomenological model for the metallic state
based on the physics described above, which we find is in
In a recent paperwe argued that a system of interacting good agreement with the MoGe data. Finally, in Sec. V, we

Cooper pairs may form a gapless nonsuperfluid liquid, i.e., 4ake this opportunity to discuss some of the general proper-

metallic state, in two dimensions &t=0, when no external ties of the Bose metal state: e.g., its effective action and the

magnetic field is present. We called this state a Bose metd@W energy excitation spectrum, etc. Here, we also address

(BM). Although such an idea might seem rather counterthe issue of why the BM state has not been observed in the

intuitive offhand since a system of delocalized bostygs- ~ Previous analyses of the JJA model.

cally forms a superfluidSPH state atT=0, closer thinking

suggests that it is not. A Bose metal is possible in the same

sense that a spin liquid is possible in quantum antiferromag- !I. THE JJA MODEL AND EFFECTS OF DISSIPATION

nets. In fact, we showed that it is just another variety of a Dynamical gauge field fluctuationt Ref. 1, we consid-

o st e Hon ' gred a Josephaon uncon srgi) mace i onste and
. ) nearest neighbor repulsion for large Cooper pair fillings and
films of granular superconductors at low temperatures in the

absence of any external magnetic figld. zero external gate voltagee., =(on;) =0, wheresn; is the
In amorphous superconducting films, particularly MoGe,charge fluctuation operator at the sit¢. We showed using
metal-like states analogous to the ones in granulafh® duality transformation relations that this model maps
superconductors have been observed in the presence of #Nto atwo-componenfuantumplasma of vorticedV) and
magnetic field. The fact that such a state exists as an integntivortices ¥), i.e., a set ohonrelativisticbosons, moving
mediate phase between a supercondu®@ and an insu- in a dynamically fluctuating gauge fiek.
lator (INS), as predicted in Ref. 1, is already a good hint that ~ This picture of vortices moving in a fluctuating gauge
the Bose metal scenario might be applicable to these systenfigld is a simple quantum mechanical extension of the results
as well. In this paper, we generalize the arguments whiclef classical phase fluctuations in a 2D superconductor. In the
were previously developed for the case of zero applied magglassical regime, a 2D superconductwith phase fluctua-
netic field, to the field tuned case. We show that the results afons) maps onto a two component classical p|aana_/x
field tune_zd experiments in supercorlducting _filr_ns, \{vhere Sucﬂndergoing screening by a static electric fiei=(— VA,),
a metallic state has also been séehalso fit in with our ;¢ qescribed by Kosterlitz and Thoulds&).5 In the quan-
concept of a Bose metal. , tum regime two effects are importart) the Bose statistics
We first discusgSec. 1) the fact that gauge field fluctua- o the yortices and antivortices allows for the possibility of

tions present in the vortex system in the JJA model play nejr superfluidity; andb) because of quantum fluctuations,
key role in the formation of the BM state and show how e glectric field is no more static but dynamical, i.e.,

eneralized dissipation models can also similarly lead to a = > . . .

gnalogous BM stgte. We then discuss how the cgncept of the _YAO_(UCS)(;_AM_T apd 'S ?SSOCIated with a corr_e-
BM state may be generalized to the field tuned case. ThéPonding magnetic field=VXA. Hence, expressed in
observation of three phases in Ref. 5 is consistent with thérms of vortices, in the quantum regime, two processes are
Bose metal scenario. This leads to the suggestion of newnportant: depairing oV pairs[or, blowing up of vortex
scaling formulas for resistivity across the SC-BM and BM- loops in (2+1)D] and Bose condensation of depaired vorti-
INS transitions. These are presented in Sec. Ill and arees and antivortices, corresponding to the loss of phase order
shown to work very well for the MoGe data. In Sec. IV, we and growth of charge order for the Cooper pairs, as discussed
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in Ref. 1. The presence of dynamically fluctuating gaugefluctuations, because the gauge field fluctuates with time. Let
field A causes the vortices and antivortices to pick up ranus say that the vortices get localized by fluctuations. Then,
dom Aharonov-BohniAB) phases exﬂ)(,&-dr) which makes Since they see a magnetic field that fluctuates with time, by
these two processes distinct from one another. If there wergaraday’s law, they see an induced electric field as well. This
point motion, the vortices and antivortices would Bose conPositions. Thus, the presence of a dynamically fluctuating
dense into a phase coherent state as soon as they unbind, igauge field in the quantum vortex system leads to the possi-
the film becomes insulating. Now because of the gauge fieldility of a non-SFliquid phase, and by duality, a conse-

A, the situation here is different. If the gauge field fluctua-duent possibility of a metallic state for the Cooper pairs, the
tions are small, the dephasing induced by random AB phase¥iginal players in the system. Because the vortices feel re-

is weak and superfluidity of andV is retained. On the other tardation effects due to gauge field fluctuations, they dissi-
hand, if the gauge field fluctuations are very strong, thenPate even in a pure system, thus leading to finite resistivity at

because of the random AB phases, the unbodaddV fail | the effect of AB ph induced by th
to produce a phase coherent state, and the system is a naon- h summary, the efiect o phases induced by the gauge

superfluid liquid. leld fluctuations is to disorder the vortices and to create a

The effects of these gauge field fluctuations may be seef€WVvariety of quantum liquid, some signatures of which we
very clearly in terms of a world line picture for the vortices diSCUSS in this paper. _

. ; : . - ; the Bose metal scenario emerge from the description of the
acting with a fluctuating gauge fie. The partition function . 4 .
: 1,7,9g g gaug P JJA model above and in Ref. {i) when the Bose metal is

'S observed, it exists as an intermediate phase between the SC
1 o and the INS(ii) the observation of the BM phase is associ-
j H Dr;(7)DA(r,7) ated with two phase transitions: one from SC to BM and the
P B =rpi0)} other from BM to INS;(iii) the BM phase is dominated by
ri(8) B m. dynamical gauge fieldgf) fluctuations, as felt by the vorti-
><exp(iz f Rdﬂ)exp{ —f dr| >, =r2 ces; and(iv) there is a competition between gf fluctuations
rJri0) 0 T2 and quantum zero point motion of the vortices at the BM-
z v(ri=rj)
i#]

ZBA:m E

INS phase boundary: in the INS phase, quantum zero point
)exp(—SG(A)), motion wins and the vortices are in the SF phase.

It has been suggested by Mason and Kapitdltiiat dis-
S ) ) sipation effects will quite generally help the formation of a
where Sg(A) denotes the gauge part of the action &5 metallic like state for vortices in the quantum regime. We
the permutation of the particléSThis type of partition func-  show here that the effects of a generalized dissipation model
tion may be obtained, for example, by substitutifgr,7)  on the quantum motion of the vortices also maps onto a set
=3;0;6(r—ri(7)) and j*(r,7)=Z;qr{"(7)8(r—r;i(7)) in of nonrelativistic bosons moving in a dynamically fluctuating
Eqg. (15 in Ref. 1, whereq; is the vortex charge. The AB gauge field, just like the JJA model.
phase factor expfA-dr;) appears explicitly here. When the ~ Consider a generic dissipation modeb static disorder
gauge field fluctuations are weak, this factor is close to 1. So,
this case is very similar to the Bose system without any
gauge field, and the ground state is an entangled liquid, i.e.,
a superfluid(Appendix A). Now, when the gauge field fluc-
tuations become very large, the AB phase trapped by the

+

N| =

B m . B
s:f de2r—|j(r)|2+f drd?rd?r’ p(r,7)V(r
0 2n 0

bosons is of orderr (modulo 27), and the phase factor , , 10 L2 . ,
appears irZg, with fluctuating signs. This would cause can- —rp(r’,n)+ Efo drd 7" drj (1, 7) ap(r —1',7
cellation of several terms idg, When entangled configura-

tions are present, implying that such configurations enter the —)jk(r,7), (1)

partition function with a low weight and are correspondingly

high energy states, just like the fermionic cé8ppendix A). )

So, in this case, the ground state is a disentangled liquid, i.ewhere  j*(r,7)=2;qir{"(7) 8(r —ri(7)), p(r,7)=2;q;8(r

a nonsuperfluid. Phase separation is not possible because of (7)) andn= average vortex densitg; = vortex charge,

the long-range interactions present in tfwgiginal) vortex  and the partition function i€ = fDr;(7)e . The first term

Bose system. Hence, as gauge field fluctuations increases,the quantum zero point motion ter€also, known as the

there should be a phase transition from the superfluid to anass terny the second term is the long-rangegarithmic,

nonsuperfluid state. in a pure systeminteraction among the vortices and the last
This discussion makes explicit why random AB phasederm is the dissipation term. Summation is implied in the

causes disentanglement. The nonsuperfluid state of bosordissipation term andx, B refer to thespacecoordinates.

thus obtained due to dephasing by random AB phases, is Bhis action can be recast, by virtue of a Hubbard Stratanov-

liquid rather than a solid where the particles are localized bych transformation on the associated partition function, as
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m . There are two key points which need to be kept track of

S:J dezfﬁUU)F*‘j drd?rd?r’p(r,7)V(r—r’) while generalizing the results for vortices from the zero field
case to the field driven case in a dirty filif@) In the pres-

, ) o ence of an external field, vortices enter an SC film in the

Xp(r vﬂﬂf dord7j*(r,r)a%(r,7) form of an Abrikosov lattice. True long range order is not

possible in a 2D system at finite temperatures: dislocation-

antidislocation pairs are created in the Abrikosov lattice. As
temperature is increased, these pairs unlithd analog of

VV unbinding in the zero field cageand (Cooper paiy su-
perconductivity is destroyedb) In the presence of static

. 1 disorder, the Abrikosov lattice is converted into a glass,
with Ko g(wn,K) = 7,5(wn K) (w,=Matsubara frequency). c4jied a vortex glase/G). Energy barriers between the vari-
The dissipation kernek .z here is model dependent and the 5,5 metastable states in this glassy phase feiee in
field a is introduced through the transformation. The Max- op 11-13 e way to understand this is that dislocations are

wellian type of couplingj-a implies thata” represents a pointlike objects in 2D, and that disorder screens long-range

gauge field. For example, for the Caldeira Leggett heat batlog interaction between the dislocations. Thus, the energy

Kap(wn,K)= 8,4 @n|/ 7, which is time-dependent. The dy- barriers to create dislocation-antidislocation pairs is finite in

namical nature of the gauge field follows from the fact that2D, and the energy barrier to their motion is very small,

dissipation is associated with velocity dependent forces.  particularly in the collective pinning regimé,in which we
Clearly, this mapping implies two things. First, as the vor-mostly focus on here. This means that as soon as the

tices move in the presence of dissipation, they trap a randomlislocation-antidislocation pairs are created, they will hop

AB phase exgfa-dl), and consequently the arguments of around and induce finite resistance at any finite temperature

dephasing by random AB phases presented earlier in this €xp(—e4/KT), whereey=energy barrier to creation of dis-

section imply a disordered liquid phase for a dissipative syslocation pairs. This would imply that true superconductivity

tem as well. For example, if we consider the case ofshould setin al =0. However, all =0, tunneling processes

Caldeirra-Leggett heat bath above, we see that: when dissiesulting from quantum fluctuations due to quantum zero

pation 7z is much weaker than the quantum zero point mo-point motion, etc. can in principle be strong and destroy

tion, gauge field fluctuations are weak, the randomness ifong-range order in the vortex glass phase, which is dis-

duced by the AB phases is very small and the delocalizegussed in this paper.

vortices are in an entangled state, i.e., a superfluid. However,

when dissipation is very strong, gauge field fluctuations are || scALING AT THE ZERO TEMPERATURE PHASE

also correspondingly very strong, and the random AB phases TRANSITIONS

can dephase the vortices into a disentangled, i.e., nonsuper-

fluid, state. The liquidity of this state follows from the dy-  The presence of a Bose metallic phase in a SC film is

namical nature of the gauge field. Because of this mappinggssociated with two phase transitions: one from SC to BM

we shall quite often use gauge field fluctuations and dissipaand another from BM to INS. Correspondingly there will be

tion interchangeably in this paper. Secondly, the above magwo scaling behaviors for the resistivity even for the field-

ping means that a dissipative quantum vortex systehere  tuned case, which we discuss below.

vortices have been induced by an external magnetic)field (1) SC-BM transition The first transition is associated

has a very similar phase diagram to that of the JJA modeWith the unbinding of(quantum dislocation-antidislocation

considered in Ref. 1, except that now dislocations are presepgirs (or, in a dirty system, when théree dislocation-

(see below. There will be an SC phase which consists of antidislocation pairs come into existeddeThe film enters a

dislocation-antidislocation pairs, when quantum fluctuationgnetallic state due to strong gauge field fluctuations. Finite

are weak. As quantum fluctuations are increa@sdtuning  resistance in the film is induced by free dislocations, which is

the field, for example the pairs will unbind. The state this proportional to the free dislocation densityy;:™® Ry

film would enter depends on the strength of dissipation. If~Rgngsu, - RQ=h/4e2 is the quantum of resistance and

dissipation is weak, the vortices will form a superfluid stateu,=vortex mobility. nys scales asig~ 1/£2 . £, =SF cor-

and the transition is from SC to INS. On the other handrelation length that diverges across the SC-BM phase bound-

when the dissipation is strong, the vortices would first enteary with an exponeniy: &, ~(H—Hgy) "0, Hyg is the

an uncondensed liquid like state due to dephasing effect bgritical field for SC-BM transition. Hence, on the metallic

the AB phases. By duality, this state is a hon-SF liquid forside,

the Cooper pairgsee first part of this sectignand hence, it

is fair to call this a Bose metal. The resistance is induced by Ro~ (H—Hg)?%. ®)

the free dislocations in this case. As the field is increased

further, quantum zero point motion overcomes dissipationrhis scaling formula is quite different from traditional quan-

(or, gf fluctuationg, the vortices would Bose condense andtum SC to non-SC scalingo = f(5/TY*?). Observation of

the film will be insulating. Thus the transition is SC-metal- this scaling in Ref. 5 provides good evidence that the metal-

INS in this case. We explore some of the consequences &t phase is a Bose metal. Acomment about the valué gf

this scenario below. since energy barriers to metastable states are finite in 2D in

+f drd7'd?rd?r’a%(r,7)

XKap(r=r',7=1)ak(r’" 1), 2
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the presence of disorder, one might think that a small amoung an exponent to be determined belaw. is not the total
of quantum fluctuationgzero point motion and dynamical yqrtex densityH/®,, but rather the critical fraction of the
gauge field fluctuationswould destabilize the VG order fig|q induced vortices that participate in the dissipative pro-

completely, i.e.Hco=0. But, at very low fields, the vortex cess. Combining all these factors, we find that the scaling of
system moves into the individual pinning regime from ther is R~ §2¢/01+22 At any finite temperature, the diver-

collective pinning regime, and the energy barriers to the VOryence of¢ is cutoff by temperaturd, i.e., Q~T. This also

tex motion due to pinning become very Iaﬂ@eHent_:e, itis  jmplies that the scaling function is always a function of
not inconceivable that, in this very low field regime, Bt  g/7lvz j o

=0, quantum fluctuations and disorder can conspire to pro-
duce a pinned vortex state without any free dislocations, and RT 271 s2e=£( 5/ TV?),
consequently truéCooper pair superconductivity. In other
words, there is a possibility thétz,>0.>

(2) BM-INS transition As the field is increased further,
quantum zero point motion of the vortices-£2n,/m,
~H) increases, and beyond a critical valte, the zero

wheref represents the scaling function. The right-hand side
comes from the fact thaf~6"", Q~§& % and Q~T, so

that 6/ T? is the scaling variable. To obtain, one needs to
first note that the resistance saturates to finite values inde-

point motion overtakes the gauge field fluctuations, the Vorpende_nt of temperature at low 'EeITZEg)rgture; .€., In the above
Oqﬁqua'uon, we must havi(x) —x in this limit. Plus,

tices form a SF phase and the film is insulating. Presence since this low temperature resistance of the filrmascriti-

free vortices during this transition motivates a scaling for the

resistivity across the BM-INS phase boundary. So far, thiscal through the metal insulator transition whéhis tuned

phase boundary has been thought to be a SC-INS transitiq;nroughHC as can be seen from E(L1) below, we should
and the predicted scalifis R =f(8/TY*%). Although this ~ "2V€
scaling formula works at high temperatures, it fails at low 2a=1(z+2). (4)
temperatured The two parameter scaling formula which we

obtain below for the BM-INS transition, however, scales theThus the scaling formula for the resistance is

data across the entire temperature range, both high and low, Tl
when the external field is in the critical regime. R[

In Ref. 1, we mentioned that there is a jump in the vortex 6
superfluid density at the BM-INS phase boundary. Naively;rhjs js essentially avo parameter scaling formula, which is
this would imply that this is either a first order or a KT type expected of a bosonic systéfFor MoGe films2 z=1 and
transition. But, the transition is possibly more subtle than thisV:4/3 and hence, @=4. The corresponding plot of E¢5)
because it is a phase transition frortvartex superfluid to a for theée films is sﬁown in Fig. 1. The data collapse with this
gapless_ nonsuperfluid phase a first order transition, 'Fher.e_ two parameter scaling formula is quite remarkable. We think
is no divergent length scale and the length scale is finitg, ¢ thig points out that there is a true metal-insulator transi-
through the tran3|t|on. But, the BM phase is gapless,. €-tion at this critical field. Although resistance usually does not
characterized by a diverged length scale. The KT transition,q ceive scaling under normal circumstances, we found at

Wh'ch N 5; close preceffle_gt to this, ((j)n the othftlar_gand, IS fast one precedent to this in the literature, i.e., when a dan-
transition from a superiluid to gappednonsuperfluid state. o qysly irrelevant variable is preséfitAn RG analysis is

Also, the situation here is fundamentally different from KT nocessary to cross-check the validity of this scaling and the
because of the involvement of the gauge degrees of freedorBhase diagram presented earlier.

Thus, we suspect that this transition belongs to a very differ-
ent universality class. In the absence of the knowledge of
what exactly this universality class is, it is hard to write V. PHENOMENOLOGY OF FIELD-TUNED
down the scaling formula across this BM-INS transition. Be- EXPERIMENTS
low, we suggest a way to scale the resistance across this |n this part, we discuss the phenomenology of the metallic
metal insulator transition based on phenomenological constate in a dirty SC film, close to the metal-insulator transi-
siderations and leave the rest to future research. tion, by setting up a quantum “pseudo-temperature” madel.
Since this is a second order quantum phase transitiorfhis is based on the idea of competition between dissipation
there is a diverging correlation lengéhwith an exponent  and quantum zero point motion of the vortices present near
at this transition, i.e.£~|5|7", and a frequency scal@, this transition point, presented so far.
which goes to zero with an exponent )~ ¢77% where s The energy barrier to create of dislocation pairs in a dis-
=(H—H). As the energy dissipated scales 8/R)t~Q  ordered vortex lattice 1 e;~ €, In(H./H). At high tempera-
(V= voltage dropf represents the timgeresistancé® scales  tures, dislocations are created by thermal fluctuations, i.e.,
asR~V?/Q?. Since the dissipation is due to the vortices, thedislocation density i14.~exp(—e4/kT), and the resistance
voltage induced by moving vortices\V6= (h/2e)d 6/dt, with induced by these iB;~Rgongu,~€~ «a/kT_ At low tempera-
do/dt=2mn;Lv,"* wherev is the vortex velocityL is the  tures, quantum fluctuations take over, which we model in
length over which the vortices move amg is the vortex terms of a quantungpseudo temperatureTo: whenTg is
density. To obtain the scaling &f, we note that the scaling small, the vortices being bosons are in a SF state, and when
of L is L~&~Q 2 Sincemv?~Q, the scaling ofv is v high, it is in a disordered/metallic stateeal temperature
~ Q. We assume that the scalingmofis n;~|d|*, wherea remaining constant and smalBecause whether the vortices

v(z+2)

=f(8ITY?). (5)
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FIG. 1. (Color Scaling collapse of the MoGe data from Ref. 2 across the metal insulator transition on a log-linear plot usi)g Eq.
o=H-H.; H.=1.22 Tis the critical field at which the metal insulator transition occurs. The data shown cover the entire low temperature
range of measurement:0.02-0.2 K.

are in a SF state or non-SF state is determined by the consystem decreases and when it falls below a temperature of
petition between the dissipation and quantum zero point the order of Kosterlitz Thouless temperatulig (since vor-
motion, Tq should be a function of these two parameters.tices here are 2D bosonshe vortices would form a SF, i.e.,
Since heating a system increases its entropy, @den-  the film would be insulating. Sinc€~#%2n,/m,~H, the
hanced quantum zero point motion-(,/m,~H) leads to critical field H, above which the film is insulating is ob-
superfluidity in a Bose system, and hence, reduced entroptained whenTo~ Ty, i.e.,H. scales agusing Eq.(6)]

while (b) action of dynamical gf fluctuations<#) increases

entropy, we expeclq, for not too small fields, to scale as Ho~V7~1R, @)
C n»
To- n“ 7 ()  Sincey scales inversely a, . This makes sense physically,

since asy increases, gauge field fluctuations increase and it
is harder to create a SF out of the vortices. This inverse
wherea, 8 are constants 0. (It can be any monotonic func- dependence dfl. on R, is broadly consistent with the trend
tion of %»/H in general. Currently, we do not know how to observed in the MoGe filméee Table | in Ref. 1)7
obtain « and B. In what follows, we shall assume= g WhenTo>Tgr, the vortices are in a non-SF state and the
=1 and show that this quantum temperature model capturdgm displays a metallic response. From E§), the density
the general phenomenological features of the field-tunedf quantum dislocations, by analogy with the thermal case, is
expts in the aforementioned regime very well. thennyo~exp(—e&4/kTg). Thus, the resistance of this metal
Thus, expressed in terms of the quantum temperaturat a finite temperature is given W5~ Ro(Ngct+Ngo) 1y »
model, as the field increases, the quantum temperature of the.,

(n,/m,)f  HE'
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Ro~Ry[e “/kT+ e </kTq], (8) action, including its low energy excitation spectrum. And
then, we revisit the issue of why the Bose metallic phase has

This simple additive estimate is a good first hand measurgqt heen observed in the previous analyses of the JJA model
when both thermal activation and quantum tunneling proy, the Bose Hubbar¢BH) model.

cesses are going on simultaneouSiydere we have used  Effective actionlt is clear from the discussion in Sec. Ii
sy~ Rn/Rq, which is true of the Bardeen-Stephen pro-ihat 3 Bose metal is a liquid of uncondensed boswosti-
cesses. This implies that when the real temperaiufells  ceq moving in a transverse gauge field. The effective action
below Tq, the vortices enter the quantum regime. This de-sf this liquid can be obtained by integrating out the vortices
termines the crossover temperatiligg,ssat which the system i 3 one-loop approximation. This calculation has already
moves from the classical to the quantum regime: been done in Appendix E of Ref. 1: the transverse part of the
T T mIH ©) gauge action can be read off diregtly from E&3) there.
cross™ 1 Q" M- Thus, the effective action of a BM is
Hence, as the field is increased, the crossover temperature
decreases, as seen in the Mo-Ge experimetithis unusual

crossover from the classical to quantum regime, which isSIA*D) =2 | d?q| (g®+1/g5)A A

0,0 —w,,—q
very unlike that of a single particle system, results from the
strong cooperative effects present in the vortex Bose system. oo e
Thus, from Eq.(8), in the quantum regime, the resistance +| 2 +bg? (5aﬁ— a?p A” qA/jw _q],
saturates to q° " "
(12
RD~RneEd’kTQ~Rnexr{—Ci&In(i>), (10 L - o _
HeRo | H where the coefficienta andb are finite and scale with free

vortex density and may be read off from E&3) in Ref. 1

and w,=27NnT(n=integer) are Matsubara frequencies. The
spectrum of the longitudinal part of the gauge field follows
Jrom the fact that since the vortices and antivortices are free,
ie., InH./H)~[(H they screen each other. Since the screening length scales as
L} Cc Cc

where we have used dimensionless expressiong fand H
by rescaling them witlR, andH_, respectivelyC is a con-
stant of order unity. EquatioflL0) has the same field depen-

rithm about the critical fieldH,

—H)/H], the density of free vortices; andn;~ 1/£2 , the above result
is obtained. Physically speaking, the above spectrum of the
~ Ry [H.—H transverse gauge field comes about, because it is dynamically
Ro~R, exr{ - CR_Q w ) ) : (1)  screenetf and that there is no spontaneous symmetry break-
C

ing in this phase. Thus the longitudinal modes are gapped but

It should be noted that the metallic resistancedsicritical ~ the transverse modes are gapless.

across the metal-insulator transition. Since the gauge field* is seen by the vortices, one can
Thus, despite the simplicity of the quantum temperatureuse the duality transformation techniqtfed on this gauge

model, it captures the basic phenomenology of the experiaction to calculate the properties of ti@moper pairs(the

ments very well. original bosongin the Bose metal phase. The superfluid den-
To summarize, we find several indications here, v&@. sity and the compressibility of the charges, i.e., Cooper pairs,

occurrence of the metallic state as an intermediate phase bare?21

tween SC and INS phasedy) scaling behavior at the SC-

metal and metal-INS transitions being in accordance with the 1 o 2

Bose metal scenario predictions, afg) the fact that the —pe=lim lim ————=0, (13
; ; m q—00—0Q°+1/&

phenomenology of the metallic state is as would be expected +

for a Bose metal state, to suspect that the metallic state ob-

served in the magnetic field tuned experiments in the SC . 2 1

films is probably an adiabatic continuation of the Bose metal k©= lim lim e . 2 (finite). (14

state presented in Ref. 1. qﬁo“ﬁo—iaa +bg?  ©

V. THE EFFECTIVE GAUGE-FIELD ACTION

Here the superscript denotes charges and we have ubed
OF THE BOSE METAL

=c? from Eq. (E3), wherec is the renormalized plasmon
Since the metallic state observed in the field tuned experivelocity. These results are consistent with the fact that a Bose
ments is a similar state of matter as the Bose metal in Ref. Imetal is a nonsuperfluid compressible liquid.
we take this opportunity to discuss the general properties of The specific heat of the BM can be calculated from Eq.
the Bose metal based on the calculations of Ref. 1, and returfd2). This has already been done in Ref. 1. The gapless trans-
to some of the unaddressed issues regarding the JJA modehierse modes make the most important contribution to the
Ref. 1. We first discuss the effective gauge action of the Bosepecific heat. We found that, in a one-loop approximation,
metal based on our analysis of the JJA model in Ref. 1. Wehe low temperature specific heat of the BM goes(Gs
obtain certain properties of this metal on the basis of this~T?2 This T?® power law specific heat, in turn, directly
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implies that the low energy excitation spectrum of the origi-as we stressed in our previous paper, the algebraic properties

nal Cooper pair system in this liquid state goes as of the BH model in these two limits are very different: in the
5 limit of low fillings, the model is very close to that of the
wok®. (15  suy(2) spin model. On the other hand, in the limit of large

; : - fillings, it is close to that of thé, spin model.
This unconventional excitation spectrum results from the ' ) 2
b It has been recently pointed out th&t)(2) and theE,

strong correlation effects present in the system and is Consis-I b I d b inaul
tent with the fact that Landau critical velocity should be zero®'9€ fras _arﬁ% ac;ua yh connlecteb : yd _&ingu ‘Tr .
in a nonsuperfluid Bose system. The density of states is coffansformation” so that the results obtained in one limit
respondingly divergentN(w)~ w3 Obviously, the BM cannot be continued adiabatically to those in the other limit,

statecannotbe continued to a Fermi liquid or mapped onto ai'e" without crossing a phase boundary. This al_so lends ext_ra
set of free particles. We shall argue below that this liquid iss_up_port to our argument above t_hat the properﬂe_zs .Of the spin
liquids supported by the two spin models are distinctly dif-

I iti in liquid, rather th 2 g ;
ggi%e”sqsu%ecause itis & spin liquid, rather than a8 U(2) ferent. Hence, it is very important to maintain this distinction

In Ref. 1, we pointed out that the phasé;) and charge ?ﬁRNeerg llJ(?I_)hanldE.%[ w]tu:e perff(_)”r_mlng_calculztl?nst?]n tgec
fluctuation operators dn;) entering the JJA model are the filmsmv(;h:réas ?ov:/r?illlir?g IiE:Tr]?teis 'g'ggs fISr %Z(I)iumofril m%?
generators ok, the Euclidean group in two dimensiors; As a second point, a lot of the calculations on JJA model

being a group contraction GX(3). In this sense, the JJA have been done for the case when an external gate voltage

model is anE, “spin” model and the BM phase being the . :
: . Vg is present. We have worked on the cagg=0. This
&, g
disordered phase of this model should be regarded &s,an situation is close to that of the real granular SC films. And,

spin liquid. An extremely important point is that, whereas anfinally, our calculations have been done in the presence of

Su2) spin liquid is qsually gapped, a8, spin Ilqwd 'S nearest neighbor interactiow,. The presence o¥, brings
necessarily gaplessrhis follows from the distinction that > ; ;
about nontrivial effects in the JJA model, a quite well ex-

whereas ar8U(2) spin model maps onto bosons ircan- lored i hich is th i h
stantmagnetic field* an E, spin model maps onto bosons in PO Instance of which is the onset of supersolidity when
' 2 rescaled gate voltage is close to half integer. More details on

a fluctuating magnetic field. Because of the constant mag- ; .
S e these differences may be found in Ref. 21.

netic f;‘g""’ @heSU(Z) spin liquid maps onto a quantum Hall There are two previous calculations on the JJA model for

liquid. .Th's means that the eff(_acu_ve gauge action has =0 and V;#0: mean field calculations and numerical

Chern Simmons term and the excitations are correspondlnglg(ig e

aoped. On the other hand. the effective aauge action of th mulations?* The reasons for nonobservation of the BM
gapped. ©n th y ctive gaug Shase in these are as follow®) Mean field A BM phase
E, spin liquid is of Maxwellian type, i.ewithoutany Chern

Simmons term- benefits partly both from the kinetic energy and the potential
' energy terms. But, in a mean field calculation, as soon as
superfluidity is destroyed, the kinetic energy term is com-
S([,&]):f dwdzqf(w,q)Ag'qAﬁwﬁq, pletely suppressedb) Numerical simulationsThe problem
with this calculation is that the authors investigated only the
Now, if the excitation spectrum is gapped, i.e., superfluid phase in th¥,—V; plane atVy=0. Only super-
lim,, q_.of (,q) =const, then this means that there is spon-fluid density and structure fact@®, . were measured here,
taneous Symmetry breaking and meomponent of th€E2 which do not dlStIﬂgUlSh between a Mott insulator phase and
Spins are Ordered’ i_e_’ the System is Charge_ord’%fbd_ a BM phase: both of these quantities are zero in these states.
Hence, tthZ Spin ||qu|d is necessar”y gap|ess_ For the JJAMOfe simulations addreSSing this issue mlght be helpful to
model we have been discussing so far, this feature can p&rosscheck the existence of the BM phase and its properties.
seen directly by focusing on the transverse part of the gauge

action in Eq.(12). o o _ ACKNOWLEDGMENTS
It is hard to rule out the possibility of excitations with _ _
fractional quantum numbétsn this liquid. However, since We would like to thank Stuart Trugman, Steve Kivelson

there is no explicit time reversal symmetry breaking in theand Eugene Demler for helpful discussions and Nadya Ma-
effective action, we think that such excitations would alwaysson for providing us with the MoGe data. Partial support
exist in pairs being held together strongly by gaugelikefrom the Department of Energy through the complex mate-
forces. rials program at the Stanford Synchrotron Radiation Labora-

JJA model: what's missingi this last part of the paper, tory is appreciated.
we revisit the issue of why the Bose metallic phase has not
been observed in the previous analyses of the JJA model or
the Bose HubbardBH) model.

The key issue which distinguishes our analysis from the
others is that our calculation has been done in the limit when Here we enlist the actions for bosons and fermions in the
the average bosonic filling per site is very large. In this limit,world line picture, which might help the reader in under-
the BH model maps onto a JJA model. A lot of current cal-standing the world line picture discussion of the gauge field
culations on the JJA model are strongly influenced by thdluctuations in Sec. Il.
results available for the BH model at low fillings. However,  First, consider a system df interacting bosons in the

APPENDIX A: WORLD LINE PICTURE
FOR BOSONS AND FERMIONS
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world line picture withoutany gauge field. Partition function

1 )
of this system is Ze=r > e'wpf [T ori(n)
- P {ri(B)=rpi(0)} i

B m. 1
Dr.(7) Xex;{—fo drEi 5rf+§§j v(ri—rj)D,
the extra phase factor coming from the anticommutativity of
<exd — fﬁdr D Ti-2+ 1 S u(ri-r) the fermions. Because of this phase factor, it is readily clear
0 2 2% e that entangled configurations enter with random signs and
cause cancellation of several terms. Thus, since the entangled
) ) ) configurations enter the partition function with low weight,
where P is the permutation of the particlé3At low tem-  this means that these configurations are high energy configu-
peratures, the world lines get entangled because of quantufations and disentanglement is favored for a fermionic sys-
zero point motion effects, which implies a finite superfluid tem. And, hence the ground state of a Fermi system is a

1
Zo= 3 | i
P (B =rpi(0)} i

density for the boson®. nonsuperfluid. The case of bosons with gauge field fluctua-
Now consider an equivalent system of fermiéhs¢iere, tions discussed in Sec. Il is intermediate between these two
the partition function is cases.
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