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Multiscale model for epitaxial growth of films: Growth mode transition
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Deposition processes often involve surface and fluid-phase phenomena that are inherently coupled but occur
over different time and length scales. A multiscale integration hybrid approach, based on domain decomposi-
tion, is presented to model such processes. The approach is applied to a model system of physical vapor
deposition in a vertical stagnation flow reactor and couples an atomistic stochastic model, solved via a Monte
Carlo method, with a continuum model for the fluid phase, solved using a finite-difference scheme. The roles
of fluid mechanics, mass transfer, and surface misorientation in the growth process are clarified. It has been
found that microscopic surface features such as surface diffusion and surface misorientation affect the growth
rate and fluid phase mass transfer mainly at intermediate temperatures. In contrast, the behavior at low
temperatures is mainly dictated by mass-transfer limitations in the fluid phase and at high temperatures by
partial equilibrium. Surface diffusion decreases the transition temperature from step flow to two-dimensional
nucleation, which happens when the fluid transport is uncoupled from the surface, but interestingly it extends
the mass-transfer-limited regime to higher surface temperatures.
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INTRODUCTION Current integrated multiscale models for CVD processes
usually do not describe surface morphology characteristics
Detailed modeling of crystal growth is important for the and are typically based on continuum models that do not
realization of thin films and nanostructured materials withaccount for the inherent atomistic nonuniformity involved.
atomically smooth interfaces, controlled crystallinity, shape,Toward this direction, a continuum diffusion model for the
and size in numerous applications such as semiconductdiuid coupled with a mesoscopic model of crystal growth
devices, membranes for separations and for reactions, mirave been employed to study the stabilization of step bunch-
croreactors, and sensors. Since the crystal morphology déng induced by bulk diffusiori2 Multiscale modeling of
pends greatly on the dominant growth mddst is desirable  materials growth is a rapidly evolving field.For example,
to determine the parameters that control growth mode tranrecent multiscale models on crystal growth include efforts on
sition. The influence of microscopic parameters, such as inecontinuum/MC simulations of dendrite growth and molecu-
teraction potential strength, surface temperature, and surfa¢ar dynamics(MD)/continuum modeling of ionized physical
diffusion, on growth mode transitions has extensively beervapor deposition in a two-dimensional featdfé®
studied™® in molecular beam epitaxyMBE) using Monte A few years ago, we introduced a multiscale integration
Carlo(MC) techniques. MBE modeling does not involve any hybrid (MIH) approach® to model processes when there is
fluid flow/gas-phase chemistry complications and is nowinherent coupling between macroscale phenomena modeled
relatively mature’:® by partial differential equationd®DE’s) and microscale phe-
Deposition processes often involve transport phenomenaomena modeled by molecular simulations. It is this class of
adjacent to a growing crystal. Examples include chemical omultiscale models that is the focus of this work. The MIH
physical vapor depositiofCVD or PVD) at elevated pres- was first applied to a simple, one-step catalytic chemistry
sures, liquid-phase epitaxy, and hydrothermal synthesis afactor, and more recently to complex surface chemistry
materials. Such processes require modeling over multiplezoupled with a well-mixed flow’ The latter case is an ex-
interacting scales in order to capture the underlying phenontension of earlier multiscale work for one-step chemistry.
ena. Typically two different, independent models have beern addition, in a recent, brief repoti,the MIH approach was
used for reactor scal@gnacroscopigand film (microscopi¢  introduced to a growth problem, the feasibility of the com-
phenomena, with output from one model fed into the otherputational approach was demonstrated, and the relevant time
without any feedback® This approach encompasses thescales in perturbations of macroscopic parameters were iden-
constraining assumption that microscopic phenomena do ndified for control purposes. Model reduction of MIH algo-
change the macroscopic ones and vice versa, i.e., the twithms was subsequently also introdut® render compu-
models are decoupled. tations very efficient for applications such as on-line control
As an extension to this uncoupled, two-scale approachof film microstructure.
multiscale models for CVD-type processes have recently While computational feasibility has been demonstrated,
been developed that couple reactor scale with microscaleurrently there is a lack of understanding of the role of both
phenomend®!° In those models, the microscale refers tomicroscopic(e.g., surface diffusion, surface misorientajion
phenomena occurring at a scale that is larger than the atomand macroscopi¢e.g., flow rate, bulk mole fractiorparam-
scale but for which the continuum description breaks downeters in crystal growth rates and growth mode transitions,
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molecular weightk is the Boltzmann constant\, is the

Gas-phase flow Avogadro number, and is gas-phase temperature adjacent
to the surface. The influence of the fluid phase on micro-
scopic phenomena is accounted for in the partial pressure of
the growth precursor at the solid-gas interface.

The rate of desorption is taken to depend on a local acti-
vation energy. For computational simplicity, we consider a
simple-cubic lattice along with first nearest-neighbor interac-
tions only and employ the solid-on-solid approximatfon.

l Y [ b & Desorpiion I The desorption probability of an atom at the interface with
first nearest neighbors is

Adsorption Diffusion

FIG. 1. Schematic of the physical problem illustrating the mul-
tiple length scales and surface microprocesses. nE
pqg(n)=vgexpg — , n

kT
when there is an inherent coupling between microscopic ana Eis th iated with inale bond h
macroscopic scales. It is the objective of this work to eluci-/ €€ E IS the energy associated with a single bond on the

date the influence of macroscopically controllable paramSurface andy is the frequency of events. Following Gilmer

eters on growth mode transitions and growth rates for such ?”d Bennema,surface diffusion is modeled as desorption
multiscale model system of PVD. Conversely, we exploit the ollpwe_d by readsorption. The transition probability for dif-
effect of microscopic features on macroscopic transport pheUSion is given by

nomena for such coupled multiscale growth processes to ad- nE

dress the strength of coupling between various scales. Fi- Prm(N) = VoA ex;< - —) n=1,....5 (3a)
nally, the predicted growth mode transition boundaries of kT

simulation results are qualitatively compared with corre-ywhere the prefactoA is associated with the energy differ-
sponding CVD experimental data. ence that an atom on a flat surface has to overcome in jump-

ing from one lattice site to an adjacent one in the zero ad-
PHYSICAL PROBLEM AND MODELING EQUATIONS sorbate concentration limit:

=1,..5. )

The epitaxial growth of a crystalline film from a fluid in a E-E,
A=exp( ) (3b)

vertical, stagnation flow reactor geometry, shown in sche- KT
matically in Fig. 1, is modeled. A precursor is transported
from the inlet of the reactor toward the surface by convectiorHere, E,, is the energy associated with migration. For sim-
and diffusion. Upon arrival at the surface, the precursor adplicity, the frequency of migration in Eq3a) is taken to be
sorbs onto the surface and subsequently either desorbs etual to that of desorption in EG2). No surface reactions
gets incorporated into the crystal, depending on the rates cfre considered. The total transition probability of the entire
the microscopic processes at the surface. surface per unit time can then be expressed as

To handle the disparity in scales, a domain decomposition
technique is employed. Specifically, the system is partitioned tot_
into two distinct domains, each associated with a different P _SL;face[pa+ Pat Prm]. “)
scale and model. For the gas phase, a macroscopic,
continuum-type description of fluid mechanics, heat, and Periodic boundary conditions are used in the direction
mass transfer is used, whereas for the surface, a stochasfiarallel to the steps and step periodic boundary conditions
MC model is employed to model microscopic phenomenaare used in the perpendicular directfdithe simulation box
such as adsorption onto and desorption from the surfacés taken to be sufficiently large so that spatially averaged

possible surface reactions, and surface diffusion. rates are practically independent of size.
Film morphology can be observed directly by visualiza-
Microscopic model tion. As a more quantitative measure of morphological evo-

lution, the microroughness of the surface, defined as the in-

Microscopic processes at the interface are modeled as eased number of dangling bonds at the interface compared

Markov process by transition probabilities per unit_time.,[0 a perfectly misoriented surfa¢ao defects; can be used.
Such processes have been modeled by MC simulations fcMore detailed information is obtained by computing the

e st o Ko o amtn ' robaBIiy 1 of bsening class cefied as the facon of
- up S S surface sites with nearest neighbors.
dependent. For an ideal gas, it is given by the kinetic theory:

Macroscopic model

SoP
Pa= NAWQJ (1) For the fluid-phase scale, the transport equations of spe-

cies, energy, momentum, and continuity are applied to an
wheres, is the sticking coefficient? is the partial pressure, axisymmetric flow. After a similarity transformation, the
Cy is the concentration of sites on the surfacejs the  governing equations are
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a [ of °f #?f 1[p, [of\? the growth, the net flux is taken to be the difference between
— ==ttt — | — - i
ar\an) " e a2\ | (5  adsorption and desorption rates.

aT 1 9°T ¢ aT 5 ALGORITHMIC AND COUPLING ISSUES

—_— + R

ar  Pran® ' on’ ©

A continuous-time-type Monte Carlo meth@@TMC) is
used, introduced originally in Ref. 26. In this method, prob-
_ - %7 . 7 abilities are compute@ priori, and every MC ftrial is suc-
ar  Sg an’ an cessful. After each event the time is updated by a continuous

) ) amount based on the average lifetime of the instantaneous

In the above equations, the Prandtl number Pr is assumegdrface microconfiguration. For efficient simulations, since
constant, and the Schmidt number Sc is taken to be onljhe adsorption probability is site independent, the surface
species dependent as discussed elsevffigneorporation of  atoms are grouped into classes according to their number of
chemical reactions in the gas-phase model is straightforwargearest neighbors. In a given class, every atom has the same
and will not be discussed further. Furthermore, it is assumegesorption and diffusion probability. The total probability for
that the growth at the surface perturbs neither the flow paty given class is then the number of atoms in the class times

tern nor the temperature field but only affects the concentrage probability associated with this class. The total transition
tion profile of the adsorbing species. That is, both heat transprobability per unit time can be rewritten as

fer and flow pattern are taken at steady state. The above

Wi LYW

assumption, that can readily be eliminated, is reasonable for 5 “nE
dilute vapor growth systems, such as those often found in pt=p, N7+ vo(1+A) >, N, exp(W>, (16)
CVD. n=1

The boundary conditions are for the inl ©), . . .
y &) where Nt is the total number of atoms on the simulation

T=Touk, (8) lattice andN,, is the number of atoms that anefold coordi-
nated on the surface. The selection process follows a tree-
of type architecture. A random number is first computed using a
%=1, ©) congruential random number generator. Based on its magni-
tude, a microscopic procesadsorption, desorption, or mi-
V=Y j=1,..N (10) gration is_ch(_)se_n. A class is subs_equentl_y s_electmde Fig.
1770k e 2(a)]. A site is finally randomly picked within the selected
and for the surface#—0), class, and the event is executed. For diffusion, a neighboring
site is also randomly chosen. After each event, the classes are
T="Tsurface (1) updated and the transition probabilities are recomputed. For
efficiency again, the matrices with atomic coordinates, the
f=0, (12 class size, and the lattice are updated only, locally avoiding
screening of the entire surface. This local update algorithm
(13) can lead to significant savings in computational cost and is
practically independent of lattice size for typical siZés.
In the gas-phase model, the steady-staéat transfer and
flow) equations(5) and (6) are discretized using a second-
ay: order finite-difference scheme, and the resulting algebraic
2Z1_0 for j #growing, (14) equations are solved using Newton’s method. The mass-
an transfer equationi?) is also discretized in space and solved,
using a forward Euler method, simultaneously with the mi-
Y growing  SCgrowind Fa— ') croscopic phenomena model evolved by the CTMC scheme
9 - e outlined above. For quasi-steady-state situations, an iterative
7 2Py scheme or a parametrization of the molecular model as a
For Egs.(5)—(15), f is the dimensionless stream functiom, function of surface gas concentrations could be used instead
is the dimensionless distance to the surfaces the density (for various methods see Ref. )l@However, for transient
of the mixture, Pr is the Prandtl numbey;, and Sg¢ are, situations such as startup and shutdown, switching of reac-
respectively, the mole fraction and Schmidt number of spetants in heteroepitaxy, and on-line control, fully time-
ciesj, up andpy, are the viscosity and the density at the bulk, dependent simulations maybe needed and therefore, the fully
a is the hydrodynamic strain rate and-2at is the dimen-  coupled approach presented here is required.
sionless timdt is the real timg In brief, the temperature and The macroscopic transport phenomena in the fluid-phase
composition at the inlet are fixed, and the flow is assumed taffect the growth occurring at the interface. Conversely, the
be potential. At the surface, no slip and slow growth aremicroscopic phenomena at the interface perturb the mass-
assumed. The surface temperature is specified. For specittansfer characteristics of the fluid phase above the surface.
not participating in growth, the surface is assumed to be ineffhe MC simulation box provides the bridging scale or me-
(zero flux at the interfage whereas for species involved in soscale that enables the coupling of the two models. By per-

",
%_ ]

and

otherwise. (15
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number of atoms that have impinged on the surface, and the
| | | |

| | quasi-steady-state growth rate is then obtained by taking the
| | 1 > slope of the fitted straight height-time line. An alternative

desorption " diffsion way is to compute the difference between the adsorption and
desorption rates:

(2)

adsorption . desorption , diffusion

Nrps
Nips(1)  Ny(1+A)pa(1) P

fg=ra=la- 1s)
Typically, these two approaches yield values that are within

b
®) 4’| compute gas-phase mole fraction i 2%.

v In order to couple the two models, accurate calculation of
———»{ update classes and occupied sites | mesoscopic rates with reduced noise is important. Rates can
- be computed by counting the number of eveNtscorre-
sponding to a microprocegsover a certain time intervad
A divided by t_his time,rJ:(N]-/NA_&)Cmt. We term this the
l‘ pick event and class j event-counting method. Alternatively, rates can be computed
v as a time average of the instantaneous transition probabilities
adsorption diffusion desorption (termed as the time average of instantaneous probabilities
random #2 | | random #2 | | random #2 method. For the latter method, the adsorption and desorp-
pick site pick atom pick atom tion rates are
v
1 picf(TiiiTeﬁfsite fa= < pa>ctot ’ (193
new event 4 v N 4 5
Update time
ra(T)= 2 (6)Py(i, T)Cro. (19b)
, i=1
< compute average

The angular brackets denote temporal averaging &ritie
fraction ofi-fold coordinated sitegclassi introduced above
FIG. 2. (a) Monte Carlo event selection schematic ghgflow in th? microsco'pic model descripti))nThis latter approaph
chart of the MIH algorithm. requires a rel_atlvely accurate estimationéfthat can typi- _
cally be obtained when their values are above the lattice

forming MC simulations in a relatively large simulation box, resolution defined as the inverse.of the Iatticc_a size. For val-
microscopic inhomogeneities are captured, providing quantiy€S Well below the lattice resolution, conventional temporal
ties[rates at the interface in our case in E45)] needed in  2veraging of a S|n7gle §|mulat|0n is nqt suff|C|ent't0 achieve
the gas-phase model, by spatial averaging. Owing to thg_dequa_te accuraf?y,mamly due to th_e inherent noise of MC
large disparity between the time scales of surface and themulations. To improve computational accuracy, for low
fluid phase, temporal averaging is performed on top of Spa\_/alues ofg;, the event-counting method should be used.

tial averaging, i.e., rates are computed over a certain number

of MC events. This also enables us to attain reasonable sam- GROWTH MODE TRANSITION

pling with reduced noise that would otherwise require many

MC calculations carried out in parallel. To properly capture In order to delineate the role of macroscopic transport
dynamic information, the time step is chosen to be the smallphenomena in surface morphology and growth rate, simula-
est one of the two models, which is usually the one involvedions are performed for coupled and uncoupled fluid-surface

rates

in the surface phenomena and is given by cases. For the latter case, the mole fraction of the precursor
above the surface is set equal to the ifletlk) value. Due to
—In¢ many simulations conducted previously for the latter case,
At= pt (17 only a limited number of results will be presented here for

comparison. A lattice of 160120 sites is used. Due to the

where is a random number in th@,1) interval. The tem- weak temperature dependence of flux as described by Eq.
poral averaging is performed typically over 1000 MC events,(1), chosen here to model ideal gases, we have foasd
which permits us to reduce significantly the noise withoutexpectedl that different binding energies give practically the
exceeding the maximum time step determined by the stabilsame results when plotted versus dimensionless temperature,
ity of the gas-phase integration scheme. The full algorithmkT/E. Thus for figure clarity, results using only one binding
with the surface—gas-phase coupling is outlined in Fi§) 2 energy will be presented below. Of course, this situation will
and more details about solvers for MIH models can be foundliffer if adsorption were activated.
elsewheré® Two primary growth modes are pertinent to our system,

The quasi-steady-state growth rate can be extracted in tweamely step flow and two-dimension@D) nucleation. Step
different ways. First, the temporal evolution of the averageflow occurs when atoms adsorbing onto the surface diffuse to
height(in monolayergis directly computed based on the net energetically favorable sitegstep and kink sitesand get
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microroughnessib) fractions of various coordinated sites, afwl
FIG. 3. Snapshots of the surface microstructure uridetwo- surface mole fraction of the precursor and adsorptlon-desorptloq
rates for the coupled problem. The parameters are the same as in

dimensional nucleation andb) step-flow growth mode for a _ o Do ) .
(2010 misoriented surface. The conditions for these simulationsF'g' 8. The points i@ and(c) indicate the actual simulation data

are a bulk mole fraction of precursor gf,=2x 10 *, a binding and the lines in all panels just connect the points.
energy of 17 kcal/mol, a strain rate af=100 s'1 and no surface

diffusion. the growth rates is relatively smdHnd is thus left out of the

graphg and is slightly higher at high temperaturés.g.,

incorporated into the crystal, producing a microscopically0.8% for ten rungsthan at lower temperaturge.g., 0.02%
smooth surface. In 2D nucleation, on the other hand, growtifior ten rung due to the growth being faster in the latter
proceeds by formation and growth of nuclei between stepsegime.
The transition temperature from 2D nucleation growth mode While a decrease in temperature alone should lead to an
to step flow growth mode can be estimated from the firsincrease of the adsorption rate as rationalized by the kinetic
(high-temperatureinflection point of the microroughness- theory of ideal gases, the consumption of the precursor
temperature curved.Figure 3 shows examples of surfaces dominates the overall trend of vs T,. The desorption rate
from 2D nucleation[panel (a)] and step flow[panel (b)]  follows the same trend with surface temperature, due in part
growth modes. to the strong temperature dependence of the Boltzmann fac-

Figure 4a) shows the growth ratén monolayers per sec- tor [Eq. (2)] and in part to the reduction of the number of
ond and surface microroughness versus dimensionless tenmmpinging atoms. As the surface temperature decreases, the
perature for the coupled case in the absence of surface digrowth rate first increases and then becomes practically in-
fusion for a(20, 1, O plane. Panelgb) and (c) show the dependent of temperature. The behavior at low temperature
corresponding time-averaged fractions of various coordiis characteristic of mass-transfer limitations as further con-
nated siteg ¢;) along with the adsorption, and desorption firmed by low values of the surface mole fraction of the
r4 rates. For higher temperaturé@ewer values of the cohe- precursor[Fig. 4(c)]. In contrast, at high temperatures, the
sive energythan those displayed, etching is obsergeéga- surface mole fraction of the precursor is close to the bulk
tive growth rates and a surface mole fraction of the precursovalue, indicative of slow growth and a near equilibrium situ-
that is larger than that in the bulk of the fluidAt high  ation.
temperatures, mostly fivefold- and fourfold-coordinated sites Figure 5 shows the corresponding data for the uncoupled
are observed corresponding to atoms on flat terraces amtoblem. The effect of surface temperature on rates is re-
steps, respectively, of the simple-cubic lattice. As the tem+markably different from the coupled problem. Since the pre-
perature decreases, threefold- and twofold-coordinated atonesirsor mole fraction remains constant, a decrease in surface
are also seen, characteristic of kinks at misorientation stegemperature causes a monotonic increase in the adsorption
and islands and of adatoms with low coordination such agate. On the other hand, the effect of temperature on the
isolated dimmers on terraces or at the periphery of less contlesorption rate is controlled by competition between en-
pact islands. We should note that the standard deviation dfanced roughness, indicated by a change from highly coor-
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FIG. 6. (a) Effect of surface misorientation on growth rate and

_FIG' 5. Effect of sur_face temp(_erature (Jab_grovvth _rates and (b) transition temperature versus misorientation angle. The other
microroughness(b) fractions of various coordinated sites, afwl arameters are as in Fig. 3. The points(@ indicate the actual
adsorption-desorption rates for the uncoupled problem. The parang-

h L h ) o h imulation data and the lines just connect the points. The line in
eters ar(_et e same as in Fig. 3. T e ppmtéa)rand(c) _|nd|cate the panel(b) is a linear interpolation of simulation points.
actual simulation data and the lines in all panels just connect the

points. under step flow is often highly desirable. At low tempera-

tures, the surface microroughness increases abruptly. In the
dinated sites(fivefold and fourfold to lower-coordinated absence of fluid-phase transparhcoupled cagethe micro-
sites, and a reduction in desorption probabilifieg. (2)]. At roughness is proportional to the growth rate over most of the
high temperatures the roughness effect dominates, whereastaperature range, indicating that the enhanced net adsorp-
low temperatures, the Boltzmann factor dominates. Thejon impacts surface roughness. In the coupled problem, the
growth rate continuously increases as the temperature denicroroughness behaves similarly, but the coupling with the
creases, with a concomitant increase in the surface roug@as phase makes the system response more nonlinear and the
ness. This behavior is caused by the increasing differencgughness less sensitive Tq at low surface temperatures.
between the adsorption and desorption rates with decreasinthe reduced growth rate under mass-transfer limitations
temperature. This low-temperature deposition is reminisceneads to an overall reduced surface roughness compared to
of ballistic deposition, where molecules impinging on thethe uncoupled problem. Thus higher driving forc¢esth re-
surface at random positions do not have sufficient time tapect to the bulkcan be used in transport-influenced growth

reach energetically favorable positions through desorptiofprocesses while maintaining the same roughness.
and readsorption. The eventual decreasejofith decreas-

ing temperature gives rise to the second increase in rough-
ness.

As expected, the coupled case yields much lower growth Figure 6 shows the effect of surface temperature on
rates than the uncoupled case at intermediate temperaturgeowth rate for different step distances for the coupled prob-
for otherwise identical conditions, illustrating the importancelem. At low temperatures, the process is mass-transfer con-
of fluid-phase mass transport. In contrast, at sufficiently higtirolled, and the growth rate is almost independent of the
temperatures, where the process is near equilibrium, masgientation of the surface. At intermediate temperatures, on
transfer plays a secondary role. the other hand, the growth rate is roughly proportional to the

The relative surface roughness is quite low at high temdensity of steps. This dependence is more pronounced for the
peratures where step flow is observed. As expected for bothincoupled casénot shown herg but the coupled case still
cases, as the temperature decreases an increase in roughreedsbits the same trend. When an atom impinges on a step, it
occurs followed by a kind of plateau at intermediate tem-is more likely to contribute to growth than one that impinges
peratures, characteristic of the transition to 2D nucleationon a terrace due to the lower probability of desorption from
Interestingly, the transition temperature from step flow to 2Dstep edges and kinks. As a result, as the step distance in-
nucleation is very close to the one from the adsorptioncreasegor as the step density decregsdsoth the growth
controlled to mass-transfer-limited regime. This point is fur-rate and the microroughness decrease. Furthermore, the
ther discussed below, since achieving maximum growth rategrowth mode transition temperature from 2D nucleation to

THE ROLE OF MICROSCOPIC PARAMETERS
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&
‘lg L i} significant consumption of the precursor and extension of the
5 0 10° e mass-transfer-limited regime to higher temperatures. Thus
50l 0.06 - 010 0.14 surface diffusion renders the distinction between the regimes

Dimensionless temperature, KT/E (dominant growth mode and rate-limiting siapore appar-
_ _ ent. The inherent coupling between the surface and gas phase
FIG. 7. Effect of surface diffusion ofe) growth rate,(b) mi-  can make the influence of surface diffusion on microrough-

croroughness, angt) precursor mole fraction at the surface versus ness not monotonic as shown in Figby at low tempera-
surface temperature for @010 surface and different values of tyres. This is in contrast to the monotonic effect seen in the
E.,/E depicted. The other parameters are as in Fig. 3. The points iﬂncoupled caséata not shown
(a) indicate the _actual simulation data and the lines in all panels just Overall, our simulations indicate that the microscopic pa-
connect the points. rameters, such as surface temperature, crystallographic
plane, and surface diffusion, exhibit a distinct contribution to
step flow decreases with increasing surface misorientatiogrowth rates, surface morphology, mass-transfer-limited op-
angle [panel (b)]. This behavior is consistent with the eration, and 2D nucleation to step-flow transition tempera-
experiments? ture. Furthermore, for processes, such as CVD, liquid-phase
Next, the effect of surface diffusion is discussed. It is wellepitaxy, and hydrothermal synthesis, where fluid transport
known that surface diffusion enhances the growth rate in thehenomena are important, materials with higher surface dif-
absence of fluid-phase mass transfer. This behavior is a cofusion can exhibit a wider temperature window of high
sequence of atoms finding more easily energetically favorgrowth rates under mass-transfer-limited step-flow operation
able positions at steps and kinks, reducing the overall deprior to the onset of 2D nucleation.
sorption rate. Figure 7 depicts results for the coupled
problem. At low temperatures where growth is mass-transfer
controlled, surface diffusion has only a slight effect on the
growth rate. This is an important but expected result as trans- The macroscopic parameters encountered in this model
port of the precursor from the bulk of the gas phase is there the mole fraction of the precursor in the bulk and the
rate-limiting step. Interestingly, surface diffusion signifi- velocity of the fluid. In a stagnation geometry with potential
cantly reduces roughness under mass-transfer-limited condiow, the latter is controlled through the hydrodynamic strain
tions of low temperatures as shown in Fig. 7. rate a (inverse of velocity gradient outside the boundary
At intermediate temperatures, surface diffusion leads tdayen. As the strain rate increases, the boundary layer be-
energetically favorable positions, and since mass-transfesomes thinner, and the rate of transport from the bulk of the
limitations are diminished, it yields higher growth rates. Fi-fluid to the surface(or the mass-transfer coefficignin-
nally, at high temperatures, the effect of surface diffusion orcreases. Study of the effect of macroscopic parameters can
growth rates and microroughness is progressively reduced dsrther confirm the idea of mass-transfer limitations and pro-
the system approaches equilibrium. A direct consequence afides strategies on how to control experimentally film micro-
the smoothing induced by surface diffusion is that the transtructure.
sition from step flow to 2D nucleation shifts to lower tem-  Figure 8 shows the influence of the precursor bulk mole
peratures. In contrast, the higher growth rates caused by suiraction on growth rates and microroughness of the surface.
face diffusion at intermediate temperatures can result ifAs the bulk mole fraction is increased, the growth rate in-

THE ROLE OF MACROSCOPIC PARAMETERS
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Dimensionless temperature, kT/E FIG. 10. Transition growth rates vs transition temperatures
: curve obtained by varying fluid-phase parameténslk precursor
S mole fraction and strain ratéor microscopic parameters as in Fig.
é? 3. The line is an interpolation of points corresponding to simula-
© tions depicted in Figs. 8 and 9.
=}
=
2 regarding not only the growth rai@n expected resulbut
= also the surface morphology and growth mode transitions. In
& 00 13 30 15 6.0 order to develop a more generic picture of growth mode

transitions, the transition temperatures are plotted against
growth rates in Fig. 10 for a given set of microscopic param-
FIG. 9. (a) Growth rates and microroughnes&) precursor  eters[no surface diffusion, #2010 surface, and a binding
mole fraction at the surface, arid) fluid phase mole fraction pro- energy of 17 kcal/mdl An Arrhenius plot shows a good
files, for different strain rates. The other parameters are as in Fig. Jitting with an apparent activation energy close to the binding
The points in pane(b) indicate the actual simulation data and the energy input in the simulations. It seems that for a given
lines in (&) and (b) just connect the points. In panéd) the lines  mjicroscopic configuration, it is possible to estimate the
connect the solution over 101 nodes. growth rates that yield step-flow growth mode by adjustment

creases because of an enhanced adsorption rate. For tﬂfethe fluid-phase flow characteristics. The overall behavior
coupled case at low temperatures, we have found that tHg réminiscent of CVD growth experiments of GaAs charac-

growth rate is linearly proportional to the bulk mole fraction, (€12€d by x-ray scattering.

a characteristic feature of mass-transfer-limited behavior. For

t_he u_ncoupled problem, the dependencg on l_Jqu mole frfic- THE ROLE OF SUREACE MORPHOLOGY IN

tion is weal_<er. The growth mode trqnsmon is affecteq in TRANSPORT PHENOMENA

both cases in the same manner, that is, the 2D nucleation to

step-flow transition temperature and the corresponding The effect of roughness of the surface has not been taken

growth rate rise with increasing bulk mole fraction of the into account in previous modeling of coupled homogeneous-

precursor. heterogeneous reactors. However, MIH simulations show
The strain ratdvelocity gradient outside of the boundary that as operating conditions vary, the crystal roughness

layen determines the speed with which the fluid flows to- changes. In turn this morphological evolution affects desorp-

wards the surface and is an easily controllable experimentdlon and surface diffusion rates, which are inherently coupled

parameter. Figure(8) shows that the growth rate increaseswith the fluid phase. In order to quantify the effect of the

approximately with the square root of the strain rate at lowarying surface morphology on the growth rate and mass

temperatures, indicative again of mass-transfer limitationstransfer, a morphological reference stéeperfectly misori-

At higher temperatures where equilibrium is approached, thented surface without defe¢tasas introduced. The desorp-

growth rate depends weakly on strain rate. The dependendi®n rate was computed at each temperature for this reference

of the precursor mole fraction at the surface on surface temsurface morphology using Eq. @). Subsequently, the

perature and strain rate also confirms this latter behdther growth rate was computed via E@L8) by enforcing this

surface mole fraction approaches the bulk mole fraction, ageference desorption rate and compared to the actual growth

shown in Fig. 9b)]. Figure 9c) shows the fluid-phase trans- rate computed above.

port (boundary-layer thicknegswWe have found that the tran- Figures 11a) and (b) show the relative importance of

sition growth rate from one growth mode to the other scalesnorphology in the growth rate versus surface temperature for

approximately with the square root of the strain rate. both coupled and uncoupled problems for selected sets of
Our simulations clearly show that fluid-phase transportparameters. Our results indicate that the influence of mor-

plays a very important role in the overall growth processphology is more important at high temperatures. This might

Distance to the surface (cm)
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T () growth of films with m_acroscopic transport phenor_nena.and
= \\\‘*A @ experlmentally accessible parameters when _there is an inher-
- (5} 32 ent coupllng_ between phenomena occurring at dlffere;nt
NN . length and time scales. It has been found that both fluid-
061 \), phase and microscopic surface phenomena influence the
g i RN R growth process in a nonlinear way. Interestingly, the mor-
%‘E Coupled NN phology of the surface affects the deposition rate and fluid-
Lo 02— — = phase mass transfer only when the system is near equilibrium
= osl A N @ () (high temperaturgsa counterintuitive result. While previous
. knowledge from MBE can be a useful guide, the nonlinear
Uncoupled coupling between macroscopic and microscopic processes
0.4 gives rise to new insights and significant differences. For
example, the surface temperature affects desorption and ad-
= ~ _ sorption rates in a drastically different manner between the
0.0 SO uncoupled and coupled cases. Surface diffusion has a negli-
500 700 9 1100

Surface temperature (K)

gible effect on growth rate under mass-transfer-limited con-

ditions, but a substantial effect on surface microroughness.
FIG. 11. Normalized growth rates vs temperature for differentFurthermore, it expands the mass-transfer-limited regime to
sets of parameters in tHe) coupled andb) uncoupled cases. For higher surface temperatures. As a result, materials with high
the base caseurve (1)], parameters are as in Fig. 3. For the other surface diffusion can exhibit maximum growth rate under
casesypu=2% 1072 [curve (2)], E= 18 kcal/mol[curve (3)], sur-  mass-transfer-limited conditions while still exhibiting step-
face diffusion withE,/E4=0.6 [curve (4)], and (4010 surface  flow growth mode. Surface misorientation also plays a sec-
[curve (5)]. The points show selected simulation data for graphgondary role in growth rate under mass-transfer-limited con-
clarity. ditions (lower temperaturgsbut substantially alters the

. N . . transition temperature of dominant growth. The boundary for
at first look counterintuitive since at high temperatures thpe transition from step flow to two-dimensional nucleation

surface morphology is very close to the perfect one, which i$is macroscopic parameters vary appears to be linear in the
the reference. At low temperatures, growth is primarily I'm'growth—rate—temperature plane, in qualitative agreement

ited by the fluid-phase transpofin the coupled case of i cvD experiments. A linear boundary in the

coursg and desorption is slow due to the Arrhenius tempera’[emperature-inverse step-to-step distance for growth mode

ture dependence. As the temperature rises, the system apsnsition has also been observed. While the model was ap-
proaches equilibrium where desorption becomes quite iMplied to a stagnation flow geometry, it could easily be ex-

portant, and even small morphological deviations from th&gnqed to other geometries and processes. Extension to in-
perfect surface enhance greatly the mesoscopically averagefl,de quantum-mechanical information into the multiscale

desorption rate. framework is also possible as discussed in Ref. 17.
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