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Multiscale model for epitaxial growth of films: Growth mode transition
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Deposition processes often involve surface and fluid-phase phenomena that are inherently coupled but occur
over different time and length scales. A multiscale integration hybrid approach, based on domain decomposi-
tion, is presented to model such processes. The approach is applied to a model system of physical vapor
deposition in a vertical stagnation flow reactor and couples an atomistic stochastic model, solved via a Monte
Carlo method, with a continuum model for the fluid phase, solved using a finite-difference scheme. The roles
of fluid mechanics, mass transfer, and surface misorientation in the growth process are clarified. It has been
found that microscopic surface features such as surface diffusion and surface misorientation affect the growth
rate and fluid phase mass transfer mainly at intermediate temperatures. In contrast, the behavior at low
temperatures is mainly dictated by mass-transfer limitations in the fluid phase and at high temperatures by
partial equilibrium. Surface diffusion decreases the transition temperature from step flow to two-dimensional
nucleation, which happens when the fluid transport is uncoupled from the surface, but interestingly it extends
the mass-transfer-limited regime to higher surface temperatures.

DOI: 10.1103/PhysRevB.64.035401 PACS number~s!: 81.15.Np, 47.15.2x, 05.10.Ln
e
ith
pe
c
m
d

ra
i

fa
e

ny
ow

en
l o
-

pl
om
ee

e
he
n
tw

c
nt
ca
to
m
n

ses
tics
not
d.
e
th
ch-

on
u-
l

on
is
eled
-

of
H
try
try

-
.

-
time
den-
-

rol

,
th

n

ns,
INTRODUCTION

Detailed modeling of crystal growth is important for th
realization of thin films and nanostructured materials w
atomically smooth interfaces, controlled crystallinity, sha
and size in numerous applications such as semicondu
devices, membranes for separations and for reactions,
croreactors, and sensors. Since the crystal morphology
pends greatly on the dominant growth mode,1,2 it is desirable
to determine the parameters that control growth mode t
sition. The influence of microscopic parameters, such as
teraction potential strength, surface temperature, and sur
diffusion, on growth mode transitions has extensively be
studied3–5 in molecular beam epitaxy~MBE! using Monte
Carlo~MC! techniques. MBE modeling does not involve a
fluid flow/gas-phase chemistry complications and is n
relatively mature.3,6

Deposition processes often involve transport phenom
adjacent to a growing crystal. Examples include chemica
physical vapor deposition~CVD or PVD! at elevated pres
sures, liquid-phase epitaxy, and hydrothermal synthesis
materials. Such processes require modeling over multi
interacting scales in order to capture the underlying phen
ena. Typically two different, independent models have b
used for reactor scale~macroscopic! and film ~microscopic!
phenomena, with output from one model fed into the oth
without any feedback.7,8 This approach encompasses t
constraining assumption that microscopic phenomena do
change the macroscopic ones and vice versa, i.e., the
models are decoupled.

As an extension to this uncoupled, two-scale approa
multiscale models for CVD-type processes have rece
been developed that couple reactor scale with micros
phenomena.7,9,10 In those models, the microscale refers
phenomena occurring at a scale that is larger than the ato
scale but for which the continuum description breaks dow
0163-1829/2001/64~3!/035401~10!/$20.00 64 0354
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Current integrated multiscale models for CVD proces
usually do not describe surface morphology characteris
and are typically based on continuum models that do
account for the inherent atomistic nonuniformity involve
Toward this direction, a continuum diffusion model for th
fluid coupled with a mesoscopic model of crystal grow
have been employed to study the stabilization of step bun
ing induced by bulk diffusion.11,12 Multiscale modeling of
materials growth is a rapidly evolving field.13 For example,
recent multiscale models on crystal growth include efforts
continuum/MC simulations of dendrite growth and molec
lar dynamics~MD!/continuum modeling of ionized physica
vapor deposition in a two-dimensional feature.14,15

A few years ago, we introduced a multiscale integrati
hybrid ~MIH ! approach16 to model processes when there
inherent coupling between macroscale phenomena mod
by partial differential equations~PDE’s! and microscale phe
nomena modeled by molecular simulations. It is this class
multiscale models that is the focus of this work. The MI
was first applied to a simple, one-step catalytic chemis
reactor, and more recently to complex surface chemis
coupled with a well-mixed flow.17 The latter case is an ex
tension of earlier multiscale work for one-step chemistry18

In addition, in a recent, brief report,19 the MIH approach was
introduced to a growth problem, the feasibility of the com
putational approach was demonstrated, and the relevant
scales in perturbations of macroscopic parameters were i
tified for control purposes. Model reduction of MIH algo
rithms was subsequently also introduced20 to render compu-
tations very efficient for applications such as on-line cont
of film microstructure.

While computational feasibility has been demonstrated19

currently there is a lack of understanding of the role of bo
microscopic~e.g., surface diffusion, surface misorientatio!
and macroscopic~e.g., flow rate, bulk mole fraction! param-
eters in crystal growth rates and growth mode transitio
©2001 The American Physical Society01-1
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when there is an inherent coupling between microscopic
macroscopic scales. It is the objective of this work to elu
date the influence of macroscopically controllable para
eters on growth mode transitions and growth rates for su
multiscale model system of PVD. Conversely, we exploit
effect of microscopic features on macroscopic transport p
nomena for such coupled multiscale growth processes to
dress the strength of coupling between various scales.
nally, the predicted growth mode transition boundaries
simulation results are qualitatively compared with cor
sponding CVD experimental data.

PHYSICAL PROBLEM AND MODELING EQUATIONS

The epitaxial growth of a crystalline film from a fluid in
vertical, stagnation flow reactor geometry, shown in sc
matically in Fig. 1, is modeled. A precursor is transport
from the inlet of the reactor toward the surface by convect
and diffusion. Upon arrival at the surface, the precursor
sorbs onto the surface and subsequently either desorb
gets incorporated into the crystal, depending on the rate
the microscopic processes at the surface.

To handle the disparity in scales, a domain decomposi
technique is employed. Specifically, the system is partitio
into two distinct domains, each associated with a differ
scale and model. For the gas phase, a macrosco
continuum-type description of fluid mechanics, heat, a
mass transfer is used, whereas for the surface, a stoch
MC model is employed to model microscopic phenome
such as adsorption onto and desorption from the surf
possible surface reactions, and surface diffusion.

Microscopic model

Microscopic processes at the interface are modeled
Markov process by transition probabilities per unit tim
Such processes have been modeled by MC simulations
many years.21,22 The probability of an impinging atom to
stick to the surface upon collision is assumed to be site
dependent. For an ideal gas, it is given by the kinetic theo

pa5
s0P

NAA2pmkTCtot

, ~1!

wheres0 is the sticking coefficient,P is the partial pressure
Ctot is the concentration of sites on the surface,m is the

FIG. 1. Schematic of the physical problem illustrating the m
tiple length scales and surface microprocesses.
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molecular weight,k is the Boltzmann constant,NA is the
Avogadro number, andT is gas-phase temperature adjace
to the surface. The influence of the fluid phase on mic
scopic phenomena is accounted for in the partial pressur
the growth precursor at the solid-gas interface.

The rate of desorption is taken to depend on a local a
vation energy. For computational simplicity, we conside
simple-cubic lattice along with first nearest-neighbor inter
tions only and employ the solid-on-solid approximation2

The desorption probability of an atom at the interface withn
first nearest neighbors is

pd~n!5n0 expS 2
nE

kTD , n51,...,5. ~2!

Here,E is the energy associated with a single bond on
surface andn0 is the frequency of events. Following Gilme
and Bennema,2 surface diffusion is modeled as desorptio
followed by readsorption. The transition probability for di
fusion is given by

pm~n!5n0A expS 2
nE

kTD , n51,...,5 ~3a!

where the prefactorA is associated with the energy diffe
ence that an atom on a flat surface has to overcome in ju
ing from one lattice site to an adjacent one in the zero
sorbate concentration limit:

A5expS E2Em

kT D . ~3b!

Here,Em is the energy associated with migration. For sim
plicity, the frequency of migration in Eq.~3a! is taken to be
equal to that of desorption in Eq.~2!. No surface reactions
are considered. The total transition probability of the ent
surface per unit time can then be expressed as

ptot5 (
surface

@pa1pd1pm#. ~4!

Periodic boundary conditions are used in the direct
parallel to the steps and step periodic boundary conditi
are used in the perpendicular direction.23 The simulation box
is taken to be sufficiently large so that spatially averag
rates are practically independent of size.

Film morphology can be observed directly by visualiz
tion. As a more quantitative measure of morphological e
lution, the microroughness of the surface, defined as the
creased number of dangling bonds at the interface comp
to a perfectly misoriented surface~no defects!, can be used.
More detailed information is obtained by computing t
probability u i of observing classi, defined as the fraction o
surface sites withi nearest neighbors.

Macroscopic model

For the fluid-phase scale, the transport equations of s
cies, energy, momentum, and continuity are applied to
axisymmetric flow. After a similarity transformation, th
governing equations are24

-

1-2
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]

]t S ] f

]h D5
]3f

]h3 1 f
]2f

]h2 1
1

2 Frb

r
2S ] f

]h D 2G , ~5!

]T

]t
5

1

Pr

]2T

]h2 1 f
]T

]h
, ~6!

]yj

]t
5

1

Scj

]2yj

]h2 1 f
]yj

]h
. ~7!

In the above equations, the Prandtl number Pr is assu
constant, and the Schmidt number Sc is taken to be o
species dependent as discussed elsewhere.25 Incorporation of
chemical reactions in the gas-phase model is straightforw
and will not be discussed further. Furthermore, it is assum
that the growth at the surface perturbs neither the flow p
tern nor the temperature field but only affects the concen
tion profile of the adsorbing species. That is, both heat tra
fer and flow pattern are taken at steady state. The ab
assumption, that can readily be eliminated, is reasonable
dilute vapor growth systems, such as those often found
CVD.

The boundary conditions are for the inlet (h→`),

T5Tbulk , ~8!

] f

]h
51, ~9!

yj5yjb , j 51,...,Ng , ~10!

and for the surface (h→0),

T5Tsurface ~11!

f 50, ~12!

] f

]h
50, ~13!

and

]yj

]h
50 for j Þgrowing, ~14!

]ygrowing

]h
5

Scgrowing~r a2r d!

A2ambrb

otherwise. ~15!

For Eqs.~5!–~15!, f is the dimensionless stream function,h
is the dimensionless distance to the surface,r is the density
of the mixture, Pr is the Prandtl number,yj and Scj are,
respectively, the mole fraction and Schmidt number of s
ciesj, mb andrb are the viscosity and the density at the bu
a is the hydrodynamic strain rate andt52at is the dimen-
sionless time~t is the real time!. In brief, the temperature an
composition at the inlet are fixed, and the flow is assume
be potential. At the surface, no slip and slow growth a
assumed. The surface temperature is specified. For sp
not participating in growth, the surface is assumed to be in
~zero flux at the interface!, whereas for species involved i
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the growth, the net flux is taken to be the difference betwe
adsorption and desorption rates.

ALGORITHMIC AND COUPLING ISSUES

A continuous-time-type Monte Carlo method~CTMC! is
used, introduced originally in Ref. 26. In this method, pro
abilities are computeda priori, and every MC trial is suc-
cessful. After each event the time is updated by a continu
amount based on the average lifetime of the instantane
surface microconfiguration. For efficient simulations, sin
the adsorption probability is site independent, the surf
atoms are grouped into classes according to their numbe
nearest neighbors. In a given class, every atom has the s
desorption and diffusion probability. The total probability fo
a given class is then the number of atoms in the class ti
the probability associated with this class. The total transit
probability per unit time can be rewritten as

ptot5paNT1n0~11A! (
n51

5

Nn expS 2nE

kT D , ~16!

where NT is the total number of atoms on the simulatio
lattice andNn is the number of atoms that aren-fold coordi-
nated on the surface. The selection process follows a t
type architecture. A random number is first computed usin
congruential random number generator. Based on its ma
tude, a microscopic process~adsorption, desorption, or mi
gration! is chosen. A class is subsequently selected@see Fig.
2~a!#. A site is finally randomly picked within the selecte
class, and the event is executed. For diffusion, a neighbo
site is also randomly chosen. After each event, the classe
updated and the transition probabilities are recomputed.
efficiency again, the matrices with atomic coordinates,
class size, and the lattice are updated only, locally avoid
screening of the entire surface. This local update algorit
can lead to significant savings in computational cost and
practically independent of lattice size for typical sizes.27

In the gas-phase model, the steady-state~heat transfer and
flow! equations~5! and ~6! are discretized using a secon
order finite-difference scheme, and the resulting algeb
equations are solved using Newton’s method. The ma
transfer equation~7! is also discretized in space and solve
using a forward Euler method, simultaneously with the m
croscopic phenomena model evolved by the CTMC sche
outlined above. For quasi-steady-state situations, an itera
scheme or a parametrization of the molecular model a
function of surface gas concentrations could be used ins
~for various methods see Ref. 16!. However, for transient
situations such as startup and shutdown, switching of re
tants in heteroepitaxy, and on-line control, fully tim
dependent simulations maybe needed and therefore, the
coupled approach presented here is required.

The macroscopic transport phenomena in the fluid-ph
affect the growth occurring at the interface. Conversely,
microscopic phenomena at the interface perturb the m
transfer characteristics of the fluid phase above the surf
The MC simulation box provides the bridging scale or m
soscale that enables the coupling of the two models. By p
1-3
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R. LAM AND D. G. VLACHOS PHYSICAL REVIEW B 64 035401
forming MC simulations in a relatively large simulation bo
microscopic inhomogeneities are captured, providing qua
ties @rates at the interface in our case in Eq.~15!# needed in
the gas-phase model, by spatial averaging. Owing to
large disparity between the time scales of surface and
fluid phase, temporal averaging is performed on top of s
tial averaging, i.e., rates are computed over a certain num
of MC events. This also enables us to attain reasonable s
pling with reduced noise that would otherwise require ma
MC calculations carried out in parallel. To properly captu
dynamic information, the time step is chosen to be the sm
est one of the two models, which is usually the one involv
in the surface phenomena and is given by

Dt5
2 ln z

ptot , ~17!

wherez is a random number in the~0,1! interval. The tem-
poral averaging is performed typically over 1000 MC even
which permits us to reduce significantly the noise witho
exceeding the maximum time step determined by the sta
ity of the gas-phase integration scheme. The full algorit
with the surface–gas-phase coupling is outlined in Fig. 2~b!
and more details about solvers for MIH models can be fou
elsewhere.16

The quasi-steady-state growth rate can be extracted in
different ways. First, the temporal evolution of the avera
height~in monolayers! is directly computed based on the n

FIG. 2. ~a! Monte Carlo event selection schematic and~b! flow
chart of the MIH algorithm.
03540
ti-

e
e

a-
er
m-
y

ll-
d

,
t
il-

d

o
e

number of atoms that have impinged on the surface, and
quasi-steady-state growth rate is then obtained by taking
slope of the fitted straight height-time line. An alternati
way is to compute the difference between the adsorption
desorption rates:

r g5r a2r d . ~18!

Typically, these two approaches yield values that are wit
2%.

In order to couple the two models, accurate calculation
mesoscopic rates with reduced noise is important. Rates
be computed by counting the number of eventsNj corre-
sponding to a microprocessj over a certain time intervald
divided by this time,r j5(Nj /NAd)Ctot . We term this the
event-counting method. Alternatively, rates can be compu
as a time average of the instantaneous transition probabil
~termed as the time average of instantaneous probabil
method!. For the latter method, the adsorption and deso
tion rates are

r a5^pa&Ctot , ~19a!

r d~T!5(
i 51

5

^u i&Pd~ i ,T!ctot . ~19b!

The angular brackets denote temporal averaging andu i the
fraction of i-fold coordinated sites~classi introduced above
in the microscopic model description!. This latter approach
requires a relatively accurate estimation ofu i that can typi-
cally be obtained when their values are above the lat
resolution defined as the inverse of the lattice size. For v
ues well below the lattice resolution, conventional tempo
averaging of a single simulation is not sufficient to achie
adequate accuracy,27 mainly due to the inherent noise of MC
simulations. To improve computational accuracy, for lo
values ofu i , the event-counting method should be used.

GROWTH MODE TRANSITION

In order to delineate the role of macroscopic transp
phenomena in surface morphology and growth rate, sim
tions are performed for coupled and uncoupled fluid-surf
cases. For the latter case, the mole fraction of the precu
above the surface is set equal to the inlet~bulk! value. Due to
many simulations conducted previously for the latter ca
only a limited number of results will be presented here
comparison. A lattice of 1603120 sites is used. Due to th
weak temperature dependence of flux as described by
~1!, chosen here to model ideal gases, we have found~as
expected! that different binding energies give practically th
same results when plotted versus dimensionless tempera
kT/E. Thus for figure clarity, results using only one bindin
energy will be presented below. Of course, this situation w
differ if adsorption were activated.

Two primary growth modes are pertinent to our syste
namely step flow and two-dimensional~2D! nucleation. Step
flow occurs when atoms adsorbing onto the surface diffus
energetically favorable sites~step and kink sites! and get
1-4
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MULTISCALE MODEL FOR EPITAXIAL GROWTH OF . . . PHYSICAL REVIEW B 64 035401
incorporated into the crystal, producing a microscopica
smooth surface. In 2D nucleation, on the other hand, gro
proceeds by formation and growth of nuclei between ste
The transition temperature from 2D nucleation growth mo
to step flow growth mode can be estimated from the fi
~high-temperature! inflection point of the microroughness
temperature curves.28 Figure 3 shows examples of surfac
from 2D nucleation@panel ~a!# and step flow@panel ~b!#
growth modes.

Figure 4~a! shows the growth rate~in monolayers per sec
ond! and surface microroughness versus dimensionless
perature for the coupled case in the absence of surface
fusion for a ~20, 1, 0! plane. Panels~b! and ~c! show the
corresponding time-averaged fractions of various coo
nated siteŝu i& along with the adsorptionr a and desorption
r d rates. For higher temperatures~lower values of the cohe
sive energy! than those displayed, etching is observed~nega-
tive growth rates and a surface mole fraction of the precu
that is larger than that in the bulk of the fluid!. At high
temperatures, mostly fivefold- and fourfold-coordinated si
are observed corresponding to atoms on flat terraces
steps, respectively, of the simple-cubic lattice. As the te
perature decreases, threefold- and twofold-coordinated at
are also seen, characteristic of kinks at misorientation s
and islands and of adatoms with low coordination such
isolated dimmers on terraces or at the periphery of less c
pact islands. We should note that the standard deviatio

FIG. 3. Snapshots of the surface microstructure under~a! two-
dimensional nucleation and~b! step-flow growth mode for a
~20 1 0! misoriented surface. The conditions for these simulatio
are a bulk mole fraction of precursor ofybulk5231024, a binding
energy of 17 kcal/mol, a strain rate ofa5100 s21, and no surface
diffusion.
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the growth rates is relatively small~and is thus left out of the
graphs! and is slightly higher at high temperatures~e.g.,
0.8% for ten runs! than at lower temperatures~e.g., 0.02%
for ten runs! due to the growth being faster in the latt
regime.

While a decrease in temperature alone should lead to
increase of the adsorption rate as rationalized by the kin
theory of ideal gases, the consumption of the precur
dominates the overall trend ofr a vs Ts . The desorption rate
follows the same trend with surface temperature, due in p
to the strong temperature dependence of the Boltzmann
tor @Eq. ~2!# and in part to the reduction of the number
impinging atoms. As the surface temperature decreases
growth rate first increases and then becomes practically
dependent of temperature. The behavior at low tempera
is characteristic of mass-transfer limitations as further c
firmed by low values of the surface mole fraction of th
precursor@Fig. 4~c!#. In contrast, at high temperatures, th
surface mole fraction of the precursor is close to the b
value, indicative of slow growth and a near equilibrium sit
ation.

Figure 5 shows the corresponding data for the uncoup
problem. The effect of surface temperature on rates is
markably different from the coupled problem. Since the p
cursor mole fraction remains constant, a decrease in sur
temperature causes a monotonic increase in the adsor
rate. On the other hand, the effect of temperature on
desorption rate is controlled by competition between
hanced roughness, indicated by a change from highly co

s

FIG. 4. Effect of surface temperature on~a! growth rates and
microroughness,~b! fractions of various coordinated sites, and~c!
surface mole fraction of the precursor and adsorption-desorp
rates for the coupled problem. The parameters are the same
Fig. 3. The points in~a! and ~c! indicate the actual simulation dat
and the lines in all panels just connect the points.
1-5
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R. LAM AND D. G. VLACHOS PHYSICAL REVIEW B 64 035401
dinated sites~fivefold and fourfold! to lower-coordinated
sites, and a reduction in desorption probabilities@Eq. ~2!#. At
high temperatures the roughness effect dominates, where
low temperatures, the Boltzmann factor dominates. T
growth rate continuously increases as the temperature
creases, with a concomitant increase in the surface rou
ness. This behavior is caused by the increasing differe
between the adsorption and desorption rates with decrea
temperature. This low-temperature deposition is reminisc
of ballistic deposition, where molecules impinging on t
surface at random positions do not have sufficient time
reach energetically favorable positions through desorp
and readsorption. The eventual decrease ofr d with decreas-
ing temperature gives rise to the second increase in rou
ness.

As expected, the coupled case yields much lower gro
rates than the uncoupled case at intermediate tempera
for otherwise identical conditions, illustrating the importan
of fluid-phase mass transport. In contrast, at sufficiently h
temperatures, where the process is near equilibrium, m
transfer plays a secondary role.

The relative surface roughness is quite low at high te
peratures where step flow is observed. As expected for b
cases, as the temperature decreases an increase in roug
occurs followed by a kind of plateau at intermediate te
peratures, characteristic of the transition to 2D nucleat
Interestingly, the transition temperature from step flow to
nucleation is very close to the one from the adsorpti
controlled to mass-transfer-limited regime. This point is fu
ther discussed below, since achieving maximum growth ra

FIG. 5. Effect of surface temperature on~a! growth rates and
microroughness,~b! fractions of various coordinated sites, and~c!
adsorption-desorption rates for the uncoupled problem. The pa
eters are the same as in Fig. 3. The points in~a! and~c! indicate the
actual simulation data and the lines in all panels just connect
points.
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under step flow is often highly desirable. At low temper
tures, the surface microroughness increases abruptly. In
absence of fluid-phase transport~uncoupled case!, the micro-
roughness is proportional to the growth rate over most of
temperature range, indicating that the enhanced net ads
tion impacts surface roughness. In the coupled problem,
microroughness behaves similarly, but the coupling with
gas phase makes the system response more nonlinear an
roughness less sensitive toTs at low surface temperatures
The reduced growth rate under mass-transfer limitati
leads to an overall reduced surface roughness compare
the uncoupled problem. Thus higher driving forces~with re-
spect to the bulk! can be used in transport-influenced grow
processes while maintaining the same roughness.

THE ROLE OF MICROSCOPIC PARAMETERS

Figure 6 shows the effect of surface temperature
growth rate for different step distances for the coupled pr
lem. At low temperatures, the process is mass-transfer c
trolled, and the growth rate is almost independent of
orientation of the surface. At intermediate temperatures,
the other hand, the growth rate is roughly proportional to
density of steps. This dependence is more pronounced fo
uncoupled case~not shown here!, but the coupled case stil
exhibits the same trend. When an atom impinges on a ste
is more likely to contribute to growth than one that imping
on a terrace due to the lower probability of desorption fro
step edges and kinks. As a result, as the step distance
creases~or as the step density decreases!, both the growth
rate and the microroughness decrease. Furthermore,
growth mode transition temperature from 2D nucleation

m-

e

FIG. 6. ~a! Effect of surface misorientation on growth rate an
~b! transition temperature versus misorientation angle. The o
parameters are as in Fig. 3. The points in~a! indicate the actual
simulation data and the lines just connect the points. The line
panel~b! is a linear interpolation of simulation points.
1-6
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MULTISCALE MODEL FOR EPITAXIAL GROWTH OF . . . PHYSICAL REVIEW B 64 035401
step flow decreases with increasing surface misorienta
angle @panel ~b!#. This behavior is consistent with th
experiments.29

Next, the effect of surface diffusion is discussed. It is w
known that surface diffusion enhances the growth rate in
absence of fluid-phase mass transfer. This behavior is a
sequence of atoms finding more easily energetically fav
able positions at steps and kinks, reducing the overall
sorption rate. Figure 7 depicts results for the coup
problem. At low temperatures where growth is mass-tran
controlled, surface diffusion has only a slight effect on t
growth rate. This is an important but expected result as tra
port of the precursor from the bulk of the gas phase is
rate-limiting step. Interestingly, surface diffusion signi
cantly reduces roughness under mass-transfer-limited co
tions of low temperatures as shown in Fig. 7.

At intermediate temperatures, surface diffusion leads
energetically favorable positions, and since mass-tran
limitations are diminished, it yields higher growth rates. F
nally, at high temperatures, the effect of surface diffusion
growth rates and microroughness is progressively reduce
the system approaches equilibrium. A direct consequenc
the smoothing induced by surface diffusion is that the tr
sition from step flow to 2D nucleation shifts to lower tem
peratures. In contrast, the higher growth rates caused by
face diffusion at intermediate temperatures can result

FIG. 7. Effect of surface diffusion on~a! growth rate,~b! mi-
croroughness, and~c! precursor mole fraction at the surface vers
surface temperature for a~20 1 0! surface and different values o
Em /E depicted. The other parameters are as in Fig. 3. The poin
~a! indicate the actual simulation data and the lines in all panels
connect the points.
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significant consumption of the precursor and extension of
mass-transfer-limited regime to higher temperatures. T
surface diffusion renders the distinction between the regim
~dominant growth mode and rate-limiting step! more appar-
ent. The inherent coupling between the surface and gas p
can make the influence of surface diffusion on microroug
ness not monotonic as shown in Fig. 7~b! at low tempera-
tures. This is in contrast to the monotonic effect seen in
uncoupled case~data not shown!.

Overall, our simulations indicate that the microscopic p
rameters, such as surface temperature, crystallogra
plane, and surface diffusion, exhibit a distinct contribution
growth rates, surface morphology, mass-transfer-limited
eration, and 2D nucleation to step-flow transition tempe
ture. Furthermore, for processes, such as CVD, liquid-ph
epitaxy, and hydrothermal synthesis, where fluid transp
phenomena are important, materials with higher surface
fusion can exhibit a wider temperature window of hig
growth rates under mass-transfer-limited step-flow opera
prior to the onset of 2D nucleation.

THE ROLE OF MACROSCOPIC PARAMETERS

The macroscopic parameters encountered in this mo
are the mole fraction of the precursor in the bulk and
velocity of the fluid. In a stagnation geometry with potent
flow, the latter is controlled through the hydrodynamic stra
rate a ~inverse of velocity gradient outside the bounda
layer!. As the strain rate increases, the boundary layer
comes thinner, and the rate of transport from the bulk of
fluid to the surface~or the mass-transfer coefficient! in-
creases. Study of the effect of macroscopic parameters
further confirm the idea of mass-transfer limitations and p
vides strategies on how to control experimentally film micr
structure.

Figure 8 shows the influence of the precursor bulk m
fraction on growth rates and microroughness of the surfa
As the bulk mole fraction is increased, the growth rate

in
st

FIG. 8. Growth rates and microroughness, for~a! coupled and
~b! uncoupled cases, for different bulk precursor mole fractio
The other parameters are as in Fig. 3. The points indicate the a
simulation data and the lines just connect the points.
1-7
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creases because of an enhanced adsorption rate. Fo
coupled case at low temperatures, we have found that
growth rate is linearly proportional to the bulk mole fractio
a characteristic feature of mass-transfer-limited behavior.
the uncoupled problem, the dependence on bulk mole f
tion is weaker. The growth mode transition is affected
both cases in the same manner, that is, the 2D nucleatio
step-flow transition temperature and the correspond
growth rate rise with increasing bulk mole fraction of th
precursor.

The strain rate~velocity gradient outside of the bounda
layer! determines the speed with which the fluid flows t
wards the surface and is an easily controllable experime
parameter. Figure 9~a! shows that the growth rate increas
approximately with the square root of the strain rate at l
temperatures, indicative again of mass-transfer limitatio
At higher temperatures where equilibrium is approached,
growth rate depends weakly on strain rate. The depende
of the precursor mole fraction at the surface on surface t
perature and strain rate also confirms this latter behavior@the
surface mole fraction approaches the bulk mole fraction
shown in Fig. 9~b!#. Figure 9~c! shows the fluid-phase trans
port ~boundary-layer thickness!. We have found that the tran
sition growth rate from one growth mode to the other sca
approximately with the square root of the strain rate.

Our simulations clearly show that fluid-phase transp
plays a very important role in the overall growth proce

FIG. 9. ~a! Growth rates and microroughness,~b! precursor
mole fraction at the surface, and~c! fluid phase mole fraction pro
files, for different strain rates. The other parameters are as in Fi
The points in panel~b! indicate the actual simulation data and t
lines in ~a! and ~b! just connect the points. In panel~c! the lines
connect the solution over 101 nodes.
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regarding not only the growth rate~an expected result! but
also the surface morphology and growth mode transitions
order to develop a more generic picture of growth mo
transitions, the transition temperatures are plotted aga
growth rates in Fig. 10 for a given set of microscopic para
eters@no surface diffusion, a~20 1 0! surface, and a binding
energy of 17 kcal/mol#. An Arrhenius plot shows a good
fitting with an apparent activation energy close to the bind
energy input in the simulations. It seems that for a giv
microscopic configuration, it is possible to estimate t
growth rates that yield step-flow growth mode by adjustm
of the fluid-phase flow characteristics. The overall behav
is reminiscent of CVD growth experiments of GaAs chara
terized by x-ray scattering.29

THE ROLE OF SURFACE MORPHOLOGY IN
TRANSPORT PHENOMENA

The effect of roughness of the surface has not been ta
into account in previous modeling of coupled homogeneo
heterogeneous reactors. However, MIH simulations sh
that as operating conditions vary, the crystal roughn
changes. In turn this morphological evolution affects deso
tion and surface diffusion rates, which are inherently coup
with the fluid phase. In order to quantify the effect of th
varying surface morphology on the growth rate and m
transfer, a morphological reference state~a perfectly misori-
ented surface without defects! was introduced. The desorp
tion rate was computed at each temperature for this refere
surface morphology using Eq. 19~b!. Subsequently, the
growth rate was computed via Eq.~18! by enforcing this
reference desorption rate and compared to the actual gro
rate computed above.

Figures 11~a! and ~b! show the relative importance o
morphology in the growth rate versus surface temperature
both coupled and uncoupled problems for selected set
parameters. Our results indicate that the influence of m
phology is more important at high temperatures. This mi

3.

FIG. 10. Transition growth rates vs transition temperatu
curve obtained by varying fluid-phase parameters~bulk precursor
mole fraction and strain rate! for microscopic parameters as in Fig
3. The line is an interpolation of points corresponding to simu
tions depicted in Figs. 8 and 9.
1-8
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at first look counterintuitive since at high temperatures
surface morphology is very close to the perfect one, whic
the reference. At low temperatures, growth is primarily lim
ited by the fluid-phase transport~in the coupled case o
course! and desorption is slow due to the Arrhenius tempe
ture dependence. As the temperature rises, the system
proaches equilibrium where desorption becomes quite
portant, and even small morphological deviations from
perfect surface enhance greatly the mesoscopically aver
desorption rate.

CONCLUSIONS

A multiscale integration hybrid algorithm~MIH ! was dis-
cussed to relate microscopic features of epitaxial cry

FIG. 11. Normalized growth rates vs temperature for differ
sets of parameters in the~a! coupled and~b! uncoupled cases. Fo
the base case@curve~1!#, parameters are as in Fig. 3. For the oth
cases,ybulk5231023 @curve ~2!#, E518 kcal/mol@curve ~3!#, sur-
face diffusion withEm /Ed50.6 @curve ~4!#, and ~40 1 0! surface
@curve ~5!#. The points show selected simulation data for gra
clarity.
e
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nd
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growth of films with macroscopic transport phenomena a
experimentally accessible parameters when there is an in
ent coupling between phenomena occurring at differ
length and time scales. It has been found that both flu
phase and microscopic surface phenomena influence
growth process in a nonlinear way. Interestingly, the m
phology of the surface affects the deposition rate and flu
phase mass transfer only when the system is near equilib
~high temperatures!, a counterintuitive result. While previou
knowledge from MBE can be a useful guide, the nonline
coupling between macroscopic and microscopic proces
gives rise to new insights and significant differences. F
example, the surface temperature affects desorption and
sorption rates in a drastically different manner between
uncoupled and coupled cases. Surface diffusion has a n
gible effect on growth rate under mass-transfer-limited c
ditions, but a substantial effect on surface microroughne
Furthermore, it expands the mass-transfer-limited regime
higher surface temperatures. As a result, materials with h
surface diffusion can exhibit maximum growth rate und
mass-transfer-limited conditions while still exhibiting ste
flow growth mode. Surface misorientation also plays a s
ondary role in growth rate under mass-transfer-limited c
ditions ~lower temperatures! but substantially alters the
transition temperature of dominant growth. The boundary
the transition from step flow to two-dimensional nucleati
as macroscopic parameters vary appears to be linear in
growth-rate–temperature plane, in qualitative agreem
with CVD experiments. A linear boundary in th
temperature-inverse step-to-step distance for growth m
transition has also been observed. While the model was
plied to a stagnation flow geometry, it could easily be e
tended to other geometries and processes. Extension t
clude quantum-mechanical information into the multisc
framework is also possible as discussed in Ref. 17.
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