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Energy landscapes of some model glass formers

Thomas F. Middleton and David J. Wales
University Chemical Laboratories, Lensfield Road, Cambridge CB2 1EW, United Kingdom

~Received 7 April 2000; revised manuscript received 26 January 2001; published 22 June 2001!

The potential energy surfaces of several model atomic glass formers have been studied using eigenvector-
following techniques. Barrier distributions, cooperativity indices, path lengths, and vibrational densities of
states~VDOS! are presented based upon data sets containing more than 250 000 pathways in total. We find that
rearrangements can usefully be separated into ‘‘nondiffusive’’ processes, which do not change the nearest-
neighbor contacts and ‘‘diffusive’’ processes, which do. We suggest a criterion to separate these classes:
nondiffusive processes are those in which no atoms move more than a threshold distance. Energy barriers for
the two classes of rearrangement differ much more in the ‘‘strong’’ system~Stillinger-Weber silicon! than in
the ‘‘fragile’’ Lennard-Jones systems. Our results indicate that the system is not trapped in a single local
minimum below the glass transition temperature, because there are numerous ‘‘nondiffusive’’ rearrangements
with low barriers still accessible. Disconnectivity graphs for low-energy regions of the potential energy surface
illustrate how the crystal is rapidly located once a critical nucleus is present. Finally, the calculated VDOS
show a pronounced excess over the Debye density of states in the low-frequency region. Transition state
searches following the eigenvectors corresponding to these soft modes converge to low-lying transition states,
including some that separate nearly degenerate minima. This result provides support for the hypothesis that
two-level systems and the boson peak are related.

DOI: 10.1103/PhysRevB.64.024205 PACS number~s!: 61.43.Fs, 64.70.Pf, 82.20.Wt
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I. INTRODUCTION

In 1969 Goldstein1 realized that the behavior of glas
formers at low temperature is a consequence of the form
the potential energy surface~PES!. In the ‘‘landscape domi-
nated’’ regime, the dynamical behavior takes place on t
distinct time scales: fast intrawell oscillations and slo
jumps over energy barriers between local minima on
3N11-dimensional PES. This picture is applicable at te
peratures where the two time scales are distinct. Somew
above this point, the liquid is so fluid that the system do
not have time to equilibrate within individual minima. Th
is the regime where other approaches such as mode-cou
theory2 have been applied successfully.

The transport properties of many glass forming mater
depart from the Arrhenius law exp(2A/RT). Empirically, it is
found that properties such as the viscosity can be better m
eled by the Vogel-Tammann-Fulcher3–5 ~VTF! equation

h5h0 exp@A/~T2T0!#, ~1!

where A is a constant andT0 is a nonzero temperature a
which the viscosity diverges. Angell has developed
strong/fragile classification scheme based largely on the V
equation for glass forming liquids.6 The ‘‘fragility’’ in this
context is defined as the degree to which the viscosity
parts from Arrhenius behavior. Strong liquids tend to ha
open network structures that resist structural change a
function of temperature, while fragile liquids usually ha
less directional interactions, such as Coulomb or Van
Waals. The behavior of the viscosity is found to correla
with other properties of the material: the thermodynam
properties of strong liquids tend to change smoothly at
glass transition, which is often defined as the point at wh
the viscosity reaches 1013 poise. Fragile liquids tend to ex
0163-1829/2001/64~2!/024205~20!/$20.00 64 0242
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hibit a large jump in the heat capacity at a clearly defin
glass transition, a feature that Angell has associated wi
higher density of minima on the energy landscape per u
energy increase, with low barriers between them.7 In recent
years, it has proved possible to relate the dynamics
thermodynamics of finite systems to the underlying PES
some detail,8 and the same approach should help to deve
the connections proposed for glasses in a quantita
manner.

Angell has also pointed out that a liquid can be strong
fragile depending on its density or the conditions und
which it was prepared.7 Analysis of stationary points in mon
atomic glasses and silica has shown that increased pres
generally lowers the barriers between minima and can ev
tually destabilize them.9,10 Clearly the PES is also a functio
of pressure or volume, and in the present work constant
ume conditions are used throughout, including two differe
volumes~densities! for one of the systems.

Kauzmann noted that the extrapolated excess entropy
number of supercooled liquids vanishes at finite tempera
somewhere below the glass transition.11 This isoentropy tem-
perature, now known as the Kauzmann temperatureTK , cor-
relates well with the VTF divergence temperatureT0, and it
has been suggested thatT0[TK , and that they correspond t
the configurational ground-state temperature.6

In the longer-time regime, in which transitions betwe
separate minima occur, the relaxation functions are of
well modeled by the Kohlrausch-Williams-Watts stretch
exponential relaxation function exp@2(t/t)u#, 0,u<1.12

Conventional exponential Debye relaxation corresponds
u51. Fragile liquids tend to depart from Debye behav
andu is generally found to decrease with increasing fragili
Palmeret al. found that this type of stretched exponent
function can arise from a model with hierarchically co
strained dynamics, where some transition states may onl
©2001 The American Physical Society05-1
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accessed once others have been overcome.13 Thus slower
degrees of freedom constrain faster ones, generating a
range of relaxation times.

From measurements of dielectric relaxation, Johari a
Goldstein found that there existed a bifurcation in relaxat
times.14 In fragile liquids there are generally two domina
relaxation processes: fasterb processes and slower non
Arrheniusa processes.~The b processes discussed here a
sometimes referred to as ‘‘slow’’b processes to distinguis
them from the ‘‘fast’’b processes of mode-coupling theory!
As the temperature increases, these two relaxation ‘‘p
cesses’’ become indistinguishable. In strong liquids, this
furcation tends not to be seen, and onlyb processes with an
Arrhenius-type temperature dependence are observed.

Stillinger has suggested15 that Johari-Goldstein b
processes14 involve a transition between two minima involv
ing a single transition state, whilea processes are a con
certed series of such transitions, taking the configura
point from one ‘‘megabasin’’ or ‘‘crater’’ to another. Th
large energies and entropies of activation for these proce
might then cause them to be frozen out at a relatively hig
temperature than theb processes. This is a similar concept
the idea of multiple funnels—sets of minima linked by k
netically convergent pathways to a common lowest-ene
structure16—that have been found to be features in the
ergy landscapes of various systems.8,17 If Stillinger’s sugges-
tion is correct, then the distribution of barriers between pa
of minima must be similar throughout the relevant parts
the PES explored, asb processes have Arrhenius tempe
ture dependence. Strong liquids do not exhibit thea-b bifur-
cation, so a possible corollary of Stillinger’s idea is th
strong liquids have a ‘‘uniformly rough’’ potential energ
landscape, whereas fragile liquids have local minima
ranged into megabasins. However, the present results su
a somewhat different interpretation.

Another characteristic property of glasses is the ‘‘bos
peak.’’ At low frequency, the density of statesg(v) is as-
sumed to be proportional tov2 in Debye theory. The boson
peak is visible as an excess ing(v) at low frequency (n
;1 THz) over that predicted by Debye theory. This ph
nomenon has been observed with a number of experime
techniques, including neutron scattering18 and Raman
spectroscopy19 and is also believed to be the cause of cert
anomalous behaviors in the thermodynamic properties
glasses in the 10230 K range. Although the boson peak h
been the subject of much work, its origin remains controv
sial. Theoretical investigations of the boson peak, which
be directly compared to the results presented here, inc
molecular-dynamics simulations of vitreous silica,20,21a soft-
sphere glass,22 and the unit density Lennard-Jones glass23

These studies tend to suggest that the vibrations respon
for the boson peak are~quasi!localized and anharmonic, a
though Mazzacuratiet al. suggested that the low-frequenc
vibrations in a Lennard-Jones system were best describe
a combination of uncorrelated random motion and we
defined sinusoidal waves.23

A number of simulations and experiments have sugge
that the low-frequency modes in silica that contribute to
boson peak can be described as strongly anharmonic, lo
02420
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ized relative rotation of coupled SiO4 tetrahedra.18,21,24–26

The boson peak is almost a universal characteristic
glasses, although its intensity tends to decrease with incr
ing fragility.6 Das has recently suggested that this correlat
is due to the speed at which defects relax: long-lived defe
in strong glasses might give rise to extra intensity at an
termediate frequency following the quasielastic Ram
peak.27 He proposed that in fragile liquids the defects hav
shorter lifetime, and so have less effect in the intermedia
frequency range.

Two-level systems have been suggested as the caus
the anomalous specific heat and thermal conductivity
glasses in the 0210 K region.28–30 A two-level system is a
pair of minima separated by a barrier that produces a s
ting of around 1 K, after tunneling has been taken in
account.31 Angell has noted that anomalous behavior in t
0210 K and 10230 K regions tend to occur together
they are seen at all,32–34 and inferred that the same low
frequency, anharmonic modes are associated with the bo
peak and two-level systems. It is certainly conceivable t
the potential will be very anharmonic at the bottom of
minimum that is connected to a low-lying transition state,
is the case in a two-level system. In the present work
have also investigated Angell’s hypothesis by search
along the eigenvector corresponding to the softest eigenv
to see if it leads to a low-lying transition state~Sec. IV D!.

The inherent structure method developed by Stillinger a
Weber has previously been used to analyze the behavio
glassy systems in the ‘‘landscape dominated’’ regime. T
inherent structure of a configuration is the local minimu
reached by following the steepest-descent path.35 Monitoring
the transitions between inherent structures in simulati
confirmed the existence of slow barrier crossings and lo
ized rearrangements at low temperatures, as described i
Goldstein picture.36

Following Jonsson and Anderson,37 Sastryet al. inferred
a variation in the barrier distributions for the binary Lennar
Jones glass from molecular-dynamics~MD! simulations.38

Configurations were quenched to local minima—their inh
ent structures—during a series of cooling runs followi
equilibration. The system was found to explore lower-ene
regions of the PES as the temperature decreased, and l
regions were accessed for slower cooling rates, as expe
Inherent structures obtained from the runs at different te
peratures were raised to a series of excitation temperat
Te . The variation in barrier height was inferred from th
mean-square distance in configuration space through w
the system moved in a given time. However, the me
square distance moved cannot be a simple function of
barrier distribution alone; it is also determined by the co
nectivity. A key aspect of the present contribution is that t
missing factor is properly accounted for: we calculate
barriers for elementary rearrangements involving a sin
transition state to high precision.

Barkema and Mousseau have used their activati
relaxation technique39 ~ART! to generate local minima an
approximations to saddle points for amorphous silicon40–42

(a-Si) and silica.43,44They obtained a barrier distribution fo
a-Si with a maximum at around 2.0 eV and an estima
5-2
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ENERGY LANDSCAPES OF SOME MODEL GLASS FORMERS PHYSICAL REVIEW B64 024205
error of 60.5 eV.40,41 Experimental results from conductiv
ity measurements45 and differential calorimetry46 give acti-
vation energies for these transport processes of around
eV for a-Si.

Recently, some other groups have also addressed th
lation between the PES and global dynamics in terms
periodic Lennard-Jones systems modeled by sm
supercells.47–50 We have conducted brief surveys of the
systems and have found many times more stationary po
than were previously reported, giving us further confiden
in the well-established methods used in the present wo8

For comparison, transition states are located between
and three orders of magnitude faster for small systems
with another recently proposed recipe.51

II. POTENTIALS

Four systems are considered in the present work, as
tailed below. In each case we adopt the natural reduced
system, where energy is measured ine and length ins (eAA
and sAA for binary Lennard-Jones!. The corresponding re
duced unit of time isAms2/e, and unit masses were als
employed throughout. In each case the energy unit co
sponds to the pair well depth and 21/6s corresponds to the
pair equilibrium separation~for A-A interactions in the bi-
nary Lennard-Jones system!. Reduced temperatures are d
fined bykBT/e and the unit of frequency isAe/ms2. Since
supercells of different sizes are used for different systems
energies of local minima will be reported ine per atom.
However, barrier heights, which are not expected to be
tensive quantities, will be reported ine per supercell.

A. Binary, unit density, and relaxed Lennard-Jones solids

The Lennard-Jones~LJ! potential52 for two atoms sepa-
rated by a distancer is given by

V~r !54eF S s

r D 12

2S s

r D 6G , ~2!

wheree is the depth of the potential energy well, and 21/6s is
the pair equilibrium separation.

Our unit density Lennard-Jones system~ULJ! contained
256 atoms and has hexagonal-and face-centered-cubic c
packed crystalline minima~hcp and fcc!. The relaxed
Lennard-Jones~RLJ! system has a box length optimized f
the fcc solid with a number density of 0.93s23, indicating
that the ULJ crystal corresponds to a large negative press
The cutoff employed for both these systems was 3.17s.

The binary Lennard-Jones system~BLJ! is commonly
used because it does not crystallize in simulations. It cons
of 205 ~80%! A atoms and 51~20%! B atoms, with param-
eters sAA51.0, sAB50.8, sBB50.88, eAA51.00, eAB
51.5, andeBB50.5. The units of distance and energy we
taken assAA andeAA . The box length used for the period
boundary conditions was set to give a number density
1.2sAA

23 , and a cutoff of 2.5sab was used, wherea, b areA
or B. All these parameters are the same as those employe
Sastryet al.,38 and we employed the shifting and truncatio
02420
–2

re-
f
ll

ts
e
.
o

an

e-
nit

e-

-

e

x-

se-

re.

ts

f

by

scheme of Stoddard and Ford.120 This system has been pro
posed as a model for the metallic glass Ni0.8P0.2, which has
also been simulated53 using a two-body term of the sam
form as that of the Stillinger-Weber silicon potentia
Lennard-Jones models have been used extensively in
study of ageing phenomena54,55and mode-coupling theory.56

B. The Stillinger-Weber „SW… silicon potential

The Stillinger-Weber~SW! silicon potential57 has two-
and three-body contributions:

n2~r i j !5e f 2S r i j

s D , n3~r i ,r j ,r k!5e f 3~r i ,r j ,r k!. ~3!

e and s are chosen so that the minimum value off 2 is
f 2(21/6)521, and f 2 and f 3 are given by

f 2~r !5H A~Br2p2r 2q!exp~r 2a!21, r ,a,

0, r>a,
~4!

f 3~r i ,r j ,r k!5h~r i j ,r jk ,u j ik !1h~r j i ,r jk ,u i jk !

1h~r ki ,r k j ,u ik j !, ~5!

h~r i j ,r jk ,u j ik !5l exp@g~r i j 2a!211g~r ik2a!21#

3S cosu i jk1
1

3D 2

. ~6!

Stillinger and Weber used best-fit parameters ofA57.050,
B50.6022,p54, a51.80, l521.0,g51.20,s52.0951 Å,
ande52.1682 eV. The box length for the 216-atom superc
used here is 7.776 643s, the optimum value for the crystal a
zero pressure, and the potential has a built-in cutoff aa
51.80s.

It has been suggested that the three-body termn3 should
be increased by 50%.39,40 This modification is believed to
give a more appropriate structure fora-Si and amorphous
germanium.58 One of our databases, denoted SW1.5, w
obtained using this modification, as described in Sec. III.

III. CHARACTERIZATION OF
POTENTIAL ENERGY SURFACES

Previously, for small clusters, it has been possible to p
form an exhaustive search of the PES for stationary poin8

Empirically, the number of minima of a system ofN atoms
increases roughly as 2N!exp(aN),35,59–61making an exhaus-
tive search of the PES for large systems impossible. We m
therefore consider incomplete databases of minima and t
sition states. Such incomplete databases should be repre
tative of the region of the PES that is explored by the syst
under experimental conditions.

The methods employed in the present work are bro
down into three subsections below. The geometry optimi
tion and pathway characterization techniques have been
scribed before, and a brief summary is presented in S
III A. For each system we generated one or more databa
of connected minima, transition states, and rearrangem
pathways. Each such database requires an initial minim
and these choices are described in Sec. III C and Appen
5-3
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THOMAS F. MIDDLETON AND DAVID J. WALES PHYSICAL REVIEW B 64 024205
B. Given a starting point, the databases were constru
using algorithms similar to those we have employed bef
in studies of finite systems, as summarized in Sec. III B a
Appendix A.

A. Stationary point searches

Stationary points on a PES are points where the grad
vector vanishes. A minimum is a stationary point with
negative Hessian eigenvalues~no imaginary normal-mode
frequencies!. In the present work we follow Murrell and
Laidler and define a true transition state as a stationary p
with precisely one negative Hessian eigenvalue~one imagi-
nary normal-mode frequency!. For each transition state tw
barrier heights are then determined by the energy differen
between the transition state and the two minima that are c
nected to it by steepest-descent paths. As usual, we will r
to the larger barrier for a given transition state as the up
barrier, because it must be overcome to move from
lower- to the higher-energy minimum. Similarly, the smal
barrier is referred to as the downhill barrier.

The systems studied here are large enough to m
eigenvector-following62–65 transition state searching tech
niques rather expensive.66–68 Newly developed hybrid
eigenvector-following algorithms were therefore used to fi
the transition states.68 These techniques avoid diagonalizin
the Hessian matrix at every step, which is the computatio
bottleneck for the present potentials in systems of this s
The most efficient method derives from the eigenvect
following conjugate-gradient~EF/CG! approach described
elsewhere,67 where the Hessian is calculated analytically a
the eigenvector corresponding to the lowest nonzero eig
value is obtained by shifting and iteration. Uphill steps a
taken in this eigendirection using the implementation of
genvector following described elsewhere.65,66,69,70Minimiza-
tion is performed in the tangent space between eigenvec
following steps, and a significant speed-up was obtai
using Nocedal’s limited memory BFGS routine71 instead of
conjugate-gradient minimization.72 We therefore refer to this
technique as EF/BFGS. The present calculations allowed
to 100 iterations in the calculation of the smallest Hess
eigenvalue, up to 100 iterations in the calculation of the la
est eigenvalue, and 10 BFGS steps in the subspace min
zation before the smallest eigenvalue had converged and
thereafter. The smallest eigenvalue was deemed to have
verged when it changed by less than 0.01% between suc
sive steps. Initial diagonal elements of the inverse Hess
were set to 0.1s2e21.

In order to find more than one transition state connec
to a given minimum we have previously employed sea
directions along Hessian eigenvectors corresponding to
creasing Hessian eigenvalues.8 However, this procedure re
sults in frequent duplication, and Malek and Mousseau fou
it more efficient to use random search directions.73 We ini-
tially employed the simple expedient of randomly perturbi
the initial minimum before searching uphill along the eige
vector corresponding to the smallest nonzero Hessian ei
value. However, a more efficient method was subseque
developed, which is described in Appendix A. All the resu
presented below employed the new approach.
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For each transition state the corresponding pathway
calculated using Nocedal’s BFGS scheme71 following suit-
able small displacements of order 0.01 parallel and antip
allel to the reaction vector. The resulting pathways should
a good enough approximation to the true steepest-des
paths for the present purposes.

A small number of full eigenvector-following steps~be-
tween one and three! were used to converge all the stationa
points to a root-mean-square~RMS! force of less than 1026

reduced units. This precaution, which involves full diagon
ization of the analytic Hessian matrix, also assures us tha
stationary points in question have the correct number
negative Hessian eigenvalues, namely, zero for a minim
and one for a true transition state. For an RMS force l
than 1026 units the energies per supercell are converged
better than ten significant figures for all the stationary poin

B. Sampling schemes

Various approaches have been described for system
cally exploring a PES by moving between loc
minima.8,39,74–76Starting from a known minimum we con
ducted transition state searches using hybrid eigenvec
following and the scheme described in Appendix A. For ea
new transition state the corresponding pathway was ca
lated. If neither of the connected minima corresponded to
minimum from which the transition state was found, the pa
was discarded. New connected minima were added to
database and were subsequently used as starting point
transition state searches in the same way, in order of incr
ing energy. For each database searching was termin
when 10 000 connected transition states had been found.
minima in each set are therefore also connected, i.e., any
can be interconverted via a series of transition states from
same database. This condition is important for future
namical studies and for the construction of disconnectiv
graphs.8

In the present work we constructed some databases u
a maximum of eight transition state searches from each m
mum, moving to a new connected minimum if it had low
energy than the one from which the transition state w
found. Other databases were generated using 400 trans
state searches from each minimum, starting from a n
minimum only after all 400 searches were complete. Co
paring data sets generated with these alternative param
should tell us whether the barrier distributions obtained
sensitive to the sampling technique. The first sampl
scheme~SS1! provides an overview of a wide range of co
figuration space, while the second~SS2! probes a smaller
region more thoroughly. A third sampling scheme, SS3, w
used to generate intermediate databases~see Appendix B!
and to create the largely crystalline Stillinger-Weber a
ULJ databases SW(x) and ULJ(x). In SS3 we employed up
to 40 transition state searches per minimum, accepting do
hill moves to new connected minima as for SS1. SW(x) and
ULJ(x) were created to calculate vibrational densities
states~VDOS! for comparison with the disordered VDO
~Sec. IV D!. SS3 was chosen as a compromise between
and SS2. Attempts to generate databases using SS1 and
5-4
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ENERGY LANDSCAPES OF SOME MODEL GLASS FORMERS PHYSICAL REVIEW B64 024205
from starting minima with residual regions of crystallin
structure inevitably led to the crystal being located within t
first few hundred minima. This is the expected behavior
homogeneous Lennard-Jones systems,77 and the disconnec
tivity graphs illustrated in Sec. III D show that the crystal
readily located once a critical nucleus is present.

C. Selection of starting configurations for database generation

Our most extensive results are for the BLJ system, wh
has recently been the subject of several other studies.38,78–86

We also chose this system to test the dependence of the
databases of stationary points on the starting minimum
on the two sampling schemes SS1 and SS2, described in
III B above. Since the lowest minimum is not known for BL
we first decided to run a ‘‘basin-hopping’’ global optimiza
tion search.87 In this procedure the energy at a point in co
figuration space becomes the energy of the ‘‘nearest’’ m
mum, transforming the PES into a collection of plateaus
basins of attraction.88 The transformed landscape was e
plored starting from phase-separated atoms on fcc la
sites using Monte Carlo sampling of the transformed la
scape at a temperature of 0.8eAA . The random displacemen
of atomic coordinates for proposed steps was adjuste
give an acceptance ratio of about 0.5. Figure 1 shows
lowest minimum located in a run of 20 000 basin-hoppi
steps. Another global optimization run of the same len
was performed, this time starting from the lowest-ene
minimum obtained by systematic quenching from
molecular-dynamics~MD! trajectory at an energy of
25.8594eAA per atom, but it did not produce a lower min
mum. For a system of this complexity locating the glob
minimum reliably would require much longer basin-hoppi
runs than we have used here—we can only be confident
relatively low-energy minima have been found. It is the
fore not surprising that the two global optimization runs d
not converge to the same structure. Rather, this result

FIG. 1. Lowest-energy minimum found for the binary Lennar
Jones~BLJ! system, showing significant ordering of the largerA
atoms and some degree of phase separation.
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gests that the very lowest minima will probably exhibit som
phase separation and will be rarely sampled in an MD sim
lation of the liquid.

Our results may be compared with the energy obtained
Angell et al.’s extrapolation78 of Sastry and coworkers’ ex
citation profile.38 Using the assumption that the critical tem
perature of mode-coupling theoryTc and the Kauzmann tem
perature TK are related by Tc /TK;1.6, Angell et al.
obtained an energy of about27.08eAA per atom, that agree
reasonably well with the value of27.0541eAA per atom for
our lowest-energy minimum. The latter structure~Fig. 1! ap-
pears to be a close-packed arrangement ofA atoms, withB
atoms arranged interstitially and substitutionally. There i
degree of phase separation, with theB atoms more concen
trated near the top and bottom of the supercell. Hence
most stable structure for this system seems to be lame
although obviously the thickness of the lamellae will
strongly affected by the size of the supercell and the num
density of atoms.

Database BLJ1 was obtained using SS1~up to eight
searches per minimum! by starting from the lowest-energ
BLJ minimum described above. Databases BLJ2 and B
were generated using SS1 starting from two of the mini
obtained by quenching at regular time intervals
AmsAA

2 /eAA from an MD trajectory of length
1000AmsAA

2 /eAA run at a total energy of23.906eAA per
atom. The energies of the starting minima for the tw
samples were selected to produce databases of minima
fully span the range of inherent structure energies studied
Sastryet al.38 Apart from this consideration, the selection
these two starting minima was random.

To check the dependence of the databases upon the
pling scheme and the starting minimum we generated d
bases BLJ4–10 using SS2~400 searches per minimum!. The
starting minima were selected randomly from databa
BLJ1-3, except that their energies were chosen to span
full range of the latter databases, and the BLJ4 starting c
figuration was the low-energy minimum used as the start
point for BLJ1.

As one final check of the statistics we generated datab
BLJ11–14 using SS2 and starting minima obtained from
further set of short MD trajectories suggested by the cool
schedules of Sastryet al.38 The system was initially equili-
brated for 5000 steps at a total energy of21.875eAA per
atom, with a time step of 0.003AmsAA

2 /eAA. It was then
cooled by successive runs of 100 steps at progressively lo
total energies. The energy was reduced each time
0.071 88eAA per atom by rescaling the velocities, corr
sponding to a cooling rate of 4.21931023 AeAA /msAA

2 per
atom. This schedule corresponds to the fastest rate use
Sastryet al. Cooling was continued until the total energ
was essentially equal to the potential energy of the~un-
quenched! configuration. Databases BLJ11–14 correspond
configurations obtained from MD trajectories at total en
gies of 26.8344eAA , 25.3969eAA , 24.6781eAA , and
22.1625eAA per atom, respectively, which correspond
steps in the above cooling schedule.
5-5
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TABLE I. Details of the databases studied.E1 is the energy of the initial minimum,Elow andEhigh are the
energies of the lowest- and highest-lying minima, andNmin is the number of minima in the database. Ea
sample contains 10 000 transition states. All the energies are ine per atom~Sec. II!. ^Emin& and^Ets& are the
mean energies of the minima and transition states, respectively.

Database E1 Elow Ehigh Nmin ^Emin& ^Ets&

Binary Lennard-Jones, sampling scheme SS1
BLJ1 27.0541 27.0541 26.8546 9275 26.9784 26.9695
BLJ2 26.9377 26.9811 26.8280 9485 26.9197 26.9115
BLJ3 26.8560 26.9846 26.8185 9571 26.9176 26.9097

Binary Lennard-Jones, sampling scheme SS2, starting minima from BLJ1–3
BLJ4 27.0541 27.0541 26.9285 7867 27.0070 26.9930
BLJ5 27.0336 27.0444 26.9206 8126 26.9949 26.9802
BLJ6 27.0137 27.0514 26.8958 8161 26.9889 26.9766
BLJ7 26.9948 27.0242 26.8906 8455 26.9737 26.9605
BLJ8 27.0016 27.0220 26.8916 8434 26.9694 26.9564
BLJ9 26.9531 26.9716 26.8519 8435 26.9277 26.9155
BLJ10 26.9350 26.9585 26.8218 8810 26.9131 26.9013

Binary Lennard-Jones, sampling scheme SS2, starting minima from MD cooling runs
BLJ11 26.9723 26.9846 26.8699 8419 26.9356 26.9235
BLJ12 26.9439 26.9734 26.8434 8708 26.9245 26.9124
BLJ13 26.9218 26.9598 26.8252 8674 26.9029 26.8900
BLJ14 26.8936 26.9427 26.8177 9109 26.8866 26.8745

Unit density Lennard-Jones, sampling scheme SS2
ULJ1 27.3444 27.3456 27.2186 4460 27.3141 27.3038
ULJ2 27.2513 27.3456 27.1579 7541 27.2595 27.2349
ULJ3 27.0147 27.3957 26.9774 9212 27.0580 27.0319

Relaxed Lennard-Jones, sampling scheme SS2
RLJ1 26.9711 27.4908 26.8775 8355 27.0614 27.0005
RLJ2 26.9072 27.7067 26.8751 8249 27.0512 27.0392

Stillinger-Weber Si, sampling scheme SS2
SW1 21.8949 21.8966 21.8838 6939 21.8921 21.8920
SW2 21.8796 21.8857 21.8779 5834 21.8807 21.8803
SW3 21.8631 21.8750 21.8623 5883 21.8660 21.8654

Adjusted Stillinger-Weber Si potential, sampling scheme SS2
SW1.5 21.8496 21.8892 21.8251 8716 21.8485 21.8452

Largely crystalline ULJ and SW samples, sampling scheme SS3
SW(x) 21.9937 22.0000 21.9601 7664 21.9784 21.9777
ULJ(x) 27.5392 27.5392 27.2473 3367 27.3641 27.3619
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Having determined that the properties of each datab
are relatively insensitive to the sampling scheme for the B
system ~Sec. IV A! we generated databases for the oth
three model glasses more selectively, as described in Ap
dix B. Table I contains some statistics for each of the da
bases.

D. Crystallinity

The Stillinger-Weber and homogeneous Lennard-Jo
systems have crystalline global minima, diamond and h
02420
se
J
r
n-
-

s
p,

respectively, for zero external pressure. We have used
order parameter introduced by Steinhardtet al. to measure
the degree of crystallinity in our samples.89 These order pa-
rameters are based on the square of the sums of sphe
harmonics for allNb bonds in the supercell, using the min
mum image convention. The value of the order paramete
slightly sensitive to the choice of the cutoff that determin
which atoms are bonded: the value we used was 1.24 ti
the nearest-neighbor distance for the fcc structure, as in
vious work.90
5-6
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ENERGY LANDSCAPES OF SOME MODEL GLASS FORMERS PHYSICAL REVIEW B64 024205
The most appropriate order parameter for our purpose
based on sixth-order spherical harmonics, and is denotedQ6.
It is particularly useful, as it vanishes for the liquid and ha
similar value for all common crystalline structures, name
0.574 52 for fcc, 0.484 76 for hcp, and 0.510 69 for bod
centered cubic. Thus, values close to zero represent a d
dered structure, while values of order 0.420.5 are indicative
of crystalline order.

The average values ofQ6 for our ULJ samples are 0.4
for ULJ1, 0.46 for ULJ2, and 0.17 for ULJ3. All the value
for the BLJ samples are less than 0.1, and those for RLJ1
RLJ2 are 0.24 and 0.21, respectively.Q6 is not applicable as
a measure of crystallinity for tetrahedral coordination, so
did not use it for the SW system.

Disconnectivity graphs91 for the low-energy regions o
samples ULJ(x) and SW(x) are shown in Figs. 2 and 3
respectively. Such graphs have recently been employe
visualize the many-dimensional PES in a variety
systems.8,91–94At a series of discrete energies the minima a
grouped into disjoint sets, whose members are mutually
cessible at that energy via known transition states. Each s
represented by a node, and lines are drawn between
nodes to indicate how the sets split as the energy is
creased. All these lines ultimately terminate at local minim
whose positions are determined by their energy on the v
cal scale. The horizontal position of the nodes is arbitr

FIG. 2. Disconnectivity graph containing the lowest 500 minim
for the unit density Lennard-Jones system ULJ(x). Energies are ine
per atom.
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and can be chosen for clarity. Further details and exam
may be found elsewhere.8,91 Figures 2 and 3 reveal a ‘‘palm
tree’’-type structure for these low-energy regions of the t
surfaces,8,92 where minima are disconnected gradually as
total energy decreases. Relaxation to the crystal will clea
proceed rapidly from any of the minima included in the
trees.

IV. PROPERTIES OF THE
POTENTIAL ENERGY SURFACES

A. Barrier distributions

Every transition state is associated with an uphill~larger!
and a downhill~smaller! barrier ~Sec. III A!, except for de-
generate rearrangements95 where the two are the same. W
present the barrier height distributions using a Gaussian
each data point:

f ~b!5
1

n (
i 51

n
e2(b2bi )

2/2s2

A2ps2
.

This convolution produces a smooth function when t
Gaussian widths is chosen appropriately. An approxima
representation of the probability distributionf (b) for the bar-
rier heightb is thereby obtained from then observed barrier
heightsbi in the database.

FIG. 3. Disconnectivity graph containing the lowest 850 minim
for the Stillinger-weber silicon system SW(x). Energies are ine per
atom.
5-7
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We will focus on the downhill~Sec. III A! barrier distri-
butions for brevity. For any pathway the uphill barrier
equal to the downhill barrier plus the energy difference
tween the higher- and the lower-lying minima. The uph
barrier distribution is therefore largely determined by the d
tribution of energy differences between minima. We also
pect relaxation towards equilibrium to be more depend
upon the downhill barrier distribution.

Uphill and downhill barrier distributions for the differen
databases are illustrated in Figs. 4–9. Table II summar
the maxima in the uphill and downhill barrier distribution
For the most extensively investigated binary Lennard-Jo
~BLJ! system it is apparent from Figs. 6–8 that there is
dramatic variation in the downhill barrier distributions w
have obtained for different searching methods or choice
starting configuration.

Figure 7 shows that a smaller number of searches f
each minimum tends to bias the distribution towards low
barriers. Databases BLJ1–3 were generated using SS1
eight searches from each minimum; databases BLJ4–10
the same energy range. The maxima in the downhill bar
distributions in Table II are similar for all the data sets, va
ing between about 0.0320.05eAA per supercell. The uphil
barrier distributions of samples BLJ1–10 are all quite sim
and cover the range 0220e per supercell. Note that we re
port barrier heights as energy differences per supercell, s
the relevant barriers should not scale extensively with sys
size. The estimated barrier of 5eAA obtained in another re
cent study86 is consistent with our results. The low barri

FIG. 4. Uphill ~top panel! and downhill~bottom panel! barrier
distributions for the unit density Lennard-Jones~ULJ! databases.
The Gaussian width used to construct the distribution was
50.05e and the barriers are ine per supercell. The negative-energ
tail is caused by the Gaussian smoothing procedure used to
struct the distribution function.
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processes that dominate our downhill barrier distributions
not seem to have been noticed before, however.85,86

It may seem surprising that the barrier distributions a
quite similar for all the BLJ samples~except BLJ1!, since

n-

FIG. 5. Uphill ~top panel! and downhill~bottom panel! barrier
distributions for the relaxed Lennard-Jones~RLJ! databases. The
Gaussian width used to construct the distribution wass50.05e and
the barriers are ine per supercell.

FIG. 6. Uphill ~top panel! and downhill~bottom panel! barrier
distributions for binary Lennard-Jones~BLJ! databases BLJ1–3
generated using the first sampling scheme SS1 described in
III B ~maximum of eight transition state searches per minimu!.
The Gaussian widths50.05eAA and the barriers are ineAA per
supercell.
5-8
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FIG. 7. Uphill ~top panel! and downhill~bottom panel! barrier
distributions for binary Lennard-Jones~BLJ! databases BLJ5–10
generated using the second sampling scheme SS2 described in
III B ~400 transition state searches per minimum!. Database BLJ1 is
included for comparison. The Gaussian widths50.05eAA and the
barriers are ineAA per supercell.

FIG. 8. Uphill ~top panel! and downhill~bottom panel! barrier
distributions for the binary Lennard-Jones~BLJ! databases
BLJ11–14 generated using sampling scheme SS2~Sec. III B! ~400
transition state searches per minimum! and starting minima derived
from an MD cooling run. The Gaussian widths50.05eAA and the
barriers are ineAA per supercell.
02420
Sastryet al.38 inferred that the barriers increase in magnitu
as the system explores lower energy regions of the PES
this system. However, it is probably the case that the ‘‘b
riers’’ observed by Sastryet al. correspond to the total acti
vation energy for multistep processes rather than to sin
rearrangements. Our results are supported by the wor
Kopsias and Theodorou, who found that the free energy b
rier heights for a 198-atom homogeneous Lennard-Jo
system96 were independent of the free energies of t
minima involved.

Both Fig. 9 and Table II show that all the uphill an
downhill barrier distributions for Stillinger-Weber~SW! sili-
con exhibit pronounced maxima at rather low energies
0.00220.02e per supercell or 0.00420.04 eV. This result
contrasts with the peak at around 2 eV found by Barke
and Mousseau,40,42although their distributions also have sig
nificant amplitude at low energy. They ascribed the low b
riers to the presence of ‘‘unstable’’ minima in their samp
although our results suggest that these low barriers are ra
ubiquitous, at least under constant volume conditions. I
possible that the approximations involved in finding tran
tion states by the original activation-relaxation techniq
~ART! produce a bias towards high-energy barriers. T
present results are converged to much higher precision, a
for smaller supercells, and may lead to a bias towards r
rangements with low-energy barriers. Malek and Moussea73

have subsequently employed a hybrid eigenvector-follow
technique that we would expect to produce essenti
equivalent results to ours if the PES is sampled in the sa
way.

The low-energy peaks that we have found in the bar
distributions for the SW silicon potentials do not appear

ec.

FIG. 9. Uphill ~top panel! and downhill~bottom panel! barrier
distributions for the Stillinger-Weber databases SW1–3 and for
modified Stillinger-Weber potential SW1.5~Sec. II B!. The Gauss-
ian width s50.005e and the barriers are ine per supercell.
5-9
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TABLE II. Mean values of the integrated path lengths^S& in s ~Sec. II!, separations of connected minim

^D& in s, and cooperativity indiceŝÑ& for all the databases studied. These quantities are defined in
IV C. Emax(up) andEmax(down) are the energies of the largest maxima in the distributions of uphill
downhill barriers, respectively, ine per supercell.

Database ^S& ^D& ^Ñ& Emax(up) Emax(down)

Binary Lennard-Jones, sampling scheme SS1
BLJ1 4.13 1.47 5.58 0.0992 0.0508
BLJ2 4.48 1.59 8.18 0.1463 0.0508
BLJ3 4.46 1.60 8.40 0.1466 0.0456

Binary Lennard-Jones, sampling scheme SS2, starting minima from BLJ1–3
BLJ4 5.99 1.88 4.71 5.3148 0.0340
BLJ5 5.79 1.84 4.51 5.1701 0.0388
BLJ6 6.14 1.91 6.68 0.5588 0.0548
BLJ7 6.50 1.96 6.80 0.6800 0.0328
BLJ8 5.77 1.82 5.17 4.6648 0.0450
BLJ9 6.72 2.01 7.86 0.2883 0.0302
BLJ10 6.96 2.13 9.88 0.7376 0.0499

Binary Lennard-Jones, sampling scheme SS2, starting minima from MD cooling runs
BLJ11 7.11 2.12 8.06 10.6110 0.0545
BLJ12 7.08 2.11 10.09 0.9995 0.0504
BLJ13 7.24 2.18 10.84 1.0845 0.0490
BLJ14 6.80 2.14 11.19 0.7874 0.0449

Unit density Lennard-Jones, sampling scheme SS2
ULJ1 3.91 1.57 2.74 0.1709 0.0614
ULJ2 5.92 2.02 3.50 1.5680 0.0480
ULJ3 12.30 3.54 36.53 1.5038 0.0521

Relaxed Lennard-Jones, sampling scheme SS2
RLJ1 13.25 3.57 22.96 6.9479 0.0490
RLJ2 9.11 3.05 45.85 2.5032 0.0440

Stillinger-Weber Si, sampling scheme SS2
SW1 2.43 0.95 8.18 0.0201 0.0041
SW2 2.26 0.90 16.68 0.0064 0.0032
SW3 2.54 0.94 17.25 0.0063 0.0024

Adjusted Stillinger-Weber Si potential, sampling scheme SS2
SW1.5 3.74 1.35 5.17 0.0137 0.0080
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manifest themselves in previous experimental and theore
studies,40,41,45,46and we will comment further on this obse
vation in Sec. IV B. When the three-body term is increas
by 50% in sample SW1.5, the downhill barrier distributio
retains the same form, although the principal peak is bro
ened and the maximum is shifted to higher energy. The
hill barrier distribution is significantly affected, with the am
plitude decaying steadily up to an energy of about 2.e
(5 eV).

Table II shows that databases SW1 and BLJ11 h
anomalously high peaks in their uphill barrier distribution
the relatively flat distribution for BLJ11 accentuates this
fect. The lowest minimum in sample SW1 lies only 0.0017e
02420
al

d

d-
p-

e
;
-

lower than the starting minimum, while for BLJ11 the di
ference is only 0.012eAA ~Table I!, suggesting that thes
minima may lie in regions where there are few pathwa
with low-energy barriers that allow relaxation to minima
lower energy. This situation would arise if the minima are
the bottom of deep funnels8 or the ‘‘megabasins’’ proposed
by Stillinger.15 In Stillinger’s picture such features are e
pected to exist for the binary Lennard-Jones system, whic
reasonably ‘‘fragile,’’ but not for silicon, which is ‘‘strong.’’
The maxima in the uphill barrier distributions at anom
lously high energies suggest that the regions of configura
space in question are effective kinetic traps.

In fact, the way that databases BLJ11 and SW1 were g
5-10
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erated probably explains the above observations. Data
BLJ11 was started from the final configuration generated
an MD cooling run, as the temperature of the system
proached zero. The starting configuration for SW1 is
lowest in energy from the intermediate SS3 database~see
Appendix B!, but has no atoms in a crystalline environme
Hence it would not be surprising if both starting configur
tions lie at the bottom of a funnel or a monotonic seque
basin.8,97,98

It is also noteworthy that database RLJ2~for relaxed
Lennard-Jones! contains a minimum of lower energy tha
any in RLJ1, despite being started at higher energy. Clo
examination of the rearrangements in database RLJ2
vealed several highly asymmetric processes, with uphill b
riers of order 100e and downhill barriers of order 1e. The
downhill processes lead to a large increase in the crystalli
order parameterQ6 from around 0.1 to 0.4. This result re
veals the presence of rapid crystallization from some regi
of the PES, as seen in the disconnectivity graphs show
Sec. III D.

The general trend of all the uphill barrier distribution
especially for RLJ1 and RLJ2, is that the barrier distributio
corresponding to stationary points higher up the PES ten
be peaked at lower energy. This result, combined with
similar downhill barrier distributions, suggests that all
these glass formers have regions of their PES that ac
effective kinetic traps, as expected.

Two previous studies80,99have reported correlated motio
of atoms in successive rearrangements for BLJ systems
we have not investigated this phenomenon in the pre
work. The results for ULJ are discussed in the followi
section.

B. Nondiffusive and diffusive rearrangements

The largest peaks in the overall barrier distributions t
we have obtained are all at rather low energy. In particu
the results for Stillinger-Weber silicon contrast wi
Barkema and Mousseau’s distributions fora-Si,40,42,44which
tend to peak at around 2 eV. Experimental evidence sugg
that there is a lower bound for the barrier to relaxation
a-Si of 0.23 eV.45 In fact, all our samples include man
rearrangements with much larger barriers than the pea
the distribution, and we now analyze these results in m
detail.

There is a slight ‘‘double-hump’’ form to the barrier dis
tributions for the unit and relaxed homogeneous Lenna
Jones systems~ULJ and RLJ, Figs. 4 and 5!, with a principal
maximum at an energy of about 0.1e per supercell and a
subsidiary maximum or shoulder around an energy of 1e
per supercell. The latter feature is particularly pronounc
for the ULJ2 database. Although these features are not o
ous, they prompted us to investigate the nature of the r
rangements contributing to different parts of the distributio
in more detail. Examining animations of the rearrangem
pathways revealed that the two maxima correspond to dif
ent processes. We describe the mechanisms correspond
the principal maximum as ‘‘nondiffusive:’’ although atom
move, there is essentially no change in the nearest-neig
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coordination. These mechanisms are similar to the ‘‘ca
rattling’’ processes observed in a system of hard sphere
Doliwa and Heuer,100 who suggested that they correspond
the ‘‘fast’’ b process observed in the region ofTc , the criti-
cal temperature of mode-coupling theory. These authors s
gested thata processes correspond to mechanisms in wh
particles leave their cages. The rearrangements that we
sify as nondiffusive are not strictly the same as cage rattli
because they do not correspond to vibration about a sin
potential minimum; instead they result from distinct minim
separated by small barriers. Mechanisms correspondin
readjustments of ‘‘tight’’ cages—with radii similar to th
mean nearest-neighbor distance—are unlikely to contrib
significantly to diffusion or other transport processes,
there is no real change in the coordination of the atoms. T
is why we refer to them as ‘‘nondiffusive.’’

All the rearrangements we have visualized indicate t
mechanisms with barriers in the region of the second ma
mum or shoulder for RLJ and ULJ correspond to the mo
ment of atoms between adjacent coordination shells,
these mechanisms are clearly ‘‘diffusive.’’ Intuitively thi
result makes sense, as the activation energy is of the ord
e per supercell, the pair well depth of the Lennard-Jon
model. An example of a rearrangement similar to vacan
creation in crystalline solids101,102 is illustrated in Fig. 10.
Free volume in minimum 1 is changed into a vacancy
minimum 2. These rearrangements will contribute to diff
sion much more than the nondiffusive processes, as
nearest-neighbor contacts change, although they entail hi
activation energies.

The tails of the barrier distributions of the homogeneo
Lennard-Jones systems ULJ and RLJ contain more ex
rearrangements, such as the one illustrated in Fig. 11
which a pair of atoms exchange positions in a reasona
crystalline local environment. This degenera
rearrangement95 ~between permutational isomers! has a bar-
rier of 18.7e ~per supercell!. A significant degree of bond
stretching in the transition state is visible, while in oth
parts of the supercell, not shown in this figure, there m
exist a corresponding degree of compression, resulting
high barrier.

Nondiffusive rearrangements can be quite successf
separated from diffusive processes by counting the num
of atoms whose positions at the end points of the rearran
ment differ by a threshold value. The separation works
each mechanism that we have visualized, and the two di
butions are also separated in terms of energy, as we w
expect. This observation is true even for the BLJ and S
samples where there is no clear subsidiary feature in
barrier distribution. We classify nondiffusive rearrangeme
as those in which no atoms move by more than the thresh
distance, and all other rearrangements are then assumed
diffusive. A suitable threshold distance corresponds to ab
half the equilibrium pair separation, depending on the pot
tial. Obviously, there are many rearrangements whose c
sification is sensitive to the precise value of the thresh
distance, and in reality there exists a continuum between
‘‘diffusive’’ and ‘‘nondiffusive’’ limits.
5-11
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FIG. 10. Rearrangement illustrating a change in coordination of the highlighted atom and vacancy creation in unit density Lenna
~ULJ!. The downhill barrier is 1.55e and the uphill barrier is 6.07e per supercell. The distance between the two minima isD51.01s and

the cooperativity index isÑ51.13. These quantities are defined in Sec. IV C.
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For illustration, the uphill and downhill barrier distribu
tions for diffusive and nondiffusive processes for datab
SW3 using a threshold distance of 0.8s are shown in Fig.
12. The corresponding distributions obtained for other da
bases are similar and are omitted for brevity. Although
distributions overlap, they peak at significantly different e
ergies, suggesting that the ‘‘threshold distance’’ criterion
meaningful. Furthermore, the diffusive downhill barrier d
tribution peaks at around 0.5e, corresponding to abou
1 eV, in reasonable agreement with experiment.45,46 All the
rearrangements described by Barkema and Moussea40,42

would be classified as diffusive in this scheme, because
lead to a change in coordination.

We suggest that the PES fora-Si contains many relatively
deep funnels, in which the intrafunnel processes are non
fusive and fast, while the interfunnel processes are diffus
and slow. Structural relaxation takes place via interfun
02420
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motion, with interfunnel barriers corresponding to those o
served experimentally for transport properties45,46 and found
theoretically by Barkema and Mousseau.40,42,44The Arrhen-
ius temperature dependence of relaxation processes in s
liquids such asa-Si suggests that the barrier distribution f
diffusiveprocesses is similar throughout the PES, which
not inconsistent with our results. However, the present m
tifunnel picture is different from the ‘‘uniformly rough’’
view of strong glass formers.15

The tetrahedrally coordinated open network structure
a-Si also enables nondiffusive processes to be describe
relative motion of tetrahedra, whereas in diffusive process
the coordination of tetrahedra changes. Hence there is p
ably a connection to the high- and low-frequency modes
served by Elliott and Taraskin.21

Separation of nondiffusive and diffusive rearrangeme
is also possible for the BLJ databases, although it is no
clear. The threshold distance criterion is also applicable.
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FIG. 11. Degenerate rearrangement~Ref. 95! illustrating the exchange of two atoms~shaded black and white! in unit density Lennard-
Jone~ULJ!. The configurations involved in this rearrangement are reasonably crystalline. The barriers are both 18.70e per supercell, the

distance between the two minima isD51.54s, and the cooperativity index isÑ52.0. These quantities are defined in Sec. IV C.
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C. Path lengths, distances, and cooperativity indices

Features of the PES can be further characterized by
integrated path lengthS and the distance in configuratio
spaceD between two connected minima. The integrated p
lengthS is estimated as a sum over stepsm from the approxi-
mate steepest-descent paths:

FIG. 12. Uphill and downhill barrier distributions for th
Stillinger-Weber silicon database SW3, with diffusive~Diff ! and
nondiffusive~ND! rearrangements separated using a threshold
tance of 0.8s. The Gaussian widths50.005e and the barriers are
in e per supercell.
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S'(
m

uX~m11!2X~m!u, ~7!

whereX(m) is the 3N-dimensional vector of coordinates a
stepm. D is simply the modulus of the 3N-dimensional vec-
tor separating the two minima in configuration space.

A measure of the localization of rearrangementi is given
by the cooperativity indexÑi ,103,104defined as

Ñi5

S (
a

N

ura~s!2ra~ t !u2D 2

(
a

N

ura~s!2ra~ t !u4
. ~8!

ra denotes the position vector of atoma, ands andt are the
initial and final configurations in rearrangement pathwayi,
respectively. There seems to be little variation ofS, D, andÑ
between the binary Lennard-Jones~BLJ! databases, excep
that databases BLJ1–3, generated by less extensive
searches, have slightly lower average path lengths, but in
unit density homogeneous system~ULJ! there is a striking
increase in all three indices with increasing energy of
minima in the database, i.e., from ULJ1 to ULJ3, probab

s-
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owing to the increasing disorder of the samples. This re
suggests that rearrangements with large path lengths,
tances and cooperativity indices become more accessib
the sample becomes more disordered. We also note tha
tabases ULJ1 and ULJ2 contain minima with significa
crystallinity, so it is perhaps surprising that they do not sta
out more. The only other significant trend that we have d
cerned is that increasing the three-body term in Stilling
Weber silicon by 50% appears to increase the distances
path lengths between minima and decreases the coopera
of the rearrangements.

Using a 1000-atom supercell Barkema and Moussea41

characterized rearrangements in amorphous silicon as hi
cooperative, with typically about 50 atoms moving mo
than 0.1 Å. This number is larger but of a similar order toÑ
for representative rearrangements found in the present w
for the same system using a smaller supercell.

D. Vibrational densities of states, the ‘‘boson peak,’’
and two-level systems

The geometric mean of the frequencies of the norm
modesn̄5) i 51

3N23(n i)
1/3N23 is of interest, as it directly af-

fects the rate of crossing of potential energy barriers:105–108

the higher the geometric mean frequency, the faster pote
barriers are crossed. Of course,n̄ also affects the thermody
namics. The dependence ofn̄ on the energy of the minimum
is illustrated in Fig. 13 for all four systems studied. The B
samples exhibit a marked increase inn̄ with energy, in agree-
ment with Sastry,109 while the Stillinger-Weber system
show the opposite trend. The behavior of the homogene
Lennard-Jones systems ULJ and RLJ is intermediate: a s
increase inn̄ is visible at higher energies.

The behavior of vibrational frequencies and the degree
anharmonicity,7,110–112plays an important role in recent in
terpretation of strong/fragile behavior.109,113Sastry suggests
that the fragile character of the BLJ system arises from
decrease of vibrational frequencies with the energy of
local minima. Hence, as the system relaxes to lower mini
the lower frequencies provide an additional reason for bar
crossing rates and transport processes to slow down.109 Al-
ternatively, Wales and Doye interpret the increasing free
ergy barrier to diffusion observed for fragile systems
lower temperature in terms of occupation of deeper kine
traps lower down the PES.113 Here, higher frequencies, rela
tive to the energy scale defined by the interatomic poten
assist relaxation so that the system samples the increa
free energy barriers associated with deeper traps. Since
exhibits larger reduced frequencies than SW silicon and
opposite trend for the variation ofn̄ with energy, these two
views of how fragility might arise are not incompatibl
However, some caution is needed in the interpretation
these results, as the behavior ofn̄ may be different for con-
stant pressure calculations.

Within the harmonic approximation, the eigenvalues
the mass-weighted Hessian yield the normal-mode frequ
cies, and the components of the corresponding eigenvec
are proportional to the atomic displacements. We will foc
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on the eigenvalues and eigenvectors of the lowest-freque
modes, as these may be involved in the boson peak.114,115

The vibrational densities of states~VDOS! divided by the
square of the angular frequencyg(v)/v2 are presented in
Fig. 14 for databases of both nearly crystalline and am
phous ULJ and SW samples@databases ULJ(x), SW(x),
ULJ3, and SW3, respectively#. The crystalline database
were generated using SS3~Sec. III B!. The Debye approxi-
mation treats the vibrations as sinusoidal waves in an ela
continuum, predicting that theg(v);v2 up to a cutoff fre-
quencynD . For SW silicon, the reduced unit of frequenc
corresponds to 13.0 THz, and for the Lennard-Jones syst
it corresponds to 0.47 THz~using parameters appropriate fo
argon!.

A popular measure of the localization of vibrational mo
j is the participation ratiopj that is essentiallyN21 times the
inverse of the moment ratio of the atomic displacements
expressed in Eq.~8!.20–23,116The atomic displacements fo
the normal modes are obtained from the eigenvectors of
Hessian matrix.pj varies from 1 for a completely delocalise
mode, in which all atoms move the same distance, to 1/N for
a mode in which only one atom moves.pj52/3 for a sinu-
soidal standing wave. Several authors have found modes
are combinations of delocalized and localiz
components.21–23 These contributions may have a low valu
of pj , despite their partially delocalized nature, if the atom
displacements of the localized components are large.

Finite-size effects are immediately obvious for the cry
tals: distinct peaks are visible, and there appears to b
cutoff frequency at the low-frequency end of the band. Th
phenomena are due to the finite box length restricting
possible phonon wavelengths.

The VDOS and variation of participation ratios for th
amorphous databases agree well with previous work23,117

~see Fig. 15!. The effect of disorder on the modes is visib
as an increase ing(v)/v2 in the low-frequency region. The
participation ratios for the low-frequency modes suggest s
nificant localization. We examined plots of the Cartesi
components of the normal-mode displacement vec
against the projection of their positions, as used in Refs.
and 23, but the supercells considered in the present w
contain too few atoms for a distinct sinusoidal componen
be visible. However, localized random components
present.

If two-level systems~TLS! and the boson peak are pro
duced by the same soft, anharmonic modes, one would
pect it to be possible to verify this connection using eige
vector following.62–68A good candidate for a TLS was foun
in database SW2, although such features are apparently
perimentally absent in annealeda-Si.34 We investigated fur-
ther using eigenvector-following transition state searc
from one of the corresponding minima. Some adjustmen
the parameters in the transition state search was require
the PES is very flat: small step lengths (0.005s) and push-
offs (0.001s) were needed to prevent the optimization fro
overshooting. Minimization was carried out using the Pa
and McIver steepest-descent method, with analytic first
second derivatives,118 to ensure that the correct minima we
found. A number of new pathways were found, all with lo
5-14
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FIG. 13. Scatter plot of geometric mea
normal-mode frequencyv̄52pn̄ in reduced
units against the energy per atom of the cor
sponding minimum ine (eAA for BLJ!. Samples
ULJ1, ULJ2, and RLJ1 contain numerous minim
with significant crystalline character, which co
respond to the features at lower energy in t
ULJ and RLJ panels.
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THOMAS F. MIDDLETON AND DAVID J. WALES PHYSICAL REVIEW B 64 024205
FIG. 14. Normalized vibrational densities of states~VDOS! di-
vided by frequency squared@g(v)/v2, in units of (ms2/e)3/2# as a
function of v ~in units of Ae/ms2) for databases SW3~top! and
ULJ3 ~bottom! ~dotted lines! compared with those for crystallin
databases of minima~solid lines!.

FIG. 15. Plot of participation ratiop against frequency~in units
of Ae/ms2) for databases SW3~top panel! and ULJ3 ~bottom
panel!. p is defined in Sec. IV D.
02420
barriers~Table III!. Of particular interest is the pathway wit
an uphill barrier corresponding to 5.28 K~per supercell! and
a downhill barrier of 5.14 K per supercell, as it has an asy
metry of 0.14 K per supercell. Such results provide so
evidence to support Angell’s hypothesis that the lo
frequency modes and two-level systems are related.

V. CONCLUSIONS

The classification of rearrangements as diffusive or n
diffusive reveals a significant difference between t
‘‘strong’’ system ~SW silicon! and the ‘‘fragile’’ systems
~Lennard-Jones!. For all the pathways that we have visua
ized, diffusive and nondiffusive processes can be separ
by determining whether any atoms move more than a thre
old distance between the connected minima. In reality th
must be a continuum of mechanisms between the ‘‘dif
sive’’ and ‘‘nondiffusive’’ limits, and the distance criterion
is simply a means to gain further insight into properties
the potential energy surface.

In the LJ systems the diffusive rearrangements gener
have barriers about one order of magnitude greater than
nondiffusive, while for SW silicon the barriers correspon
ing to the two types of rearrangement differ by about th
orders of magnitude. This observation, if it can be gene
ized, leads us to suggest a deeper multifunnel characte
the energy landscapes of strong glass formers, in contra
the ‘‘uniformly rough’’ picture.15 However, if we coarse
grain by averaging over the fast processes that do not c
tribute to diffusion then the ‘‘uniformly rough’’ view may be
recovered. In this picture the nondiffusive processes
strong glass formers will be fast, while thea processes may
not be seen in dielectric relaxation experiments because
are frozen out. The effective barriers to transport dynam
such as diffusion are those for the interfunnela processes,
that correspond to a number of elementary rearrangeme
in accord with Stillinger’s suggestion.15 Experiment suggests
that these effective barriers do not vary significantly throug
out the PES, in agreement with our results, as relaxa
processes tend to have Arrhenius temperature dependen
‘‘strong’’ liquids. In the model fragile liquids considered i
the present work, the distinction between diffusive and n
diffusive processes is much less pronounced than in
strong systems. The energy landscape may therefore
shallower funnels, and this feature may contribute to n
Arrhenius behavior and stretched exponential relaxation.

In fact, none of our barrier height distributions sho
much variation with the average energy of the local minim
involved, a result that highlights the importance of the act
connectivity of the PES for dynamics. The ubiquitous pre
ence of low barrier ‘‘nondiffusive’’ rearrangements also im
plies that the system is not trapped in a single local minim
below the glass transition temperature. Hence, the confi
rational entropy does not vanish atTg ; instead we would
expect the freezing out of diffusive rearrangements on
experimental time scale to limit the accessible minima to o
of the subsets that are connected by only ‘‘nondiffusiv
mechanisms. This picture has been incorporated in our re
energy landscape model of glasses.113
5-16
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TABLE III. Characteristics of five rearrangements from sample SW2 where the minima are po
candidates for two-level systems~TLS!. We tabulate the energy of the transition state, the downhill bar
the difference in energyDE in e and K, the path lengthS, and the distanceD between the pairs of minima
~see Sec. IV C!.

Energy per atom Downhill barrier/1026 e DE/1026e DE/K S D

21.8785 139.245 1.824 0.045 0.114 0.107
21.8806 204.286 5.4884 0.138 0.128 0.124
21.8800 5.333 7.9904 0.201 0.057 0.057
21.8797 18.713 20.9291 0.527 0.064 0.063
21.8833 0.120 43.0708 1.083 0.055 0.054
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The trends that we have observed for the normal-mod
frequencies are also in line with recent interpretation o
strong/fragile behavior.109,113 The decreasing frequencies
found for lower-energy minima in BLJ will slow down bar-
rier crossing as temperature decreases109 and may therefore
contribute to fragile behavior. It is noteworthy that the fre-
quencies found in the SW silicon samples exhibit the oppo
site behavior. The reduced frequencies of all the Lennar
Jones systems are also significantly larger than for SW
silicon. This observation fits with the suggestion that highe
frequencies enable the system to occupy deeper kinetic tra
on a given time scale, and hence access increasing free
ergy barriers and exhibit more fragile behavior.113 Higher
frequencies are also associated with a larger number of loc
minima,8,113 which is consistent with the thermodynamic
properties exhibited by fragile glass formers.113 The unit
density~negative pressure! and relaxed~zero pressure for the
crystal! Lennard-Jones systems also enable us to interpret t
effect of pressure on fragility. As expected, the relaxe
Lennard-Jones system exhibits significantly higher frequen
cies. Increasing the pressure should reduce the number
local minima on the PES.9,10 However, the higher frequen-
cies would enable the system to reach deeper regions of t
PES and sample larger free energy barriers. Experimen
results for silica show that this archetypal strong system e
hibits dynamical fragility at high pressure,7 in agreement
with the above theory. However, the same theory would pre
dict that systems under pressure will exhibit a smaller hea
capacity difference between liquid and glass, and migh
therefore appear thermodynamically stronger.

The minima that we have found exhibit the increased low
frequency VDOS expected for disordered systems, and w
have characterized several candidate two-level systems
SW silicon. The eigenvector-following approach should b
able to clarify the relationship of soft vibrational modes to
low-lying transition states. The preliminary results presente
here suggest that the softest normal modes of minima
candidate two-level systems may well be connected to low
energy transition states. Disconnectivity graphs for the low
energy regions of two databases containing minima dom
nated by crystalline order reveal a ‘‘palm-tree’’ structure
indicating that crystallization can proceed rapidly once
critical nucleus has formed.
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APPENDIX A: FURTHER DETAILS
OF TRANSITION STATE SEARCHES

A new strategy was adopted to locate as many differe
transition states as possible for a given minimum and a fix
number of searches. A random search direction is chosen
in the ART approach.40–44,73Instead of displacing the system
in steps until a negative curvature is first encountered
assume that the motion will be limited by the first collision
Using standard code for the simulation of hard-sphe
dynamics,119 and interpreting a 3N-dimensional vector of
uniform random numbers as components of the velocity v
tor, we calculate the time of the first hard-sphere collisiont.
The hard-sphere radius is set equal to half the equilibriu
pair separation for the potential in question (21/6sAA was
used for BLJ!. We considered the effect of starting the EF
BFGS hybrid eigenvector-following approach from the co
figuration advanced to a time of eithert/2 or t and found that
using the full collision time was most effective in each tes
If there were no interatomic potential then we could follow
‘‘colliding’’ pair of atoms further in time to the point where
their separation is again equal to the equilibrium pair sep
ration t8. We also considered transition state searches st
ing from the configuration obtained at time~t1t8!/2, with
the distance between the two colliding atoms renormalized
the equilibrium pair separation.

The results for 3000 searches started from clusters of
38, and 55 atoms bound by the Lennard-Jones potential
shown in Table IV and compared with the statistics report
by Malek and Mousseau73 for the same minima. The tota
number of transition states and the number directly co
nected to the starting minimum always increases in the sa
order. However, the number of unconnected transition sta
and minima, which cannot reach the starting minimum v
any sequence of rearrangements within the set genera
also increases. Only globally connected databases of min
can be used to construct disconnectivity graphs~Sec. III D!
5-17
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TABLE IV. Results of 3000 transition state searches for the three Lennard-Jones clusters studie
the ART approach in Ref. 73. Statistics were obtained for starting points corresponding to displacem
half and the full hard-sphere first collision timet, as well as for the adjusted configuration at timet
1t8)/2, as described in Appendix A. In each case we report the total number of different transition stat
new minima obtained, i.e., permutational isomers are not counted. For the transition states the first nu
brackets is the number that is directly connected to the starting minimum in question, and the second
is the number that is not connected to the starting minimum by any series of rearrangements within th
stationary points obtained. For the minima the number in brackets is the number that is not connecte
starting minimum by any series of rearrangements within the set of stationary points. For example, ust/2
for LJ13 we see that 130 transition states and 65 new minima were found. 60 of the new minima are d
connected to the original minimum, and therefore five are not. However, the latter five minima can rea
starting minimum via transition states and minima within the connected set.

Cluster ART~Ref. 73! t/2 t (t1t8)/2

LJ13 transition states 72 130~60,0! 160 ~65,0! 606 ~113,9!
new minima 44 65~0! 82 ~0! 238 ~14!

LJ38 transition states 109 162~86,22! 179 ~95,9! 1694 ~256,741!
new minima 73 168~40! 175 ~18! 2188 ~1376!

LJ55 transition states 151 217~152,9! 316 ~201,24! 1166 ~398,251!
new minima 89 183~17! 271 ~47! 1094 ~489!
r
e
o

co

a
nt
e

t f

nd
-
ot
e

c
tin
in

ta
.
te
ve

ing
ere
col-
then

he
en-

rting
ith
sing
of
ases
om
ta-

not
ach
he
ap-
ne,
ity

-
rt-
ing
or for master-equation dynamics simulations, and we the
fore discarded all the unconnected stationary points that w
generated. For all the databases reported in the present w
except SW3, we started transition state searches from
figurations corresponding to the first collision timet. From
Table IV it might appear that the adjusted configuration
time ~t1t8!/2 would be more efficient, but for the prese
bulk systems this larger initial perturbation led to an und
sirable number of disconnected transition states, excep
sample SW3.

APPENDIX B: STARTING MINIMA FOR SW, ULJ,
AND RLJ

To generate starting minima for the Stillinger-Weber a
the unit density~ULJ! and relaxed~RLJ! Lennard-Jones sys
tems we first conducted standard MD runs of increasing t
energy starting from the appropriate crystal. Quenches w
performed at regular intervals to determine when the~super-
heated! system first escaped from the crystal. The quen
minima following escape were each used as the star
points for exploration of the PES using the SS3 sampl
scheme~Sec. III B!. We found that initial minima containing
even small regions of crystallinity collapsed to the crys
after a few hundred minima~or less! had been sampled
However, eventually a starting minimum was always loca
where the crystal was not found in the SS3 procedure e
es
e,
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after sampling several thousand minima. The start
minima used in the generation of the final databases w
chosen from these intermediate databases that did not
lapse to the crystal. The intermediate databases were
discarded.

Databases SW1–3 were generated using SS2~Sec. III B!
starting from minima at the bottom, middle, and top of t
intermediate SS3 database, respectively, in terms of their
ergy. Database SW1.5 was generated using SS2 sta
from the same minimum as for SW1, but reoptimized w
the new potential. Databases ULJ1–3 were generated u
SS2 starting from minima at the bottom, middle, and top
the intermediate SS3 databases, as for SW1–3. Datab
RLJ1 and RLJ2 were generated using SS2 starting fr
minima at the bottom and top of the intermediate SS3 da
base.

Although the intermediate SS3 database for ULJ did
collapse to the crystal, it nevertheless managed to re
minima containing significant crystalline character. T
starting configurations for the ULJ1 and ULJ2 databases
pear to be by inspection about 80% and 50% crystalli
respectively, although the average value of the crystallin
order parameterQ6 is similar. However, their barrier distri
butions are not very different from ULJ3. All the other sta
ing minima and the corresponding databases, includ
ULJ3, have no discernible crystalline character.
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