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Dynamics and thermodynamics of supercooled liquids and glasses from a model energy landscape
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The dynamics and thermodynamics of a model potential-energy surface are analyzed with regard to super-
cooling and glass formation. Relaxation is assumed to be mediated by pathways that connect groups of local
minima. The dynamics between these groups is treated via transition state theory using appropriate densities of
states consistent with the thermodynamics of the model, with a general expression for the free energy barrier.
Nonergodicity is admitted by successive disconnection of regions that no longer contribute to the partition
function as a function of the observation time scale. The model exhibits properties typical of supercooled
liquids and glasses spanning the whole range of “fragile” and “strong” behavior. Non-Arrhenius dynamics,
characteristic of “fragile” glass formers, are observed when the barriers to relaxation increase as the potential
energy decreases, but only if the observation time scale is long enough. For a fixed observation time, fragility
generally increases as the free energy barriers decrease and vibrational frequencies increase. We associate
higher vibrational frequencies with systems that have more local minima, and hence when the model exhibits
dynamic fragility we usually see a large change in the heat capacity at the glass transition. However, in some
regions of parameter space the expected correlations between dynamics and thermodynamics are not present.
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[. INTRODUCTION they associated the relaxation peak with slower rearrange-
ment mechanisms of some s&tt.

Within the Born-Oppenheimer approximation, the struc- Adam and Gibb$/ building upon the model of Gibbs and
ture, dynamics, and thermodynamics of any given system a[@iMal’ZiO,48 made a heuristic connection between dynamics
determined by the underlying potential-energy surfdes and thermodynamics by assuming that relaxation occurs via
or potential energy “landscape.” However, if the tempera-‘Cooperatively rearranging regions” whose size increases
ture is not too low the hydrodynamically based mode-Wwith decregsing te_mperature. However, modifications are
coupling theory3 (MCT) can provide a satisfactory account Needed to fit experimental dataand recent results for me-
of the relaxation behavior in many glass formers. Here wdallic glass formers suggest that two distinct sorts of mecha-
focus upon the “activated” regime, where potential and freeNisms contribute to transport procesSe€n the other hand,
energy barriers Significant Compared kd must be over- several recent simulation studies Support the Original
come. The present PES-based approach should work fé@rmulation®°°Xia and Wolynes have recently exploited
higher temperatures too, until the system ceases to sperige near universality of the Lindemann ratio to provide an
sufficient time in each minimum to establish equilibrium alternative connection based upon density functional
properties' theory®® In the present study we solve a model that is based

The most important features of the PES are stationar@n general properties of global potential-energy surfaces
points where the force vanishes. In particular, a local mini-Without reference to the details of the potential or to the
mum (or “inherent structure’®) is a stationary point with no particular relaxation mechanisms. This model, which at-
negative force Constan(maginary normal mode frequen_ temptS to reconcile nonergOdIC dynam|CS and thermodynam'
cies whilst a true transition state has precisely one. ThdCs in a consistent framework, is described in Sec. Il. Some
number of stationary points probably grows exponemia"ycharacteristic properties of the model are discussed in Sec.
with the size of the systefir® Nevertheless, over the last !ll, and numerical results are presented in Sec. IV. Conclu-
decade significant progress has been made in characterizigipns follow in Sec. V.
the global PES's of increasingly complex systeins®
Some of the ideas have developed in parallel for finite sys- II. THE MODEL
tems, glasses and proteins, and it is from the latter biological '
viewpoint that the concept of a free-energy folding funnel The present model is in some ways an extension of our
originates:>%>-%° Studies of modefree energy landscapes previous analysis that focused on relaxation to the global
for proteind®~*4 complement the present analysis of global potential-energy minimurf® Here we distinguish between
potentialenergy surfaces. rearrangements that facilitate further relaxation to lower

Goldstein made an important contribution when he pro-{otential-energy regions of the PES from rearrangements
posed a connection between the properties of glasses and tvithin given sets of local minima that span a limited range of
PES? He distinguished two time scales: rapid vibrations potential energy.
about local minima and less frequent jumps over significant Master equation dynamics based on a biased random
energy barriers. Johari and Goldstein subsequently observedalk®® have previously reproduced the multiexponential re-
two different characteristic relaxation times in dielectric losslaxation observed for the binding kinetics of carbon monox-
spectra, naming the slower omeand the other ong, and  ide to heme protein® Brawer’s kinetic model views diffu-
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sion as the cooperative motion of a number of atoms via J
high-energy transition stat@§,but the results assume that

these “transition states” are equally accessible from any 55 -
higher density structure. In the present model no assumption:

are required about the nature of the rearrangements since w
focus on the role of a given PES. However, the division of
the system into regions corresponding to subsets of atoms i
common to a number of earlier theorf€s2-%°and more
recently to the frustration-limited domain modal.

Dyre recast Brawer's model as an energy master
equatior®® However, this formulation does not appear to ad-
mit the connectivity of the PES: at least one further order 3
parameter is needed to distinguish states of the same energ
that belong to different regions, otherwise there can be no
barrier between them. This minimal two-order parameter
picture, using energy and regions, is different, but probably
not incompatible, with that of Tanaka, who has suggested
that competition between density ordering and bond ordering 55 -
can provide a universal description of the glass
transition®>%4

Bassler's explanation for non-Arrhenius dynamigsin
terms of a decreasing mean energy that leads to an increasir
mean activation energy with temperature, captures the sam
basic physics as the present model. A more elaborate energ
master equation study, based upon structural changes on di
ferent energy scales, was used to distinguish strong and frag-
ile glass formerS? but again assumes global connectivity. It Fig. 1. A schematic depiction of the model potential-energy
is this feature of the model that probably leads to some of th@urface forN=5. The distribution of minima in each region is
undesirable behavior noted by DyteDiezemann and co- represented by a set of horizontal lines, and the uphill and downhill
workers have considered a locally connected version of thearriers are marked between regions 3 and 4.
modef®"®where transitions are only allowed between states
that are sufficiently close in energy; however, there is again N+1
no concept of connectivity in configuration spdédnalyti-  Z(T,7)=Z(T)O[f(T)—1/7]+ >, Z(T)O[f,(T)—1/7],
cal solutions exist for globally connected master a=1
equations$®’2 but unfortunately disappear when nontrivial @)

connectivity is introduced. , , where © is the Heaviside step function arfg(T) is the

An illustration of the model PES considered in the present,opapiity flux out of regiora at temperaturd. In fact, f, is
work is shown in Fig. 1. The lowest energy region corre-554 5 function ofr because the flux depends upon which
sponds_to the crystal_and also contams_lqcal minima Wlﬂ}egions are connected. For eaEland 7 the nonergodic par-
predominantly crystalline order. These minima span the engtion function, (T, ), is calculated iteratively by removing
ergy rangek, = 5/N per atom, so the region has depth 2 §isconnected regions and recalculating the fluxes until self-
The remaining minima, which contribute to the liquid or cqnsjstency is achieved. Thermodynamic properties are then
glass configuration space, are divided iNe 1 sets, accord-  gpained on the assumption of equilibrium between the re-

ing to their potential energy. Satcontains the minima with maining connected regions with renormalized occupation
energies in the rangg, * 6, whereE,= —NéJ+2(a—1)4, probabilities

anda=1,2,..N+1. The energy difference between adjacent

potential energy

S5Ey

sets is therefore & independent oN. A discrete number of Po(T,7)=Z(T)IZ(T,7). )
regions rather than a continuous distribution is used to obtain
a more convenient formulation of the global dynamics. The necessity to include such ergodicity breaking in both

Often, it is useful to be able to look at the thermodynamicstructural and spin glassés’®is well known/”"® and the
properties of certain selected regions of configuration spacenportance of the observation time scale has been discussed
by restricting the integral in the partition function. In the by Palmef! and Ma’®
current model we formulate a nonergodic canonical partition The formulation leading to the partition function in equa-
function, Z(T, ), which depends on the time scale of obser-tion (1) is an example of a restricted ensemBiand is best
vation, 7. Z(T, 7) is the sum of the partition functions for the regarded as a postulate. In Palmer’s nomencl&ture re-
crystalline (x) and noncrystallingnx) regions, weighted by gions are the smallest “components” considered in the
step functions to exclude those regions that are disconnectguesent model, since we do not treat the individual local
on the given time scale: minima explicitly but subsume their contribution into the
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regional partition functionZ,(T) (Sec. Il A). Properties of erties of these regions are very similar, and so there is no
the model are calculated using the restricted partition funcheed to average the calculated properties over different runs.
tion Z(T, ), which should correspond to an individual ex-
perimental measurement. The approprida(d, ) is deter- A. Thermodynamics
mined using a stochastic dynamical approé&shc. 11 B.

It is important to note that the present “regions” of con-
figuration space do not involve a restriction of the coordi-

We must now specify the regional partition functidy.
We consider a constant-volume supercell that is periodically

nates to a subset of atoms. The model therefore makes rggpeated to produce the bulk material. The numerical results
assumptions about the existence of “cooperative rearrangdresented in Sec. IV are all faN=400, which is large

ments” in subclusters, for example. The issue of how the€NoUgh to produce a shafiput not quite discontinuoysirst-

given PES arises from the detailed interatomic potential haSfder phase transition a, when crystallization actually oc-

been separated from the question of how the PES determin&4rs- It should always be possible to describe the system in
the thermodynamic and dynamical properties. this way so long as there are no diverging correlations. The

For a givenr we start from a high temperatuf, ., and results forN=400 are almost converged to the—oo limit

calculate the required thermodynamic and dynamic properithin the present model. o
ties at progressively lower temperature,,—oT, T For each region the partition function is taken to be
—26T, etc.Z(T, 7) is computed iteratively at each point, with
the proviso that regions above the highest-energy-connected )
region at the previous temperature cannot be reconnected.za(T):Za Z/°(Tye BT ()
This rule expresses our intuition that probability density -
should not be able to climb back up the PES to regions that
were frozen out at a higher temperature. . e

Freezing to a particular region occurs either when less ~Z"(T)e (Fa 5)/”2:& exp{—[Ei— (Eq— 6)J/KT}
than two regions remain kinetically connected, or stochasti-
cally when a region is disconnected that is associated with ‘
sufficient probability. Specifically, the occupation probabil- =7"0(T)e (Ba= IKTZE(T), (4)
ity, Po(T+ 6T, 7), of a regiona that is disconnected at tem-
peratureT but connected at the previous temperatdte The first line assumes the wusual superposition
+ 0T, is compared with a random number sampled f{@n  approximatioA®'-#%for the densities of states of all the local
1]. Freezing is deemed to occur to regi@ if P,(T  minimai within regiona. In the second line we assume for
+06T,7)>0.5 and exceeds the random number, otherwis@onvenience that each local minimum in this region has the
the region is simply disconnected and the iterative calculagame vibrational partition functio!®(T). The third line

tion of Z(T, 7) continues. Further relaxation and 10ss of con-gefines the regional configurational partition functif(T),
figurational entropy within each region is described by the,

» L , , relative to an energy origin &_,— &, the bottom of regiom.
model partition functiorZ,(T) defined in Sec. Il A. The tem-

, k _ , Z,(T) depends upon the detailed distribution of local
perature at which freezing to a single region occurs can bgyinima  and should also depend upon the time scale of ob-
used as a definition of;, and T increases as the observa-

tion time scale decreases, as expeffedfter freezing the servation. Herg we adopt a simple ansatz{T) that has
total partition function sim[')Iy becgmes that of the rggion inthe expected limits fof 0 andT— . We have found that

X . : . partition sums corresponding to energy densities of local
questlon,_Z(T_, 7)=Z4(T). Freezing to_the crystal is certain minima that increase exponentially or geometrically with en-
FO oceur if it is connected a_Tm— oT, since below the melt-. ergy from the ground state can be accurately fitted by
ing point T,,, the occupation probability of the crystal is

almost unity if it is accessible. With a suitable choice of
parameters the model will freeze reliably to the crystal at
Tm— 6T, which can be made arbitrarily close 1q,. How- a
ever, we will concentrate on parameters that render the sys-
tem a good glass forme_r, where freezing to the equilibr_iuquhiCh has limits
global free-energy minimum does not occur on the time
scales of interest. Crystallization is avoided by choosing pa-
rameters that decrease the probability flux between the crys- lim Z,(T)=1 and limZy(T)=expNo,). (6)
talline and noncrystalline regions. For example, loweiiiyg -0 Toe
or decreasing inhibits crystallization. In terms of the nucle-
ation and growth view of this first-order phase transition,For the crystalline region we take
reliable glass formation is ensured when minima that support
critical nuclei are kinetically inaccessible. N
S A . oy T

The determination of freezing introduces a stochastic ele- Z(T) =ex;{ }
ment into our calculations. In practice the system may freeze T+Tay
into a few different neighboring regions for different random
number sequences. However, in the present model the propnd foro, we assume

®
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At T=0 only the lowest energy minimum in the region
contributes t&Z},, while in theT— o limit Z} is just the total
number of minima in the region, eXg¢,). The empirically Hence we have used\3-6 independent quantum-harmonic
observeff” and theoretically justifi€ti® exponential scaling oscillators in an Einstein-type approximation where all the
of the number of minima with system size is therefore en-vibrational modes have the same frequency. For the crystal
sured. The entropy of a glass that solidifies from any regiorihis frequency is,, while for the noncrystalline regions the
also tends smoothly to zero ds—0, as expected by other frequency varies fromyg, for region one withe;= —N§, to
author*®8 This limit is further discussed in Sec. IlIC. In vo+ v for regionN+1 with Ey.;=Né&. vg, vy, andy are
fact, Z, should be a function of the observation time scalefurther parameters of the model. Choosipg 0 means that
too, but we have neglected this dependence since the terthe higher energy non-crystalline minima exhibit lower fre-
perature variation of}, is of secondary importance hefgee quencies, which is the _behavi(_)r that we have foun(_j _fOI’ finite
Sec. IIB. The ansatz foZ, adopted in Eq(5) also sub- clusters bound by a wide variety of different empirical po-
sumes the nonergodicity required to obtain a smoothly vantentials. However, bulk systems may be different: Sastry
ishing entropy in tha =0 limit from the continuous Gauss- has reported results for a binary Lennard-Jones system at
ian distribution of minima. constant volume that correspond #0-0 behavior. The da-
The total number of minima in the crystalline and non- fabases that we have generated for several bulk model atomic
crystalline regions can vary independently via the parameter@!ass formers agree with Sastry's results and further indicate
oy, Tanit, @ndo,, and a Gaussian dependence is assumetiat y<<0 for Stillinger-Weber silicor?? while y~0 for two
for the number of minima as a function of the energy. TheOn€-component Lennard-Jones systéfnagain at constant
latter form is suggested by the central limit theorem and’0lume. Fory#0 the total partition function cannot be fac-
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with
. (7)

0= Oyt Ogpift Ony

v(Ea/N+6)

55 (10)

Va= "o

supported by previous results for a number of differenttorized into configurational and vibrational parts.

model system&%275289-%IThe variation ofs, in Eq. (5) is
therefore designed to sample a Gaussian distribution

All thermodynamic properties were calculated using ana-

gytical derivatives of the appropriate partition functioh,

minima at evenly spaced, nonextensive energy intervals. Weamely, Z,(T) for the crystal and®, connecteda(T) for the

ignore the permutation-inversion factor oN2 in the parti-
tion function since it cancels out of the final expressions.
The value ofT3, determines how quickly} reaches its

high-temperature limiting value, and must be positive to pre

vent Z;, from diverging; the closef 5, is to zero the more
rapidly Z}, increases withl. WhenT =T, the regional con-
figurational entropy achievesof its limiting value. The av-
erage potential energy of regi@arelative to the bottom of
the regionU} is

r
a

dln
UL(T)=kT?

aT aNKkTz)4

T+ Ta ®)

The maximum value of)}, is 0Nk Tz, and this must always
be less than or equal tos2the energy of the highest-lying
minima in the region relative to the lowest, SBs,
<26/Nko,. The largest possible value @f, iS o= 0y
+oshit onx, and so we takeTz,<Tgg , where T35

:25/Nk0'max. At T:T3/4 we find Ura(T3/4) = Ura(oo)/4

In the present work we have taken the vibrational parti-

tion functions to be

e Nva/kT

1— —IVa;RT ’

Z\elllb(T): (Z\ellib)BN—?z: o

e hid2kT 1

1— 7fivx7RT ’

inb(T):(ZVib)3N—3: s

X

©)

liquid or glass. All the derivatives were checked numerically.
Variation of harmonic frequencies with the energy of the
minimum is admitted via the parameter Following the

approach of Haarhotf an anharmonic vibrational partition

function can be written 88

Z\allir?harn( )= hy (11)

kT(1+aikT))3N3

where E; is the potential energy of minimum v is the
geometric mean vibrational frequency and all the modes are
assumed to have the same anharmonicity pararagtefFhe
classical harmonic vibrational partition function is recovered
if a,=0.Z% s incorrect in the low-temperature limit,
because it is a classical expression. However, anharmonic
effects are most likely to be important at high temperature,
and the vibrational contribution to the entropy difference be-
tween the liquid and the crystal is then

Vlb: _ 7)(( 1 + anka) _ 7Xa'l"IX
AS™P=K(3N=3)In== = k(3N -3)in—,
(12

wherex and nx label the crystalline and noncrystalline pa-

rameters, respectively. Hence, in this high-temperature limit
some allowance for anharmonicity can be made by changing
the harmonic frequencies of the noncrystalline minima rela-
tive to v,. We will adopt this view rather than introduce any

further parameters into the model. This approach does not
mean that we believe anharmonicity is unimportant, but
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rather that it can be incorporated in a first approximation by P, P
shifting the harmonic frequencies. In fact, the vibrational de- gt~ o
grees of freedom play a key role in our interpretation of e

strongl/fragile behavior, as for previous mod&ts>%

_2 E kl<—jP E P; z ]<—i

B. Dynamics 'ea j#lca
When coml_)med with the_z thermody_na_rmcs of Sec: Il A the + 2 Ki_iPj— z P.E Ki_i,
model dynamics must satisfy the principle of detailed bal- icajea ica jea
ance. Since we assume that rearrangements between regions
are responsible for dynamical relaxation and transport prop- _ K -P-—E P'Z K
erties we need only specify the transition rateg |, be- ichfea V&G

tween them. This assumption is justified if there is a separa-

tion of time scales for transitions between regions compared

to local equilibration. Becaus&@33 is of order 1N, Z. =2, KapPp— Pab;a Kpa: (15
~expNo,) aboveT,. Hence the regional conflguratlonal

partition functions are only weak functions of temperaturewhere the last line definds,.

above the glass transition, which is why we have neglected

the dependence @ upon the time scale. To simplify the > > kioiPp 2 X ki P

analysis nonzero rates will only be admitted for regions that K _leajeb _leajeb (16)
are “adjacent” in energy. We have checked that the inclu- achb Py '

sion of rearrangements between nonadjacent regions has sz P;

little effect on the results. We therefore consider only o o
K._p therefore depends explicitly upon the connectivity of

Kicx, Kyc1y Kolq, Kico,.on, the PES. We now factoK,_, into an average vibrational
K K K 13 contribution for transitions between individual connected
a-lear Matlearso BN —L1eN 13 minima in regionsa andb, k,_,, and an exponential term

containing the mean effective-free-energy barried (Fig.

In the following derivation we continue to denote the re- 1). Fork,. , we adopt a simple transition state theory form:

gions asa, b, ¢ etc. and distinguish individual minima

within a region by the subscriptsj, etc. The rate of change KT z\"bic
of occupation probability for minimumin regiona is then Kab= Y zg' )
with
,; Ki_iPj— Pjgak,_l |
vibf__ [ (Z;Ib)sN_Av Ea> Eb ’ (17)
b — i —
+ 2 ki jPj—Pi 2 K, (14 : (z3)™*, Ep>Ea.
Jea jea

The transition state is therefore assumed to have the same
and the rate of change of probability of occupation for regionvibrational parameters as the minima in the higher energy
ais region. Finally,

KT (Z02)3N-%  [NT|o,— oy _(AAHE,~Ey)
hoozm X ‘{ 2 \T+Tan kT } Ea=Ep

Kab=V (T 1 [NT[ou—0y| AA (18
Fz_g"ﬁex’{T T+T3,4)_ﬁ}’ Eo>Ea.

The first term in the exponential is included to ensure that thélux out of regiona is
detailed balance conditiod,, ,P,=K._ P4 is satisfied. In

the limit of large N,o,— o, is of order 1N, and so the
argument of the exponential is intensive, not extensive, as it
should be. After the self-consistent calculationZdf, ) we
obtain the thermodynamic properties by applying the usual _ E K 2o Py(T)O[ fo(T) — 1/7] (19)
relations of equilibrium thermodynamics. The probability g7 2P b '

fo(T)= Pamt;a Ko aO[ fp(T)—1/7]
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where the fluxes and probabilities are also implicit functionsprevents this violation of the third law of thermodynamics,
of the observation time scale, In all the above derivations of course. In his influential paper, Kauzmann plots
analogous expressions apply to the crystalline region with

the appropriate parameters. [Siquid(T) = Scrystal T) 1/ [ Siquid( Tm) — Scrystal Tm) ]
For the free-energy barrier between regi@enanda—1 = AS(T)/AS(T,)
we take

againstT/T,,, and this is the form we will refer to as &},

a plot.” Fragile and strong systems exhibit slopes greater or
AAL=AAma— (AAmax— AAmin)(W) ) (200 |ess than one in this plot, respectively, and a quantitative
measure may be obtained from the initial slop& gt
For «>0 the free-energy barrier therefore increasesaas
decreases, and varies betwekA,,, asa—1 at low tem- W) = T (‘MS(T))
perature toAA,,, asa—N/2 at high temperature. We ne- ITI T, or AS(T !\ oT ). .
glect any explicit dependence afA upon temperature for "
simplicity. AA subsumes the connectivity of the PES, allow- ~ Twm AC(Tn)  AC(Tr)
ing for larger potential or entropic barriers in lower-energy CAS(T,) Tm  AS(T,)
regions. Such a structure results when the PES is organized
into multiple “funnels,” by which we mean sets of kineti- _AC(Tm) T (21)
cally convergent pathwaysterminating at different minima. OAU(T,)

Funnels that are deep in terms of potential energy will pro-

duce increasing effective activation barriers as the temperd?/hereu is the intemal energy and the heat capacity For

ture falls, because the occupation probability shifts to lower@ System at constant pressure the enthedpgther the inter-

lying minima. Such topology probably also carries with it '@ €nergJ appears in Eq21).] We immediately conclude

increasing entropic activation barriers, although entropic barlhat' by this def|r_1|t|o_n, thermodynamically frag_lle systems
ave some combination of a larger heat capacity or smaller

riers could arise without large potential barriers. We hav | i b liauid and |

previously illustrated potential energy landscapes for a numiNternal energy difference between liquid and crystal or a

ber of finite system&°° and future refinements of the presenthlgher melting point. Within the present model, parameter
changes that affechC(T,,) or AU(T,,) can be more than

model will require further guidance from such calculations. e
compensated for by a changeTip,. Hence some caution is
needed in making predictions from E@1). An alternative

Ill. PROPERTIES OF THE MODEL definition of thermodynamic fragility, which uség, rather

Nonexponential relaxation, a commonly observed prop_thanTm as a reference point? will be discussed below.

erty of glasses, is the expected behavior of a complex PES, 10 explain the relations between thermodynamic proper-

because the analytical master equation solution of the d);_|es and changes in parameter values it is helpful to consider

namics is a sum of exponentidf®:1°*Nonexponential relax- the behavior o S°(T), the entropy difference between the

ation has already been demonstrated for at least two sorts ﬁqyepomg:';si;f rgos(égc nc;gcrysgzllgzgtgzaseffg)riceZaegzll_rt)hat of
. X nx

hierarchical modet?®1%3 and observed in finite systerfis. i SRR,

We will therefore concentrate on the temperature depen- M, . Znx(T,7):

dence of relaxation in the present work, along with the ther- N,

modynamic propertigs of our .mOQeI. Even in other fields, 7%= > ZT). (22)
where nonexponential relaxation is considered ‘“strange,” a=1

new experiments that probe shorter time scales have reveal?:%r the present model the general appearanca SF(T)
such propertie$® Exponential relaxation is recovered in the _present modi general app ’
eglecting vibration, is shown in Fig. 2S*YNk decreases

master tion solution if all the exponent Vi nhvg . g -
aster equaion Solton It af the exponents save one NaVig, n its high-temperature limit obrg,x+ o @and starts to

decayed on the time scale in question. . .
y q fall rapidly aroundT;g, because the regions where the en-
_ ergy density of minimgand o) is largest have decreasing
A. Thermodynamics occupation probabilities. When only the lowest-energy re-

Angell's classification of glass formers from “strong” to 9ion has a significant occupation probabilityS*Y(T)/Nk
“fragile” 951°51%has now become standard notation. Dy-decreases slowly from a plateau value afx until T ap-
namically, fragility is manifested by departure from Arrhen- proaches absolute zero, wheg(T) finally tends to unity. It
ius kinetics in relaxation times, diffusion constants or vis-is only in this limit, whereT approached s, that the tem-
cosities and is fitted with the empirical Vogel-Tammann-perature dependence @&(T) is significant. Hence, the
Fulcher (VTF) equation® % or other forms® Kauzmann paradox is naturally avoided even without ergod-
Thermodynamically, fragility is signalled by a large heat ca-icity breaking in the noncrystalline phase space.
pacity difference between liquid and glass that leads to the If hyy andhw, are large compared toT,, then the vibra-
Kauzmann “paradox,” where the extrapolated entropy of thetional contribution toAS*{T) decays to zero abovE,, and
supercooled liquid becomes equal to that of the crystal at thbas little effect. On the other hand, in the low-frequency
Kauzmann temperatui® > 0.11! The kinetic glass transition limit the plateau value of ASPYT)/Nk is shifted to
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The above analysis enables us to predict how the form of
a K, plot, where the horizontal axis i6/T,, rather thanT,
will change with the model parameters. Neglecting vibration,
and using the maximum term approximation described in the
Appendix,

Oshift + Onx

Bt E- &

KT, 2o

, (24)

:;3 AS®I(T)/NF
1

if ognir=0, SO movingE, to lower energy increasel,, al-
most linearly. Hence decreasiiig, can shiftT,, above T
and change fragile thermodynamics to strong. In the same
0 Ty Tp approximation the equilibrium glass temperati@é‘ can be

: i o e
FIG. 2. Generic form forAS*{T) excluding vibration(solid e.stllmateth from the — condition Pl(qu)_PZ(qu)’
line) to illustrate how the thermodynamic strength or fragility de- 9'V'"9 KTg'= 6/2070,=KTs;.
fined by theK ,-plot (K4-plot) slope depends on the position B, In Sec. IV we will illustrate how theK,, slope of one
(T4) with respect toT; and Ts. The dashed lines touch tes™  Parameter set can be changed from fragile t20 strong simply
curve at the points wheréAS*YdAT=ASYT. If T, (T,) lies by decreasingdz, . Ito, Moyn_lha_n, find Angetf? have sug-
within the shaded region the system is thermodynamically fragilegested that a more useful indication of thermodynamic fra-
by the K-plot (K4-plot) definition, because the slope is greater gility might be obtained from plottingAS(T4)/AS(T)
than unity. againstT /T, and we will refer to this representation ak g
plot. The slope of this plot &y is AC(Tg4)/AS(T,), and the
31Ny /vgtogn. In fact, vibrational properties are not ex- Strong/fragile character is now determined by compafiigg
pected to vary strongly between crystalline and noncrystalWith the solutions of Eq23), instead ofT ,. The correlation
line minima® although we will argue below that they should Petween dynamics and thermodynamics is preserved when
portant role in determining the kinetic fragility. have considered withy<<O (Sec. I\). Another possibility
The results in Sec. IV show that the main effect of includ-Would be to use the crossover temperature from Arrhenius to
ing kinetic disconnection of regions is to shift the plateau inSUper-Arrhenius behavior, as discussed by Tarjus, Kivelson,
Fig. 2 above the limit ofrgq for the “equilibrium” glass as ~ @nd Viot=™ This crossover temperature might be less am-
the observation time scale decreases. The shift simply resulf§guous than the kinetically definet,, but we have not
from freezing into a higher-energy region with<@r,— o, ~ Considered it here.

’ -

-7 strong fragile strong

— o< 0y and lower vibrational frequencidéor y<0). Accurate analytical expressions for thermodynamic func-
The key temperatures in Fig. 2 afle; and Ty, where  tions corresponding to the hypothetical equilibrium noncrys-
A S satisfies talline phase space are presented in the Appendix. These

results help to explain how the thermodynamics of the model
vary with the parameters. For example, we find that the jump
in the heat capacity al is proportional to the number of
noncrystalline minima.

IASY JT=ASYT. (23

If Tg<T,<T;s the system is thermodynamically fragile,
whereas ifT,,<Tg; or T,>T¢s then the system is thermody-
namically strong, according to thi€,-plot definition. We
expect real strong liquids to correspond to the catedory In addition to theK plots defined above we will also
>T;s becausel ,,<Tg; corresponds to a situation where the present plots of the liquid/glass entropy and heat capacity per
system has reached the bottom of the noncrystalline configuatom againsf/T,, (“ S plot” and “C plot,” respectively,
ration space al,. Therefore, T, /Ty is a key quantity in  along with a plot of log, (relaxation timg againstT,/T
determining the position of the system with respect to the* tplot”). A proper calculation of a relaxation time or dif-
physically realistic zone of thermodynamically strong behav-£fusion constant would require detailed assumptions about the
ior, and, if we ignore the parameter space Wiith<Ts;, we  possible rearrangements that the system can undergo. Instead
can say that the thermodynamic strength of the liquid in.we proceed on the basis that intra-region dynamics do not
creases a¥,,/T¢s increases, by th& ,-slope definition. contribute to the relaxation times in question, or to diffusion,
For largerT;, the final steep decay dfS®to zero in Fig.  and use
2 occurs at higher temperature, but the upper bount;tp
imposed by internal consistency of the model prevents val- t~1/ E ;
a
a

B. Dynamics

ues of T4, that would give qualitatively different behavior. (29)

o, andE, do not affect the plot at all. In contraskg; and

T¢s scale roughly ass/o,y, with kT~ 8/20,, and kT;s  We therefore take the relaxation time to be inversely propor-
~ 68loh. The effect of the vibrational entropy is discussed intional to the sum of probability fluxes out @br into) each
Sec. |V for parameters appropriate to two different systemstegion.
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In previous work we have investigated relaxati@f the  ally disordered AgCI/AgBr crystal “solutions” were com-
total energy in a number of atomic and molecular clusters pared using electrochemical and heat capacity measure-
using a master equation approftt®following Kunz and  ments. The results are only consistent if the permutational
co-workers’ 2 Non-Arrhenius relaxation of the total poten- near degeneracy of the different crystals is added to the en-
tial energy has been observed for systems with multifunnetropy obtained from calorimetry. The difference arises be-
energy landscapé<*?*We have suggested that the apparentcause the electrochemical measurements involve a dynami-
increasing activation energy with decreasing temperature isal equilibrium in which the effects of ergodicity breaking
due to the system occupying lower-energy states within difare undone, whereas the heat capacity measurements are for
ferent funnels that can only transfer probability via theira particular realization of the mixed crystal.
higher energy members. In other words, the transition states Standard thermodynamics can be applied to calculate the
in question do not change, but the occupation probabilitychange in entropy of a glass with temperature so long as
shifts to lower potential energy within each funnel. This Situ-ergodicity is not restore&7_1lgchoosing the reference state
ation is subsumed here in the general form adopted for thgt T=0 with zero entropy is consistent with the statistical
effective free-energy barrier in EG0). The shift of popu-  entropy of the accessible phase space corresponding to a
lation density to the bottom of deep kinetic traps would prob-single local minimum* The third law may then be ex-
ably entail both larger potential and entropic barriers. Equapressed as “the entropy of any body tends to zero at the
tion (20) can also model the situation where the barriers argbsolute zero of temperaturet™ This is the view that we
principally entropic, and caused by a scarcity of relaxationhave adopted in the present work. The alternative “thermo-
pathways as the energy density of minima decreases. Th@ynamic” approach is to define the entropy experimentally
details of the relaxation mechanisms, such as the degree @fom an ideal gas reference state, but then the entropy of the
cooperativity, need not be known in the present analysis. glass is finite aff =0.

A simple analytical expression for the relaxation time
can again be obtained, as described in the Appendix. We find
that thet-plots should have interceptlog;ovy and initial IV. RESULTS

slope AAin+ 8)T4log;pe/k.
pe AAmint ) Tylogio Our initial choice of parameter values was guided by re-

) sults for supercell calculations on a system containing 216
C. Residual entropy silicon atoms modeled by the Stillinger-Weber poteritfal.
By construction, the entropy of the present model alwaysThe calculations employed reduced units whtls k=1 and
tends to zero a$— 0, whether the system freezes to a crys-energies ine, where e corresponds to the pair well depth.
talline or a noncrystalline region. The number of connected-requency parameters are therefore in unite/df and en-
regions decreases with temperature, and then, after freezirggy parameters are i To convert from reduced units we
to one region, the system settles into a single local minimunhave takene=3.47392<107°J, the value for Stillinger-
as the temperature is further reduced. The internal energweber silicor?® For the latter systenmy/e~0.019 for the
tends toE,— 6 asT—0, and so the system always relaxes togeometric mean normal mode frequency of minima with
the bottom of a region in this model, which we have assumedrystalline character, while the variation of the geometric
to consist of a single minimurtaside from trivial permuta- mean frequency, for the noncrystalline minima can be repre-
tional isomerism There is no residual entropy because insented byv,=0.017 andy=—0.0011 to a first approxima-
these calculations we can track the relaxation of the systertion. The crystal haf,/e=—2 while the noncrystalline
down to its final resting place and calculate the thermodyminima have energies per atom in the rangd.83 to
namic properties directly from the partition function. —1.8%. With an energy origin in the middle of the noncrys-
Residual entropy must be included for equilibria wheretalline minima, these results correspondde 0.03 andE,
one phase is dynamically interconverted into any one of a= —0.08. We have also considered parameters deduced from
number of different possible glasses. Bowles and Speeds sample of stationary points obtained for a binary Lennard-
have analyzed this situation in detail for the vapor pressurdones systert. and we will comment on the results below.
of a glassy crystal composed of rigid dimét8The entropy  Empirically, the binding energy lost on melting in a wide
corresponding to the number of different glasses in equilibrange of materials varies from around 4-18%ssuggesting
rium with the vapor must be included to produce the correchounds for physically reasonable values Bf. Alterna-
vapor pressurét>18|n the classic experiment of Eastman tively, Stillinger has noted that the change in potential en-
and Milner!” the thermodynamic properties of substitution- ergy on melting accounts for around 80% of the latent heat in

TABLE |. Variable parameters for the results discussed in Sec. IV.

Sample Fig. Oy S Vimax Vy E, AAmax AAnin
F 3 2.00 0.0375 0.017 0.020 —-0.05 0.5 0.0
S 4 0.15 0.0100 0.010 0.011 -0.03 1.5 1.0
FS 5 2.00 0.0375 0.017 0.020 —0.08 0.5 0.0
SF 6 0.15 0.0100 0.010 0.011 —0.03 2.0 0.1
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models of bulk Lennard-Jonesium and waté?! slowly with T[Eq. (A2)]. The effect of varyings can depend
Although the number of minima is not an experimentalupon the fixed values of the other parameters. Decrea$ing
observable we can deduce sensible values fowtiparam-  decreases the relaxation tinj&q. (A5)], and soT, de-
eters from heat capacity data. Despite the fact that vibrationalreases. However, decreasidgalso means thaa* varies
and configurational contributions are not strictly separablemore slowly with temperature. Usually we find that decreas-
the magnitude of the heat capacity peakTgtimplies that ing & produces stronger dynamics since the latter effect

oy is OF order unity. We held the following parameters fixed dominates. _ _
for all runs: N=400, @=0.25, o¢=0, o,=0, and T, Increasingr, can change strong dynamics to fragile by

_ rmax - —n decreasing the relaxation tiné&gs. (A4) and (A5)], en-
T3a - The “es‘ﬂ,!}j do not change significantlyTig,=0 is abling the system to relax further down the PES before freez-

used instead oT g, . _ . . ing. IncreasingA A, has the opposite effect, since the re-

_ The effect on the dynamics of systematically varying ajayation time increases. The dynamics are less sensitive to
smg!e parameter while keepmg the others fixed was first iNthe value OfAA ., and increasing\ Ao, for fixed A,
vestigated. A necessary condition for non-Arrhenius dynamggp, produce more fragile behavior because the difference
ics in the present model is thatA increases with decreasing Aa __ —AA,., appears in the leading non-Arrhenius term in
potential energy. We were not able to obtain significant nongq, (A5) and determines the variation in barrier height véth
Arrhenius character without this condition, as discussed ben Eq. (20).
low. For non-Arrhenius dynamics to be observed on a given

time scale it is also necessary for the system to reach the TABLE Il. Properties of the data sets in Table 1. TKg, and
regions where the barriers increase significantly, before ki'q Slopes are the slopes of g, andK, plots atT=Tp and T
netic arrest occurs. Large,, and smalls produce a lower = 'g - respectively, for the equilibrium liquidT3Z*=Tg9100 in

Tg", and from Eq.(A2) we see that this effect is coupled to each case.

a slower decrease &* as the temperature falls, whea@ is e

the most probable regiafsee the A?ppendbx However, Egs. Sample Tm T K slope Ky slope
(A4) and (A5) for the relaxation time also contain the ratio F 0.0150 0.0094 1.02 3.62
Sl o,y . The effect of varyingr,,, on its own is unambiguous. S 0.0612 0.0333 0.23 0.36
The system freezes into a higher-potential-energy region foFs 0.0296 0.0094 0.19 4,74
larger o, because only the smaller non-Arrhenius terms insg 0.0613 0.0333 0.23 0.36

the flux are affectedlequation(A5)], while a* varies more
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FIG. 4. Results for parameter s& (see

At first sight, the stronger dynamics observed for largerwhich holds quite well for a variety of liquids above the
onx Seem to break the correlation between dynamics anehelting point*??> Several recent simulation studies suggest
thermodynamics, because increasing, should produce a that the original Adam-Gibbs formulation deserves further
larger heat capacity peak @}, making the system thermo- consideratior’’ >3 but we leave further analysis for future
dynamically more fragile. In reality, variations ef,, should
probably be strongly correlated with variations ig. For
example, in a series of 13-atom clusters bound by a variablediscussed in more detail. The variable parameters are speci-
range potential the geometric mean frequency, averaged ovéied in Table |(see Figs. 3-% and some of the thermody-
minima, increases almost linearly with the number ofnamic properties are listed in Table Il. We ran calculations
for observation times corresponding to regular intervals on a

minima?? The total entropy is therefore expectediecrease

work.
The results for four specific parameter sets will now be

as the number of minima increases: the loss of accessibleg;, scale covering more than ten decades. The longest ob-
configuration space associated with a shorter range potentigérvation time was chosen to be 100 s for comparison with
previous work!®® For each choice of parameters the melting

produces a larger number parrower potential wells. When

vo is varied with o, in this manner, fragile dynamics are temperaturel,, was first determined, and the calculations of
thermodynamic properties and rates were then started from

found to be associated with larget,,. Significant thermo-
dynamic features in the heat capacity and entropy @aare

The Adam-Gibbs resfif that Int should be inversely cor-

T=3T,,, decreasingrl in steps of order 0.00,,. T, was
then correlated with non-Arrhenius dynamics, but it is still calculated by numerical solution of the condition for equal
possible to break this correlation, as discussed below.

Helmholtz free energy:

related with the product of temperature and configurational
entropy, is only meaningful in the present modelyif0,
when the vibrational contribution can be factored out. Even
in this case the relation does not hold very well, because thi fact, this scheme give$,, for the hypothetical ergodic

noncrystalline phase space. For consistency we should per-

configurational entropy does not tend to zerdlgt but in-
stead we find a strong correlation between &md 17'S for

Z(T)= azl Zo(T).

N+1

(26)

haps recomputé,, for each time scale considered using the
the total entropy. We therefore include such plots in the renonergodic partition functions. This procedure would be
sults discussed below. It is interesting to contrast this resulnore time consuming, since it would require a calculation of
with the scaling law connecting diffusion with entropy, the fluxes for each increment in the continuous temperature
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variable. Fortunately, however, it is not necessary, becaugeerature at which freezing to a single region occurs. Hence
the ergodic and nonergodic values of the free energy arthe T,/T scale extends beyond unity in thlots.

practically identical aff,, for the present model. The largest

In eachK,, andKj plot there is a gap between the bold

deviations occur for the shortest time scales, and amount teurves corresponding to equilibrium within the noncrystal-

just 0.3% for the worst case. The dependencd gpfon the
observation time scale is therefore negligible.

line phase space, and the longest time scale results. This is
because, even on the longest observation time scale of 100 s,

In each figure are superimposed the results for up to 2the system fails to reach the lowest-energy liquid region, but

instead freezes into a higher-energy redi6ig. 7(b)]. For

observation time scales. In each cdgg the entropy of the
noncrystalline state, and the temperature of the heat-capacisystemsF, S, FS and SF the lowest-energy regions frozen
peak increase smoothly, and the maximum relaxation timénto are 7, 39, 10, and 38, respectively. The free energy,
decreases smoothly, as the observation time scale decreasiesernal energy and entropy have almost their equilibrium
In the K, and Ky plots the curves shift smoothly up the values untilT, is reached. At this point the system freezes to
vertical axis as the observation time increases, while thene region, and changes to the partition function caused by
plots of logt against 1T S are relatively insensitive ta. If shifts in the probability distribution between regions are lost.
the Ty scaling of the horizontal axis is omitted in thglots Parameter seff produces fragile behavior, with a large
then the curves for different observation time scales lie orpeak in the heat capacity &, an obvious change of slope
top of one another. It is noteworthy that lgg correlates in the entropy afl, K,-plot andK-plot slopes greater than
quite well with 1S, since this relation was not explicitly one, and non-Arrhenius variation of the estimated relaxation
built into the model. time (Fig. 3. In contrast, parameter s& produces strong

In the S-plots we include the entropy of the crys®@l for  behavior, with small features in the heat capacity and en-
reference. We also indicate the infinite time scale limit fortropy atT,, K-plot andKg-plot slopes closer to zero, and
the noncrystalline phase space by a bold line inSh€g K,,,, an essentially Arrhenius relaxation time. As anticipated in
andKg plots. A straight dashed line is drawn from the origin Sec. Il A, decreasinge, from parameter sef can change
to the point(1, 1) in theK plots to divide strong and fragile the appearance of th€,, plot to strong(systemFS, Fig. 5),
behavior according to thi - or K4-plot definition. For the  but hardly changes the other plots. These results show that
tandK, plots we assignedy as the temperature of the heat the K, plot is probably not a useful diagnostic, and that the
capacity maximum, which lies systematically above the temKj plot suggested by Ito, Moynihan, and And&fimay be
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better because it remains fragile for system FS. However, wgagile K, plot, E®4 /§ is significantly lower aff, than for

note that theK;-plot slope also depends upon the time scal

of observation;, and decreases with decreasing

Lowering the free energy barriers from parameter Set

min

he other examples. The extent to whigff},, has relaxed at

T, correlates with the entropy differenc®S(T,,) in Eq.

enables that system to access lower regions of the PES bg—l)’

fore kinetic arrest, and produces non-Arrhenius behavior i
thet plot (systemSF, Fig. 6. Hence, in the present model,
strong behavior in the relaxation dynamics properties also SaSty,

and with theK -plot slope, ifAC(T,,) is constant. We

rleo expect it to correlate with the degree of non-Arrhenius

ehavior, when increasing barriers are present.

Debenedetti, and Stillinger inferred an increase in

requires either activation barriers that do not increase witarrier height as the syster3n relaxed to lower regions of the
decreasing potential energy, or sufficiently high barriers fofPES from their simulation§?® The activation energy derived
the system not to access lower parts of the surface befoféom the a-relaxation time for this system shows a corre-
freezing. It is possible that these properties may be linke@ponding increas€? It is likely that these barriers and acti-
with a smaller number of minima, but further exploration of vation energies correspond to the effective activation ener-
bulk potential-energy surfaces is needed to analyze this efjies for transitions between regions, rather than barriers for
transitions between individual minima. This interpretation is

Sastry, Debenedetti, and Stillinger studied the averageupported by detailed calculations of minima, true transition
energy of the occupied minima as a function of temperastates, and rearrangement pathways for the same system,
ture and cooling raté® for a binary Lennard-Jones glass. and by recent simulations where the dynamics of transitions
The corresponding quantity as a function of observation timeyetween minima are followed closel§?

fect.

scale is easy to calculate in our model and is given by

In another contribution, Sastry has suggested an expres-

Emin(T.)=2a(Ea—6+UpP,/N, where the energy is per sion for fragility, which depends upon the number of local
atom. Two such plots are given in Fig!? As expected, we minima, their distribution, and the change in their vibrational
find that the lowest energy achieved increases as the obsesroperties as a function of energ¥/In his model the free-

vation time decreases. Similar results have also been fourghergy barrier for diffusion is assumed to be inversely pro-
portional to the configurational entropy, and therefore in-

for another binary Lennard-Jones systéhand for silica’
the average minimum energy for the ergodic noncryscreases with decreasing temperature. Our results for a large

Erd

min

125

talline phase space, is plotted in Fig. 8 for each parametetatabase of minima corresponding to the same system sug-
set. For parameter s& which is the only one to exhibit a gest thatyy=0.061,y=0.0017,5=0.06 are reasonable pa-
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We were unable to obtain non-Arrhenius behavior for the
dynamics without allowing the free-energy barriers to in-
crease with decreasing potential energy: the sigry dbes
not play a crucial role in our model.

V. CONCLUSIONS

The dynamics and thermodynamics of a simple but non-
. ' ' . ' trivial potential energy surfacéPES support a rich variety
(b) 00 02 04 06 08 10 12 14 of behavior with a clear physical basis. Although the most
recent definition of a fragility metric considers only data that
are readily obtained by simple differential thermal
analysis:®® and the classification of some commonly used
systems may still be controversiaf there are still associ-
ated expectations of the thermodynamics corresponding to
strong and fragile dynamics. The present results suggest that
rameters in this case, if we use the same massea®ifor  fragility is associated with a larger number of local minima,
Stillinger-Weber silicon. The frequencies are therefore sigiower effective potential energy barriers, and higher vibra-
nificantly larger for the same binding energyand increase tional frequencies, in good agreement with Angell’s previous
rather than decrease as the energy of the minima rises. Theterpretatior?®
energy range spanned by the minima is also significantly A necessary condition for non-Arrhenius dynamics is that
larger, in terms of reduced units. When such parameters at@e free-energy barrier to relaxation increases as the potential
used in the present model we first observed that the largesnergy decreases, which is the expected behavior for a mul-
frequencies lead to relaxation to the bottom of the noncrystifunnel potential energy surface that becomes increasingly
talline minima unless the observation time scale is lowereqnderconnected at low eneréy-jowever, for non-Arrhenius
or the free energy barriers are increased. Wevgetyy, and  dynamics to be observed it is also necessary for the system to
adjustedE, to obtain heat capacity maxima at about thesample regions with increasing barriers on the given obser-
same values of /T, as for the parameter sefts S, FSand  vation time scale. Lower free-energy barriers and higher fre-
SF. We found that the5, G andt plots were largely unaf- quencies can therefore lead to more fragile dynamics simply
fected, but that th&, andK plots changed from strong to because the system relaxes to deeper regions of the PES on a
fragile in character foiS and SF. The plots of ITS versus  given time scale. Increasing the energy density of minima
log;ot become less straight for the adjusteénd FS. alone produces more fragile thermodynamics but stronger,

When y>0 the vibrational entropy favors lower-lying more Arrhenius, dynamics. However, systems with more
minima, and so it is not surprising that the rate of entropyminima are expected to have higher vibrational frequencies,
loss from the supercooled liquid is faster, and that khe and this effect can make the dynamics more fragile by in-
andKg plots appear more fragile. For the adjusted parametecreasing transition rates and lowering the relaxation time.
setsS and SF the fragileK,, andK plots become inconsis- Increasing pressur@r density is expected to reduce the
tent with the appearance of ti&andC plots, which remain  number of local minima?’*?®and should also increase vi-
strong in character due to the low energy density of minimabrational frequencies. The present model therefore predicts

T/Ty

FIG. 7. E,,n(T,7) for parameter set&) F and(b) Sin Table I.

The series of lines correspond to different values,and the bold
line is for the equilibrium liquid.
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that higher pressure or density will lead to more fragile dy- 52

namics, since the system can then access lower-energy re- Cﬁﬁ‘(_ 3(hvy)?¢ | + 25 K72 T>T§q
gions of the PES associated with deeper kinetic traps. This N KT3(é-1)2 nx

prediction is in agreement with experimental data for sifica +0, T<Tg

and simulation results for the binary Lennard-Jones system. B .
However, the model also suggests that the magnitude of th\ghere §—exp$’1voﬂ<g)._ The value ofa” as a function of
heat capacity peak associated with the glass transition shouf§mPerature, fory=0, is

decrease. — s T
The alternative calibration of thermodynamic properties =T _( ﬁ‘), (A2)
using Ty, suggested by Ito, Moynihan, and Angeff,corre- N 2 4onkT T

lates better with dynamical properties than the usual scalin
based onl,,. However, it is still possible to obtain systems
with strong thermodynamic characteristics but fragile dy-
namics if the free-energy barriers are small enough for th
system to access low-lying regions of the potential-energ
surface. Future surveys of potential energy surfaces will hel
to guide further development of the model, and may als
help to distinguish between different theorfé§*129-131

9nd soa* varies more slowly with temperature whet, is
large andé is small. The expressions in EGA1) were de-
ived by taking the limit of largeN and settingT 5, to zero.
hey are valid except in th&@—0 limit, where terms in
24!/ T can contribute. The correct expression for the con-
igurational entropy for T<Ty is K(ogpnt o) [ T(T
+2T30)/(T+T3,4)?], and vanishes fof—0 for any large
but finite N. The configurational contribution t€°YN is
actually XK(ogpint ax)[TT§,4/(T+ Ta0)%], which has a
maximum value of &(ognint 0y) /27 atT=Tg /2. If freez-
We gratefully acknowledge helpful discussions with Pro-ing occurs to regiora then the corresponding maximum
fessor A. Angell and Professor M. Dzugutov. J.P.K.D. isvalue is &No,/27, and again occurs a=Tz,2. This
grateful to Emmanuel College, Cambridge for financial supmaximum can just be discerned as a small low-temperature
port. feature in some of the heat capacity plots in Sec. IV; a first-
order-like transition occurs within each region.
APPENDIX: ANALYTICAL RESULTS FOR The analytical result foeCeq/N in Eq. (A1) is not accurate
THERMODYNAMIC AND DYNAMIC PROPERTIES near th_e dlscontmurgy _a't'gq, where th(_a maximum valuc_a of
OF THE MODEL 2ko,y IS an upper _I|m|t_ to the_ peak in the configurational
entropy. However, it still provides a useful measure of the
Accurate analytical expressions can be derived for the hysize of the heat capacity feature.
pothetical equilibrium noncrystalline phase space simply by The results in Eq(A1) can be used to analyze the nature
replacing all the sums over regions with the term correspondef the underlying equilibrium phase transition in the non-
ing to regiona®, which is defined as the maximum term in crystalline phase space in the limit Nf—cc. The continuity
the partition function sum. This maximum term approxima-of the free energy and its first derivati@at qu, and the
tion is appropriate in the limit of larghl, where the product jump in the heat capacity of K&r,, per atom, indicate a
of the Boltzmann factor and the number of minima is sharplysecond-order transition according to the Ehrenfest scHéfne.
peaked. Fory=0, where the vibrational and configurational Gibbs and DiMarzit® also obtained a second-order result
contributions are separable: from their approximate lattice theory for polymer melts, but
our result is different because the configurational entropy

ACKNOWLEDGMENTS

A_ﬁ‘l_ 3hv0+3kTIn 1_{ does not vanish alg’. In fact, Stillinger has previously
N 2 3 shown that freezing to a single minimum at finite tempera-
5 ture, as observed in the Gibbs-DiMarzio motfeshould not
— Ok T— d T>Ted occur because the energy density of local minima is likely to
m 4g,KT’ g (A1) be singular at a crystalline or amorphous lower botfhih
_ _ _ eq the present model the system continues to explore an expo-
(o5t o)kT=o, T<Tg", nentially large number of minima belo®S?, and the en-
Sed 3hy 1 tropy only tends to zero a6— 0. This behavior is explicitly
x_ 20 g In( 1— _) built into the model through the form assumed Zgr, and is
N T(E-1) § based upon separate calculations of rearrangement pathways
52 for model glass former¥ In these calculations we have
+Uma>k—mz, T>Tg! found numerous low-energy processes that do not corre-
Tnx spond to diffusion, and we therefore expect transitions be-
+ (oghit oK, T<qu, tween local minima to continue belowgq. The second-
order behavior of the model arises from the change in slope
eq 52 eq of the entropy as a function af when the regional occupa-
Unx_3hvg 3hwe | =5—— 5. T>Tg tion probabilities become fixed. The contribution to the en-
N 2 &1 nx . tropy from changes in the regional occupations then disap-
-6, T<Tg pears.
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If Ty={Tg", where{ increases from unity as the obser-
vation time scale decreases, we find

AC  2Kopy
—grSZkanx,

N (A3)

where AC is the step in the heat capacity & under the
same conditions as for EGAL). The glass transition is there-

fore accompanied by a larger heat-capacity peak and change
in slope of the entropy when the number of noncrystalline

minima is larger, as anticipated by Ang@&llThese features
are also larger the closéf, is to qu, as expected, and can
clearly be seen in the results presented in Sec. IV.

A simple analytical expression for the relaxation time
can also be obtained usiraf. For y=0 we find

1 hvg
Int= k_T AAmax_ T +6- (AAmax_ AAmin)
1 T e
X E 1—? +In—k.|_(1_1/§), (A4)
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where £=exphyy/kT), as above. The above expression is
accurate so long as the valueatorresponding to the larg-
est contribution to the flux is not too different from",
which corresponds to the maximum term in the partition
function. In practice, Eq(A4) loses accuracy as the system
approachesTy, but is still useful for understanding the
trends observed. For high temperature,

1
Int=—Invy+ k—-l-)(AAmin+5)
1\2[ a8(AApa— AAy) D203
kT 20y 24
1\31- AA L —AA )82
" _) ( a)a( mzax mln) n
kT 80—nx

(A5)

Equation(A5) shows that the plots should have intercept
—logip v and initial slope QA+ 9)Tylogpe/k.
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