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Trap-limited recombination in dye-sensitized nanocrystalline metal oxide electrodes
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We use transient and steady-state optical spectroscopies to study the recombination reaction between elec-
trons and dye cations in a dye-sensitized nanocrystalling &i€trode in several different chemical environ-
ments. Kinetic decay curves are approximately stretched exponential, and the cation hialfz{ifgries with
electron density astsg,>n ™, wherea is a constant in the range 0.2—0.5. We have developed a model of
electron transport in the presence of an energetic distribution of trap states and consider two regimes. In the
first, the continuous-time random-walE TRW) electrons are free to diffuse through the lattice, by means of
multiple trapping events mediated by the conduction band. In the second, the hopping regime, trapped elec-
trons are allowed to tunnel to other, vacant trap sites, or to the dye cation, according to a Miller-Abrahams
model for the transition rate. We carry out Monte Carlo simulations of the recombination kinetics as a function
of electron density, trap state distributions and other parameters. The CTRW reproduces both the dependence
of tgne ON N and the shape of the kinetic curves with only one free fitting parameter, for the case of an
exponential density of trap states. The hopping model is ruled out by subnanosecond measurements. We
conclude that multiple trapping with a broad energetic distribution of electron traps is responsible for the slow
recombination kinetics. When applied to recombination in a nanocrystalline photovoltaic junction at open
circuit, the model predicts a sublinear power-law variation of electron density with light int€Bsity-G¢,
compatible with the observed behavior.
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INTRODUCTION tion is what happens to the efficiency of electron transport
under applied bias, closer to solar cell operating conditions.
A wide range of novel electronic materials, including po- It has been established that electron transport in nanocrys-
rous, nanostructured, and molecular solids, are currently bealline TiO, films is dominated by electron trapping in
ing developed for device applications. Porous nanocrystalintraband-gap defect statés:! These are most likely native
line metal oxide films are an important example, with defects due to oxygen deficiency and adsorbed species at the
applications in  photovoltaics, electrochromicé, and large film surface area. Transport is traditionally studied by
biosensors. Such films comprise randomly organized time-resolved and frequency-resolved photocurrent measure-
nanometer-sized crystallites sintered together into a porouspents, which probe both interparticulate and intraparticulate
electronically connected assembly that forms a large-arealectron transport. An alternative is to use transient optical
heterojunction in contact with another medium. The functionspectroscopy to study the kinetics of the recombination reac-
of devices based on such junctions relies on the mechanisnti®n between electrons in the film and adsorbed electron ac-
of charge transport within the film. However, the unusualceptors at the interface. This “back reaction” is most impor-
morphological properties mean that conventional models ofant under open-circuit conditions where charge carriers are
charge transport and transfer may not apply. Moreoverrecycled at the interface and interparticulate transport is at its
dominant charge-transport mechanisms will, in general, béeast important. As is discussed below, by using a redox-
different in the interparticulate and intraparticulate regimesjnactive electrolyte, this technique can be used to study the
leading to difficulty in interpreting measurements, such asack reaction between electrons and photoionized dye mol-
photocurrent transients, which probe both. Appropriate nevecules. This recombination reaction exhibits a wide range of
experimental probes and theoretical models of the dynamicme scales, which have been attributed to the dynamics of
of charge carriers in such systems are needed. electrons in the TiQ crystallite$?~2° probably limited by
A configuration of particular interest is the dye-sensitizedtraps. Though extraordinarily slow under short-circuit condi-
nanocrystalline photovoltaic célf Visible light is absorbed tions, the reaction accelerates under applied bias, apparently
by a molecular sensitizer adsorbed on the surface of a porouie to the increased availability of electrdAs?
nanocrystalline TiQelectrode, and charge separation occurs In this paper we demonstrate a power-law correlation be-
by rapid electron injection into the TiQvhile the dye cation tween the experimentally determined electron density and
is regenerated by a redox active electrolyte. Photoinjectethe observed recombination kinetics for the backreaction.
electrons must travel through the porous film to the backWe propose a model for the recombination process show that
contact to complete the circuit. At short circuit this process isthis behavior results from the capture of electrons in deep
apparently very efficient, although slow, and gives rise to draps, and relate our observations to the performance of the
remarkably high internal quantum efficientyA key ques- solar cell at open circuit. We argue that the simultaneous
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observation of electron density and recombination kinetics
can be used as a probe of local electron dynamics in othe
systems.

EXPERIMENT

Nanocrystalline TiQ films (average particle diameter 15
nm, >90% anatase were deposited on F-doped SpO
coated glass substrate and sensitized with the
dye rutheniunl) cis-(2,2 -bipyridyl-4,4’ -dicarboxy-
late),(NCS), [Rul,(NCS),] as previously describétCharge
recombination kinetics and electron densities were measure
in a three-electrode photoelectrochemical cell as a functior
of bias applied between a Ag/AgCl reference electrode in the
electrolyte and the conducting glass substrate. The applie

AOD(t) / AOD(0)

potential raises the Fermi level in the TiQncreasing the 10 100 1000 10000 100000 1000000 10000000
electron density. A redox-inactive electrolyte was chosen in (g)
order to suppress electron transfer from TJifto electrolyte. Time (ns)

Charge recombination was measured by nanosecond-secor
transient absorption spectroscopy, monitoring the decay o
the photoinduced dye cation following excitation by a laser
pulse, as described in Refs. 12 and 13. The increase in elec
tron density in the film induced by the applied potential was
monitored by measuring the increase in film optical density
at 800 nm®1"13 Absolute electron densities were derived =
from this change in optical absorbance using published val-&
ues for the extinction cross section per electron in this sys-O
tem at 800 nnt®2° Measurements were repeated for two J
different electrolytes(a) ethanol containing ONI tetrabuty- &
lammonium triflate andb) anhydrous acetonitrile containing 8
0.1M lithium perchlorate and OM tetrabutylammonium <«
perchlorate. For each electrolyte, the measurements were r¢

peated with different Ti@samples. 02+ -500mV
Charge recombination data are presented in Figs.ahd 011
1(b). Kinetic curves are approximately stretched exponential )
(A (optical density «exd —t/7*]) with dispersion parameter 0 : o
for (8) «=0.3+0.1 and for(b) a=0.45+0.1. Under applied () 10000 100000 1000000 10000000 100000000
bias, kinetics accelerate with the half-life for re-reduction of Time (ns)
the dye cationts,, decreasing by about one order of mag-
nitude per 100 m\#?*3 A bias of —500 to —600 mV corre- FIG. 1. Charge recombination kinetics f@ ethanol tetrabutyl

sponds approximately to the operating bias of the solar cellkmmonium triflate angb) acetonitrile containing ONI lithium per-

As discussed previoush?'° the acceleration in the chlorate electrolytes as a function of electrical potential applied to
charge recombination process appears to be driven by thHbe TiO, electrode. The dots are experimental data, taken at biases
increase in the density of electrons in the Ti@n principle  indicated. The solid gray lines are the results of numerical simula-
one should be able to extract the electron density from th&ons based on the CTRW model, usinag=0.25 for () and «
applied bias, equating bias shift to a shift in electron quasi=0-5 for (b). See text for details.

Fermi-level at the film-electrolyte interface. However, this

requires knowledge of the density of electron acceptor stateshange in optical density at 800 nm due to the applied bias,
in the film, and in particular of intra-band-gap states. More-AODgqq, as follows

over, factors such as resistive losses in the film, electrolyte

and contacts, charging of the nanoparticles, and Fermi-level

- . : ; 2.303A ODgy2
pinning at the interface mean that the relationship between n=——————+n,, (1)
applied bias and Fermi level shift is uncertain. Texd

Instead, we use an experimental technique to monitor
electron density. We take advantage of the well-known colwhereo ., is the electron extinction coefficient at 800 nfh,
oration of the TiQ films under applied bias, believed to be is the volume occupied by a nanopatrticle including voids,
due to the filling of Ti 3 states, resulting in red-infrared andd the film thickness. The average number of electrons
absorbance by electrons in such states. We derive the initigler nanoparticle at positive bias in the dark is much less than
electron density per nanoparticle, from the measured 1 and is ignored? ng is the photogenerated electron density,
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which is equal to the number of dye molecules per nanopar- 1000

ticle excited by the laser pulse, assuming 100% efficient in-
jection. o4y is taken as 410 %*m? (a decadic extinction S
coefficient of around 1000 dhmol‘cm™) from the | n=A t'°-25
literature'®® The determination oh was calibrated with a © 100 +
second independent measurement, discussed in Ref. 2I @
where the charge accumulated in the electrode as a functio
of applied bias was monitored by integrating the transient &
current drawn in response to a potential step. Comparison o ° 107
the bias-dependent accumulated charge with the change R1]
optical density implies a value af.,; which agrees with the ]
published valuesQ is taken to be & 10 2*m3® (1x 10" 1 A ,
nanoparticles in a film of volume:810 °m® and the film 0.001 0‘1 10 1000 100'000 0000000
thickness as &m in all cases, as measured. We tgt=1, @ ) '
given that light intensities are such that, on average, one dyt tsov (NS)
is excited per nanoparticle. The combined effect of the un-
certainties in the factors used in Ed) is a systematic error §000
of up to a factor of 2 in converting optical densityioThe
error in the measured absorbance is less than 5%. -
In Figs. 2a) and 2b) the tsy, values obtained from the .g

data shown in Fig. 1 are plotted against the initial electron § 100 |
densities per nanoparticle, at the same biases. Additiona =
data points are taken from Ref. 13. The data indicate clearly

that the relationship betweegy,, andn is a power-law form, 2

g 10 |

3

tsgucn M 2 °
1 t t + t t

with a=0.25+0.05 for Fig. Za) and«=0.46+0.05 for Fig. 10 100 1000 10000 100000 1000000 10000000
2(b). The same value ofr was obtained, within the errors, (0) tsox (NS)
for different repeats of the same experiment, showing that ’
the value ofa is not due to the particular TiQsample used. FIG. 2. Double-logarithmic plots of the initial number of elec-

Notice that in the bias range studied the electron density is ifrons per nanoparticle after excitation by laser pulse against the time
the range of 1 to 100 s of electrons per nanoparticle. Thesy,, at which the cation density decays to half of its original value
power-law behavior is insensitive to uncertainties in the facfor (a) ethanol tetrabutyl ammonium triflate ar{td) acetonitrile
tors used to derive, with a change inrg,, of a factor of 2  containing lithium perchlorate. The straight lines are best fits to the
changing the values of only slightly [by +0.01 for Fig.  data. The uncertainty itsq, is indicated by the width of the filled
2(a) and +0.05 for Fig. Zb)]. Such behavior has never pre- squares.

viously been reported for dye-sensitized systems. The obser-

vation by other§??of a power-law dependence of recombi- ds

nation kinetics on electron density refers to the dark ar BSn )
recombination reaction between electrons bnd This reac- , .

tion is in principle different, although the origin of the Whgre B IS EiBrﬁOHStant. In t_he !'m't 7vl/h.ere>8(0)., S()
power-law behavior may be related and is discussed below&res likee =" andtsoy, varies liken™*, in clear disagree-
The values of obtained from these plots agree within errors MNt With our observations. The model of E8) is equiva-
with the values ofx obtained from stretched exponential fits lent to the situation where a random distribution of electrons

to the decay kinetics shown in Fig. 1. This behavior is ex s free to diffuse normally in the presence of a number of dye
pected for a diffusion-limited recombination process, as dis-

cations, with recombination occurring whenever an electron
cussed below and a dye cation meet.

To explain the range of time constants which is observed

experimentally we need to introduce some degree of disor-

MODELS der. We do this through an energetic a_nd spatial distribution

of electron trap states. The nanoparticle is modeled as a

To find a quantitative explanation for the observed behavsphere or a spherical shell containing a regular cubic lattice
ior we consider the kinetics of the bimolecular reaction of electron acceptor sites. Some fractigrof these sites are
+S—0 between a population afi mobile walkers(elec- traps with energie€ drawn from a distribution function

tronsg and S stationary targetscationg. Second-order reac- g(E); the remainder are conduction-band sites with energy

tion kinetics predict thaS(t) evolves with timet according E.. Initially n sites are populated with electrons and one site

to is occupied by a dye cation. For consistency with Fermi
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Dirac statistics each site can be occupied only once. Recom- S(t)=S(0)e BMHM), (7)
bination occurs whenever an electron arrives on a site occu-
pied by the dye cation. wheren is the density of walkers anB is a constant. The

We distinguish two regimes. In the first, the diffusion- half-life tgq,, of the targets, defined b$(tsqy) =3S(0), is
limited regime, electrons experience no long-range forcegiven in the case of a generél(t) by
but are free to wander throughout the lattice, moving to a
nearest neighbor after an interval, called thaiting time
which depends upon the activation energy of the site cur- t50%=H‘1<
rently occupied. This is a modification of Fickiar;sdizf;usion
known as a continuous-time random wdRTRW). In whereH "1 is the inverse function dfi. In the special case of

e ITaopPIng Fe0Ie: lectons i paer lawy(1), wieh cortesponds o an exponentl
. mally . P pe! g-rang density of states$(t) is a stretched exponential
interactions from dye cations and vacant sites that allow rare

tunneling events from site to site.

®

In2
Bn)’

SOEERG 9
Multiple trapping limited binati CTRW .
. |p-e fapping limited recombination ) andtsgy,cn” Y@ [Eq. (2)] exactly as observed above. This is
In the simplest form of the CTRW, steps to all nearestin marked contrast with the behavibgy,n 1, which is
neighbors are equally likely and the waiting time dependsexpected for homogeneous second-order reaction kinetics
only upon the energy of the initial site. This is essentially aand for a normal random walk whek(t)=t. Thus, at least
model of electron transport mediated by the conduction bangbr the case of an exponential distribution of trap states, the
or multiple trapping. Physically, it is a model of thermally CTRW provides an explanation for both the remarkable

activated electron transfer in a strongly screened environpower-law dependence 6fq, on n and the stretched expo-
ment. In the case of the nanocrystalline electrode, strongential kinetic behavior.

screening of electrons results from the high dielectric con-
stant and interpenetrating electrolyf&® Apart from the
density of trap states and nanoparticle geometry, the only
parameter required is the time for the fastest electron hop In the hopping model a trapped electron can reduce the
tmin- This need not be identical to the thermal hopping timedye cation by quantum-mechanical tunneling to the dye
(although that value provides a lower limniince the abso- site3? For weak electron-cation interactions, the electron
lute time scale cannot be distinguished from the fraction otransfer ratekgt is governed by Fermi's golden rule and is
sites that are traps. expected to vary as the square of the overlap of electron and
We are encouraged to use the CTRW for the followingdye wave functions. We model the electron transfer kate
reasons. In the CTRW, the time for each step is taken from ay
waiting time distributiony(t). Consider the case of an ex-

Tunneling-limited recombination (hopping mode)

ponential density of trap stateg(E): ker=kse "is/28, (10)
o(E) = aNte—a(Ec—E)/kT (4) where kg is a constant representing the strength of the
KT ’ electron-cation interaction,s is the electron-cation separa-

tion, andag is the effective Bohr radius. The extent of the

cation wave function is known to be short compared to the

TiO, lattice constant because of the relatively high electron

affinity of the cation, and therefore the dominant contribution

to ag is from the electron wave functiomg is assumed to
depend on the trap enerdy; through

x(oet~ e, (5

Now, for a waiting-time distribution with a sufficiently long 3s(E) =20/ VEc—E. (19
tail the average number of steps taken by any walker in timq‘/\/hereao is a constant. Now, since an electron may be sta-
t, H(1), increases more slowly thanin the particular case pjjized in any vacant trap, an electron at siteith a Bohr
of the power lawy(t), radius ofag(E;) is also capable of hopping to vacant elec-
H (1)t ©) tron acceptor siteg For the corresponding transfer rate we
: invoke the Miller-Abrahams mod&t*

whereE_. is the conduction-band edge enerdy,is the den-
sity of traps per unit volumésuch that¢=N,a® wherea is
the lattice constaitk is Boltzmann’s constant, is the tem-
perature, andv is the dispersion parameter such that &
< 1. For this distributiony(t) has the power-law form

This behavior ofH(t) determines the kinetics of the bimo-

lecular reactiom+ S— 0. For mobile walkers and stationary kij=koe " /a8 Ei T Eijg~ Eij /KT, (12
targets the rate determining step is the time taken for a

walker to reach a targdthe first passage time In the limit ~ where ky is a constant representing the strength of the
where the lattice is sparsely occupied and walkers outnumbesiectron—vacant-site interaction; is the separation of ini-
targets 0> S) the target survival probability varies &s tial and final site, and
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E,—E if Ej>E; 100000000 <
Eij= - (13 10000000 |
0 otherwise
o _ 1000000
represents the activation energy required to sippto a 100000 |
higher energy site. The argument ag ensures that the = o
higher of the two energie§; andE; is used, that is, tunnel- 2 -
ing is thermally assisted. The difference in rate constkgts : |
andk, allows for differences in the Frank-Condon factors for :o’ 108 4
the two types of transition. Physically, this model should * 10 -
apply where the release time from deep traps is long com- 1 =
pared to Ms. In this case we define, for purposes of com- 0.1 -
parison,t.,, as the mean time for an electron at the Fermi 0.01 |
level in equilibrium to hop to a nearest neighbor of equal or 0.001 ‘ . n
lower energy, 1 10 100 1000
e?/as(Ef) electrons per cation

tmin:k—- (14 ) )
0 FIG. 3. Comparison of experimental results fows. t50% for

the ethanol electrolytéfilled squares with results of the CTRW
RESULTS model with «=0.25 (curve A) and the hopping model in the limit
wherekg>k (curveB). Notice that over narrow ranges @y, the
For each model we carry out Monte Carlo simulations ofnopping model appears to resemble the data and can only be ruled
the transport of electrons within a nanoparticle in the presout by the subnanosecond data, which is capable of distinguishing
ence of a dye cation. The standard case nanoparticle hastween the models. Cur@shows the variation expected for nor-
radius 17 units, representing a 7-nm radiuand a lattice mal diffusion whenn=tg,. The recombination times predicted in
constant of 0.4 nm® Electrons may be constrained to oc- that case are clearly incompatible with the data.
cupy only sites within a few atomic layers of the surface of

the nanoparticlg“shell” ) or the entire volumé*“sphere”). |t js assigned a destination that is the §itgith the shortest

In all cases we use an exponential distribution of trap statefopping time or the dye, whichever has the shorter tifie.

(3) with o as a parameter. At the start of each simulation, saye computational effort transitions to conduction-band

lattice sites are occupied at random by electrons. In th@tates are not considered since these are extremely unlikely.

CTRW, every time an electron moves into a new site itThen, the electron with the shortest waiting time moves to its

adopts a waiting time given by destination, its waiting time is recalculated for its new loca-
InX)t... aEc—ENKT 15 tion, and the waiting times of all other electrons are ad-
(InX)tmine : 19 Vanced. Again, once an electron arrives on the site of the dye

whereE is the energy of the site currently occupied ahi  cation the simulation stops. Cation lifetime distributions are

a random number between 0 and 1. At every step, the ele¢ompiled from 5000 simulations and the procedure repeated

tron with the shortest waiting time moves to one of its neigh-for the range of electron densities in Fig. 2 and variations in

bors at random, and the waiting times of the remaining elecother parameters. The parameter

trons are advanced by that interval, as described in Ref. 15.

Electrons implanted at random quickly relax into traps. __

When an electron walks to the site occupied by the dye cat- y=d(logn)/d(logtse) a7

ion, the time is recorded and the simulation stops. The rela-

tionship between the rate of electron emission from an occu’S €valuated from the results. . .
P For the CTRW we use values @f consistent with the

i i ~1 o~ (Ec—EJKT
pied trap, given by i-e , and the rate of capture of A "
a conduction-bandmel?lectron by a vacant tr _E together observed values in Fig. 2 and tregaf, as a fitting parameter.
n In the case of the acetonitrile electrolyte where it is not al-

%vays true thah>S, the observed value af is expected to

that the electronic energies obey Fermi Dirac statistics. Inbe smaller than the theoretical vafifdn this case we use for

spection of the energies of a relaxed electron population con- -
firpms that the FermigDirac distribution is reproF()jupced. a a value of 0.50, slightly larger than the observed exponent

In the case of the hopping model, the electrons are ini_of0.46. In the case of the ethanol electrolyte whereS, we

. . . . . . use a=0.25, as observed. Best fits are obtained vijth,
tially implanted into trap sites. Th& electron adopts a wait- —2%10 155 for the ethanol electrolyte and X340 °s for

ing time that is the sho_rtest of the hopping times to each 0{he acetonitrile electrolyte, when the fraction of trapss 1.
the other vacant aps in the lattice, given by SimulatedS(t) are compared with experimental curves in

(In X)kalerij laggEij /KT (169 Fig. 1, showing that both the shape of the kinetic curves and
the n dependence is reproduced.
and to the dye, given by In Fig. 3, simulated and measuradss tsq, are presented
i a for the ethanol system, confirming the power-law behavior
(InX)kg “e'is 8. (16D predicted by the model. Thevs. tsyy, behavior expected for
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TABLE I. Value of y=—d(logn)/d(log tsqe) for nin the range 1
1<n<150 from simulations using the hopping model. Strongly N
dispersive behavior results only for cases where the electron-cation J
interaction is very strong or the fraction of trap sites is small, i.e., 0.8
where tunneling to the dye cation is greatly preferred to tunneling
between trap sitegResults forap>1 do not differ substantially for & 7
a,=1 and are omitteql. g o6l »
@ Sphere or shell  ag ¢ ks/Kq % ; 05 -1?&"'\/

whud
0.25 Sphere 05 0.1 1 100 Q 04 \ -200mv
0.25 Shell 1 0.1 1 1.00 % 03 -300 mvV
0.25 Shell 0.2 0.1 1 0.86 400 mV
05 Shell 05 01 1 0.96 02 I
0.75 Shell 0.5 0.1 1 0.96 0.1 {-500 mV
0.25 Shell 0.5 0.01 1 0.63 0 " ~ =
0.25 Shell 0.5 0.1 1000 0.45 10 100 1000 10000 100000 1000000 10000000
0.25 Shell 0.5 0.01 1000 0.37 2
Time (ns)

simple diffusion, as expected from E), is presented for FIG. 4. Simulations using the hopping model in the limit where

comparison. Clearly, the CTRW model is consistent with ourk5> ko in comparison with the data set for the ethanol electrolyte.
observations while simple diffusion is not The comparison shows that although the obsetygg values can

Notice that in the CTRW, kinetics are dominated by thebe fittegl approximately by the hopping model, the shape of the
T curves is not reproduced.

energetic distribution of trap states rather than the geometry.
Variations ing and in the geometry of the nanoparti¢shell ) ] . ] ) ]
or spherg do not affect then vs s, behavior but merely consistent with r_nult|pha5|c behavior on nanosecond time
increase or decrease the, needed for best fit. scales_observed in for_the ethanol glectrolytg. .

In the case of the hopping model we uges, ks/K,, and To illustrate the_ point, we consujer_th_e limit whekg
a, as parameters and seek some combination that gives rise 0 @nd traps are isoenergetic. In this limit, the problem can
to the strong sensitivity ofsyy, to n that is observed. We be simplified to one of competmon betyveen |mmob|I|zed_
consider the effect of varying each of these parameterglectrons for the cation. The cation density evolves approxi-
within the range of values that is physically reasonable formately as
our systemks/Kg is varied between 1 and 1004 is varied
between 0.2 and 5 lattice units ¥¥ spanning the range ds
between the value quoted for the Bohr radius of a EZSOZ exr{—k(eriS’aB)t], (18
conduction-band electron in rutfeand an upper limit esti- :
mate for the Bohr radius in anata$es is varied between 1
and 0.01 for both sphere and shell geometries, varying thesherer;g is the separation between théh electron and the
number of trap states per nanoparticle from thousands to dye cation. Simulatetky, vs n values are presented in Fig. 3
few tens.a is varied between 0 and 1. lllustrative results for and recombination kinetics in Fig. 4. It is clear that although
y are summarized in Table I. logtsge, VS logn is approximately linear over a limited range

It is clear that in this case kinetics are dominated by theof n, at very fast(subnanosecondimes the simulation di-
spatial rather than thesnergeticdistribution of trap states. verges from the data, while the CTRW model does not.
For the default case parameters, the sensitivitysgf to n ~ Moreover, the recombination kinetics do not resemble
that is observed for either system cannot be reproduced bstretched exponentials and do not fit the data well, as shown
the hopping model. Instead, valuesypfather close to 1 are in Fig. 4. Thus we conclude, on the basis of our subnanosec-
obtained irrespective of the breadth of the trap distributionond observations, that the hopping model on its own does not
(). Strong sensitivity otsg, to N can only be obtained by explain the data.
making ks>k, and reducing the number of traps. In this We would like to comment on the rather surprising dif-
limit, electron hopping directly to the cation is much more ferent behavior of the two models in the other limit, where
likely than hopping to another vacant site. This widens thethe number of trap states is large. For stayt the hopping
spread of hop distances and hence range of time constanteodel approaches a nearest-neighbor hopping variant of the
For some parameter combinations in this limit, valuesyof CTRW, where the time for an electron hop to a nearest
similar to those observed can be obtainedrfan the range neighbor is determined by the increase in energy between
1-100. However, because the recombination occurs after iaitial and final states. It has previously been shown that the
very small number of hops, the model fits the data only ifasymptotic form of the waiting time distribution for this vari-
very small values are used fdq,, leading to long times ant approaches that of the simple multiple-trapping CTRW,
(>us) for the nearest-neighbor hopping tirhg,,. Such time  leading to similar asymptotic kinetics in simulated photocur-
scales for hopping are physically implausible, and are notent transienté® The different behavior forecombination
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kinetics, when electron and “hole” populations are asym-is clear that the electrons in TiGre functionally trapped.
metric, is due to the fact that recombination samples only the The choice of aexponentialensity of states is arbitrary.
fastestelectron hops. The dye cation will be reduced by theqowever, (i) we have bias-dependent capacitance studies
first electron to arrive at the dye site, and electrons that argyat indicate an exponential increase in stored charge with
trapped for a long time are irrelevant. In this short timepias20 (jj) it has been shown previouéfthat similar disper-
range, the waiting times sampled are those for the easiegf e ransport behavior results from a small number of dis-
hops and the asymptotic waiting time distribution is not . ota trap energies as from exponentials, éiigl the factor
reached. In the case of the multiple trapping CTRW slow, '

eventsmustbe sampled because the electron that reduces ththat influences CTRW kinetics is the shape of the density of

; Lo ; Sates over the range of electron Fermi levels sampled during
cation must, at some point in its trajectory, escape from dee% : T X
traps e simulation, i.e., those states close to the Fermi level that

are which are most likely to be occupied or emptied. When
the electron density is a small fraction of the density of avail-
DISCUSSION able trap states this means the tail of the distribution. This is
likely to be approximated by an exponential even when the
ensity of states closer to the conduction-band edge has dif-
erent structure.

Despite the success of the CTRW in modeling the ob-
served recombination kinetics it is not possible to rule out
some dependence of observed recombination kinetics on the
tFye-cation recombination step. This step is also likely to de-
termine the absolute time scale of the recombination process
éproughks. Such a dependence is beyond the scope of this

From the above results it is clear that multiple trapping of
electrons on a energetic distribution of trap states is capab
of explaining the observed recombination kinetics while a
model based on electron tunneling alone is not.

Multiple trapping has been invoked to explain other dy-
namic phenomena in nanocrystalline Ji€ectrodes such as
frequency dispersion in intensity-modulated photocurren
photovoltage spectroscoPy-®#*and dispersive photocurrent
transient$ The advantages of the present approach are th
our technique probes electron dynamics on the intraparticu- : o S
late scale and is not influenced by electron transport across Multiphasic kinetics are commonly found in disordered

grain boundaries between nanopatrticles, and that changes ystems, and many examples of stretched exponential decays

quasi-Fermi-level in the course of the experiment are rela[1ave been reportéf. These have been attributed variously to

K hopping or thermal activation of carriers between a distribu-
tively small. tion of trap states and to the geometry of the underlyin
We should comment on the nature of the trapped elecétructure Xstretched ex onenti?’:ll decayb no means sy e%i—
trons and the form of the density of trap states. In both anafies the c.arrier d namicsFL)mi el Hereyb ystud ing the (F:)or-
tase and rutile TiQintra-band-gap TlilIl) states result from . ynami Iquety. 1 y ying o
o . . L relation of recombination kinetics with electron density we
the localization of an electron in the Tid3orbital in the

presence of an electron donating defécThese defect- have provided evidence for thermal activation out of trap

induced states are observed to lie 2—3 eV above the valenc%t-ates as the cause of stretched exponential kinetics in this

band maximum and act as electron traps. Although oxyge ase. The principle and the techniques should be applicable

vacancies are the best studied defects, surface binding art% other porous and heterogeneous electronic materials.

intercalation of catiorf§***and proton insertid!t also lead to
the formation of T{lll) states. In our systems, adsorbed spe-
cies and nonstoichiometry at the large and disordered surface
of the nanocrystalline TiQelectrode are expected to lead to  In the solar cell the most important recombination reac-
a range of defect states, extending over a range of energi#®n is reduction of the oxidized species blesin the
into the band gap. The quantitative differences in the expogelectrolyte—usually " —by electrons in TiQ. Now if we
nent« for the different electrolytes indicate that thkectro- ~ suppose that the hole moves slowly compared to the electron
lyte influences the density of trap states. We attribute this t&0 that it is more or less fixed at a surface site and that the
differences in the nature and density of localized states refirst encounter between electron and hole is the rate-limiting
sulting from the intercalation or surface binding of'lions  step, the rate of disappearance of electrpes hopcan be
(in the case of the acetonitrile electrolynd proton inser-  Written
tion (in the case of the weakly acidic ethanol electrolyte

There is some debate about whether the species respon-
sible for the visible absorption in biased Ti®lectrodes are dn
conduction-band or trapped electrdfi§® This distinction is an - _Apn, (19
rather blurred as the conduction in Ti@3 generally believed
to be by small polaron hopping with the electron moving
between Ti 3l states that are relatively localized on Ti ions, wherep is the concentration of holes ak} is a constant.
while “trap” states are similar in nature but more strongly Under constant illumination electrons are generated at a rate
localized. We believe that the electrons we observe ar& per unit time and volume, so that one new electron is
trapped in defect states, because the range of time constamtéroduced into a nanoparticle every; seconds wherer,
points to a spread in activation energies that would not result= 1/Q0G. Now since the number of hops in timg varies as
for small polaron hopping in a perfect crystal. In any case if( Tg)“,3° the rate of electrons generated per hop is propor-

Relevance for the solar cell
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tional to 7, “ and hence t&“. Consider the situation at open range 0.2—0.5. The wide range of observed time constants
circuit. If diffusive currents are small.e., internal fields are and h.igh sensitivity of kinetics to electron density cannot t_)e
negligible and generation unifopnthen recombination bal- explained by homogeneous second-order reaction kinetics,

ances generation at every point and, balancing the rates pwtich predict thattsp,,xn~*, but can be explained by a

hop, continuous-time random-walk model of electron transport in

the presence of an energetic distribution of trap states. We

dn o have shown that this model, in which electrons diffuse
—=A,G“-A,pn=0, (20 . . . : ;

dH 9 through the lattice undergoing multiple trapping events in

intra-band-gap trap states, leads to the observed dependence
of tgge,n~ Y for an exponential distribution of states, thus
nocG® (21) explaining the strong dependence of kinetics upon applied
' electrical bias. It also reproduces the temporal shape of the
Electron density thus decreases sublinearly with light intenkinetic curves with only one free-fitting parameter. In a sec-
sity. Such behavior has been observed in the frequency d@nd model, where electrons are essentially immobilized in
main by Schlichthorl, Park, and Frank, who repprtG®“>  traps on the time scale of the experiment but are allowed to
(Ref. 22 and Francoet al, who reportn<G®® (Ref. 19.  undergo tunneling events to other, vacant trap sites or to the
Indeed such behavior is believed to be responsible for thelye cation observed kinetics can only be reproduced in the
good performance of the solar cell at low light intensities.limit where electron-cation transitions dominate, and then
Elsewheré’ this behavior has been explained in terms of aonly for slower (>nanosecond measurements. However
recombination reaction between the electron and tri-iodidgome influence of the dye-cation recombination step on ob-
which is second order in. Ours is an alternative explanation served recombination kinetics cannot be ruled out.
which is compatible with first-order recombination: trapping  We conclude that electron trapping is responsible for the
alonecould lead to the observed recombination behavior atobserved recombination kinetics and that the distribution of
low intensities>” To a first approximation we do not expect trap states is likely to be critical. When the same model is
trapping to influence the dependence of the open-circuit voltapplied to the recombination reaction between electrons and
ageVoc on light intensity: it is straightforward to show from oxidized species in the electrolytehich is the primary re-
Eq. (20) and an exponential density of states th&Woc  action determining the voltage output of the solar )cilla
«kTIn G, assuming thaV¥oc is controlled only by the elec- nanocrystalline junction at open circuit, the model predicts a
tron Fermi level. sublinear power-law variation of electron density with light
As a further note in support of multiple trapping, we point intensityG, n<G®. This has been observed by other authors
out that the model leads to a density of conduction-bandut has not previously been explained in terms of electron
electronsn:, that varies with the total electron density like transport. The optical measurement of recombination kinet-
n.<nY®. This is again consistent with Ref. 22, which reportsics between conduction electrons and surface adsorbed spe-
nen?’, cies is sensitive to local electron dynamics can be used more
generally as a probe of electron transport in other porous
CONCLUSION materials or heterogeneous systems.

whence

In conclusion, we have studied the recombination reaction
between electrons and dye cations in dye-sensitized, TiO
electrodes in different redox inactive environments. We find This work was supported by the Engineering and Physical
that the kinetic decay curves are approximately stretched exSciences Research Council and the Greenpeace Environmen-
ponential and the cation half-life;y, varies with electron tal Trust. We are grateful to Carol Olson, Richard Willis, and
densityn like astsgn~ Y%, wherea is a constant in the Yasuhiro Tachibana for helpful discussions.
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