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Heat-flux induced changes to multicrystalline B surfaces
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Phase-shifting interferometry reveals that a heat flux normal to the gas-solid interface reduces the surface
roughness of thickl0—300um) multicrystalline B, films. The initial roughness, caused by misaligned crystals
and grain boundaries produced during the initial random nucleation and rapid crystal growth used in the
experiment decreases with increasing heat flux. A simple energy minimization model quantitatively explains
the functional relationship between surface roughness and heat flux.

DOI: 10.1103/PhysRevB.63.195416 PACS nuniber68.35.Ct, 81.10.Bk, 81.10.A]

Very smooth and uniform 50-30Qm-thick deuterium- ~mometers measure boiy andT,. Except when noted, the
tritium (D-T) layers on the interiors of 1-3 mm-diameter temperature stability was better than 0.005 K 82 h pe-
spherical capsules are required for ignitable inertial confineriod.
ment fusion(ICF) targets for the National Ignition Facility? Surface roughness is determined from both surface-
Such D-T layers develop through a natural redistributionr€flection phase maps and optical-path-depth phase maps.
process driven by bulk-solid heating from tritum beta The phase maps are measured by placing the sample in one
decay?~® This process typically results in a multicrystalline &m of a phase-shifting Michelson interferometer operating
D-T layer with the average solid-gas interface conforming to2t 589 nm with a 30 nm bandwidth. A3objective images
an isotherm of the spherical container. These thick multi-& 2-98<2.57 mnf area of B. Surface-reflection phase maps,

crystalline films grown from the liquid or vapor are not per- Where the [ solid-gas surface forms one of the “mirrors”
fectly smooth. The surface structure is a function of the Olis_of the interferometer, are the most sensitive to surface struc-

tribution of crystallite sizes, orientations, etc., determinedY"® but are limited to surfaces sm(_)o_ther tham‘.’? rms.
Phase maps can be measured/fs0 giving a sensitivity to

largely by the initial nucleation and growfttierring"® and height variations of 10 nm. For rougher surfaces, the com-

Mullins™ set the groundwork for understanding this §qrfaqeplex and tightly spaced fringes cannot be reduced to a sur-
structure. Typically, when a smooth or flat surface finish is,

red. sl terial-d dent techni h face structure. For these rough layers the soleMyF, in-
required, slow, material-dependent lechniques, SUch as ek ace js ysed as the interferometer sample-arm mirror and
taxial growth, are used. These techniques are not availab

i i e optical-path-depth phase map characterizes thiayer
for smoothing ICF fuel layers. A search for alternative meth'uniformity. The MgF, surface roughnesé<l nmrms is

ods motivated the present work. We show that a heat flux, ch smaller than the Dsurface roughnegs>100 nm rms,
applied normal to the gas-solid interface smoothes 10-30Q, the measured phase is modulated predominantly by the
um-thick solid D, surfaces. This result may have more gen-gpatial variation of the Player thickness. Since the refrac-

eral application for controlling multicrystalline surface mor- tjve index of D, is 1.16, optical-path-depth phase maps can
phologies. An extensive literature exists on the theory of

i &7
iherefoe present & Smple energy-minmization modelof i
effects of a thermal gradient on multicrystalline surface T2
roughness, which quantitatively fits our data with reasonable
choices of crystal parameters.

The D, films were grown from the vapor phase by cooling
through the triple-point temperature of 18.73 K in a cell H
schematically shown in Fig. 1. The top and bottom plates are l To
MgF,-coated sapphire. The bottom plate is at temperalyre
and serves as the substrate for growing flms. The top }
plate is at temperaturg, and allows optical access to the D T
films. RaisingT, several degrees abovg produces a heat

flux F at the gas-solid surface. For films that are thin com—

pared tox=3.84mm, the distance between the top and bot- k|G, 1. Sketch of the sample arrangement. Solid deuterium films
tom platesF = «,(T,—T1)/X, wherex, is the vapor thermal  are grown on the cold substrate at temperafyreThe top plate, at
conductivity for the average temperature between the platesemperaturé,>T, , is used to generate a heat flux through the D
A fill tube (not shown enables us to monitor the,vapor layer to reduce surface roughness. The layer thickkksis not a
pressure in the cell. Calibrated germanium resistance thefactor in the heat flux model.

|
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measure roughness rms values up de-6 um and the 3000
height-change sensitivity is 60 nm. The measuseffom
both techniques is the same to within 20%, for surfaces with
1>0>0.4um, suggesting that there is little density nonuni-
formity in the D, films and the solid B-MgF, interface is
smooth in comparison to the,Bolid-gas interface. We mea-
sure the film thicknesses by increasing the light bandwidth to
~500 nm and measuring the distance the sample must b
moved to bring a single “white-light” fringe from the solid
D,-MgF, interface to the B gas-solid interface. The accu-
racy is 3um.

If all crystal planes had the same specific surface energy 100wy
and there were no effects due to grain boundaries, the surfac 1 10 100 1000
of the solid B, would lie along isotherms of the sample cell.
To determine this ideal surface profile, we modeled the iso-
therms using the finite-element cod®sMos The model
indicates a small quadratic component of the isotherms (
~ax?+by?) which results in a maximum deviation of 5% in
layer thickness for a 10@:sm-thick D, layer. All higher-order
terms in the isothermsh~ax"+by™ n,m>2) are several
orders of magnitude smaller than the quadradicthat we
report is the standard deviation of surface height values afte
subtracting a second-order fit to the surface.

Figure 2a) showso(t) versus time for several Dayers
nominally 100um thick. The layers were grown by cooling
the sample cell at the rate of 0.002 K/s to the final tempera
ture. Time zero is when the final temperature is reached, afte|
which the layer thickness was constant to within 15%. The
dark squares, triangles, circles, and diamonds Mad
=18.6 K, but different values folr, and thusF. The open
circles hadT,=17.48K. For the data in Fig.(3), F was
constant throughout each run, including the layer-growth s
phase. The rms surface roughness decays exponentiall\b)
o(t)=opexp(t/n+o,. The time constants7, and . .
asymptotic steady-state limiiss; decrease with increasing _ FIG. 2. (a) Surface roughness rms vs time for 10@+-thick D,
heat flux.F can also be increased after initial layer formation films grown by cooling from the liquid at 0.002 K/sec to the final
to reach lower values af. This smoothing process is not Seét-point temperaturd,. For the dark square$,=18.67K, F
simply an anneal. It does not occur if there is no heat flux=0-23 mW/cn; dark trianglesT,=18.55K, F=0.85 mW/cr;
even though the Dis just below the triple point, as shown by dark circles T;=18.5K, F=1.6mWicn¥, dark diamondsT,
the constant roughness for the dark squares in K. 2 =18.54K, F=3.6mWi/cnf, and open circlesT;=17.49K, F

To estimate surface-roughness time dependence in tted-8 mW/eni. (b) White-light interferograms of players corre-
presence of a heat flux, we consider a simple oneSPonding to data points ife). Top left: crystals growing during
dimensional model. A thick film of solid | just after freez-  cool-down through the triple point. Top right: dark squares, 1230
ing, contains thickness variations due to the anisotropic crysnin after freezing. Lower left and right: dark diamonds at 3 and 175
tal growth. At any point on the surface, the temperature cafin. respectively. The vertical field is 2 mm. The mismatched crys-
be obtained from Laplace’s equation usinng/dy)|y:h tal boundaries are highlighted by fringe density discontinuities.
=F+(dn/dt)Ls as a boundary condition, whetre, is the

1000+ °

Surface roughness rms (nm)
>
:
>

Time (min)

. . . wherepg is the molecular density of the solidy is the mass
solid thermal conductivitydn/dt is the molecular flux at the Ps ) y —. g
of D,, kj is the Boltzmann’s constant, is the average sur-

surfaceh is the layer thickness, and, is the latent heat. The o o
net molecular flux at the surface is obtained from the differ-face temperatureaPy/aTh is the derivative of the vapor

ence between the incident flux, which is proportional to thepressure with respect to temperature evaluatéd andh is
average vapor pressure, and the exiting flux, which is prothe final layer thickness. The vapor-pressure-dependent term
portional to the solid vapor pressure at the surface temperdnakes little contribution except at low temperatures. This
ture. In this simple model, initial height variations decay simple model predicts the correct functional dependence for
away with a single exponential as observed, with the timghe roughness, but it predicts a time constant that is a factor

constant, of about 4 smaller than the measured value. This agreement
_ is surprisingly good given that the redistribution process is
KsPs \/Zwm kT Lgh far from 1D and the anisotropic nature of the surface energy,
™™7F P, + P (1) which produces the initial surface nonuniformity, is ignored.

Figure Zb) shows surface reflection interferograms to re-

JIT |+ veal the multicrystalline nature of the data in Figaj2 The
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3000.0 plied heat flux occurs because higher surface perturbations
4 have a higher temperature and thus vapor pressure relative to
lower points. This causes a sublimation and recondensation
from the higher to the lower points, resulting in a smoother

surface. The process is accompanied by the exposure of
many high-index crystal planes, which generally have higher

specific surface energies. The final surface configuration, and
thus roughness, results from a competition between the sub-
limation process decreasing the bulk thermal energy in the

presence of a flux-driven thermal gradient, and the increasing

1000.0

Surface Roughness rms (nm)

100.0

first integral is the total surface energy, which is the com-

00 05 10 15 20 25 3.0 surface energy from the high-index surface planes. An

(a) Surface heat flux (mW/cm?) energy-minimization model estimates the heat flux depen-
dence of the surface heigh{«,r), subject to the constant

&~ 10000 volume constraint and applicable boundary conditions. The
g 10001 © total energy, neglecting grain boundaries, is

i °
g 1003 s, ET=f y(h’)\/1+h’2dA+f f ex)dv, (2
» E S \
g 104m “’ : S
S i m where y(h’) is the orientation-dependent surface energy,
g ' "am ande(x) is the thermal energy densityxt (X;,X,,X3). The
g
T
3
(7]

0'11% monly used starting point for crystal shape calculations, and
0.014 — leads to the well-known Wulff theoref.The thermal en-
10 100 400 ergy term is new and unigue to our experiments.
(b) Spacial frequency (1/cm) Most of the relevant physics associated with this energy

_ minimization procedure is revealed with the simply param-

FIG. 3. (a) Surface roughness rms vs applied heat flux throughgizeq model surface of Fig. 1, without performing the full
thet. lfoﬂm';h'cfh Dzh layer. Th$ atsfgzrﬁs _}/\k/]ere. rr:easurzd d,W'th variational calculation. While actual surfaces have crystals of
optical-path-aepth phase maps % The circles and dia- \arjous lengths and tilts and with different crystal planes
monds were measured with surface reflection phase mafis at exposed, our model simplifies this initial surface. The mor-

=18.6 and 18 K, respectively. The solid fine is from &d) with hology is assumed to be two-dimensional for ease of calcu-
the parameters stated in the tefki). Surface roughness power spec- pnology A - .
lation, i.e., the initial surface is assumed to be a corrugation

tra for the same layers shown {s); circles, F=0.5 mW/cnf and : . .
squaresF = 1.6 mW/cr. of tilted crystal planes, with common tilt anglég and com-

mon width L. The initial crystal planes are assumed to be
égw-index, consistent with the lowest-energy equilibrium

close spacing and abrupt orientational changes of the fring gonfiguration, and each is given the same specific surface

in the upper panels shows the multicrystalline surface. Th
. : energyyo-

initial surface roughness varies from run to run due to ran- Movina small trianales from th ks 1o the trouahs of
dom crystal nucleation and growth, and are not correlate(gh 0 tgls a ‘? gies do teh peaKs ﬁthe OlIJg S0
with the growing heat flux. At larger heat fluxes, with time et i%;&scor.?gaal I(;n?f;egcesth ﬁ. Or\]/grras rfgér:aeneer:ergg’
crystal facets become smoothly curved, the height jumps béj-ua) We ch vicl 0 _u N |\g”_0 ||£q dul th gies,
tween different crystals decrease, and cusps at grain bound?): € choosey(6) = yo+ 1|6~ | to model the energy
aries are removed of the vicinal planes, a form consistent with the literattire,

: ; here 6 is the slope of the vicinal plane, ang is propor-
Figure 3a) showso g versus heat flux for 10@m-thick w ! .
solid D, films at 18.0 and 18.6 K. As mentioned abowe, tional to the step energy. These vicinal surfaces are at heights

from both surface reflection and optical-path-depth measures. above and below the average height. Assuming one-

ments have nearly the same value, suggesting that most gftmgnsmnal Dea:trzilzns/;er n t?]ed're(.:t'(t)r?’ thei enetrgy den-
the large optical-path nonuniformities are due to surfaces'y'se(x’y)_eo Crylcks, Wherec IS the volumetric spe-

roughness at the Dsolid-gas interface. Figure(l3 shows cific heat of t_he hydrogen ice arg is the refe_rence thermal
thegroughness povdijr spegcﬂ%f) for two sgmpl(?s used in Eneray density when no thermal gradient exists. The value of

Fig. 3(@. These and similar spectra show a significant deV that minimizes the total energy as calculated from &4.

crease in roughness amplitude for all the spatial frequencie'g

measured, upon increasing from 0.5 to 1.6 mWi/crh H 8A y| 12
Above 1.6 mW/crf, we do not typically observe a further Wmin:Z{ —|1- W) , 3)
decrease in the high-frequency amplituddés>0 mm ).

The low-frequencyf 10< f(mm™)<0.3] amplitudes, which  with A y= y,[1—cos@y) 1]+ /6| andk=cF/2«s. The rms
dominateogsin Fig. 3(a), continue to decrease with increas- roughness of the corrugated surface is
ing F to 3.6 mW/cni.

The observed reduction i in the presence of the ap- o=w(1—4w/3H)*2 (4)
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The roughness as a function of heat flux from E@.and  way down the right side of that image has=50um and,

(4) is plotted in Fig. 8a) for L=125um, 6=0.10, y, from the interference fringe$i=1.2um. The 3.6 mW/crh

=6 ergs/cmh, y,=0.8ergs/cA and c=5.5x1Cergs/ heat flux is smaller than the 10 mW/érpredicted by the
(cmK) and compares well with the experimental data. Otheimodel as necessary to smooth the bump.

combinations of these parameters produce acceptable fits, The low-temperaturel(=17.49 K) data set in Fig. 2 has a
but H and L should match experimentally observed crystalslarger surface roughness than the 18.5 K data. Indeed, low-

and initial roughness, and a lower limit exists fay from the temperature surfaces ty_pically contained more facets _and
stability of facets at the triple-point temperatdfe were harder to smooth with heat flux. The model calculation

Two conditions are imposed on this model. The first is\?v?]?ézl?r? C?etgsnége;%gurgn%egﬁrrflggg ceeng;:;gg r\}vthhssgetgtmcsgrzc_:lty
that_Ay(_a) must be positive, 0th_erW|se _the surface is not Niure dependence we do not know. However, the scatter in the
e.q.umb.num before the heat flux is applied. The second cc’nlow—temperature data was too large to determine a clear de-
dition is thatw,,;, must be real, oF >16kA y(6)/(cH?).

. : endence ofr on T. Finally, we also found that the multi-
This sets the threshold value of the heat flux required for th rystalline surface roughness increases as the average layer

decrease in thermal energy to exceed the increase in surfage xness increases from 10 to 360, with the increase in

energy. With these two conditions, the model predicts thaf; yersys thickness decreasing with increasing heat flux. No

the small-length-scale crystals<75 um) are more difficult i,crease in surface roughness versus layer thickness is pre-
to smooth than longer crystals. Each of the surfaces of Figyicted with our model.

2(b) actually consists of an ensemble of crystals with differ-

ent initial slopes and lengths, and also several different ex- The authors acknowledge the contributions of Walter

posed crystal planes. These differing initial surfaces may adJnites who was instrumental in constructing the apparatus,
count for much of the scatter of the data about the modeand in collecting data. This work was performed under the
line. Small isolated defects in an otherwise smoothed surauspices of the U.S. Department of Energy by the Lawrence
face, such as shown in Fig(l8 may persist becausé is  Livermore National Laboratory under Contract No. W-7405-

below the threshold value. The defect about a third of theENG-48.
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