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Origin of the split quantum oscillation wave form in a-(BEDT-TTF),KHg(SCN),

N. Harrison
National High Magnetic Field Laboratory, Los Alamos National Laboratory, MS-E536, Los Alamos, New Mexico 87545

N. Biskup, J. S. Brooks, and L. Balicas
National High Magnetic Field Laboratory, Florida State University, Tallahassee, Florida 32310

M. Tokumoto
Electrotechnical Laboratory, Tsukuba, Ibaraki 305, Japan
(Received 28 November 2000; revised manuscript received 8 February 2001; published 11 April 2001

We report the results of a detailed study of the field orientation dependence of the de Haas—van Alphen
wave form ina-(BEDT-TTF),KHg(SCN), over a wide range of angles and fields. By considering the field
orientation dependence of the sign and phase of the fundameritafjuency, at fields both well above and
below the kink transition field, it is found that the product of the effective mass with the elegfiator is
approximately constant. This implies that spin splitting cannot occur within the low-magnetic-field phase until
the angle between the magnetic field and the normal to the conducting pland®9s This finding contrasts
greatly with that recently published by Sasaki and Fukase. The results of the present study imply that the
electron-electron interactions are largely field independent in this material, while a field dependence of the
electron-phonon interactions is still tenable. The manner in which the amplitude of the wave form of the
oscillations is damped within the low-magnetic-field phase is suggestive of a nonharmonically indexed reduc-
tion of the amplitude, thereby eliminating explanations in terms of magnetic breakdown or impurity scattering.
Meanwhile, the presence of a large amplitude second harmonic within the low-magnetic-field phase that has a
negative sign over a broad range of angles can be explained only by the frequency doubling effect.
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[. INTRODUCTION transition® Nevertheless, for convenience, in the following
discussion we shall refer to the low-temperature, low-field
Charge-transfer salts of the forma-(BEDT- phase as the CDyVphase and the low-temperature, high-
TTF),MHg(SCN), (where M= K, Tl, or Rb) exhibit a field phase as the CDW\phase(see Fig. 1
complex phase diagram that is very sensitive to both tem- Magnetic quantum oscillations are sensitive to the
peratureT and the orientation of an applied magnetic field changes aB, .'* All signatures of a reconstructed Fermi sur-
B.1"5 Angle-dependent magnetoresistance oscillafiarsd ~ face are lost at high magnetic fieléi,**"**while the qua-
the Shubnikov—de HaatSdH) and de Haas—van Alphen siparticle effective mass* corresponding to the dominant
(dHVA) effects have demonstratetithe existence of a re- a quantum oscillation frequency F, appears to
constructed Fermi surface at low magnetic fields and tem-
peratures belowT, (T,~8 K for the M= K salt" and T (2" orden)
~10 K fortheM =TIl and Rb salts such a reconstruction is
indicative of a density wave ground state. However, direct
evidence for a lattice superstructure, which would unambigu-
ously distinguish a charge-density wa@@DW) ground state
from one that is a spin-density wa¥8DW),° has not been =
forthcoming. Only very recently has sufficient indirect evi- <
dence accumulated so as to tip the balance of the arguments
in favor of a CDW ground state. Notably, antiferromag-
netism is either wedR ™ or absent? and T, is strongly de-

st
B (17 order)

pressed by the application of a magnetic fi&let*3 cow

The electronic properties of the a-(BEDT- i
TTF),MHg(SCN), salts then change abruptly on passing OO 10 20 30 40
through the first order “kink” transition fieltf B, (B B

~23 Tin theM =K salt), above which they exhibit a criti-
cal state’ While the experimentally delineated phase bound- FIG. 1. A notional phase diagram ofa-(BEDT-
aries(see Fig. ] are consistent with this being a transition 17F),KHg(SCN),; the thick solid line represents the second order
from a commensurate CDy\Wphase into a high-magnetic- transition atT, into the CDW ground state depicted in light gray.
field modulated CDVWY phase’™ as predicted by several re- The vertical dotted line represents the first order kink transition field
cent theoretical modelS;*® many of the experimental obser- B, beteween the CDW(solid) and CDW, (hatched regimes, with
vations are difficult to reconcile with such a simple the region of hysteresis depicted in dark gray.
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increase:'®-2°However, perhaps the most notable change is L .
in the physical appearance of the wave form, from one that is

strongly damped but displaying split maxima in the CpW 30
phasé®?223to one that is almost triangular in the CQW
phase?4?5 The origin of the split wave form within
the CDW, phase is a contentious issue. Several
publicationd®?223 suggest that it is due to the “spin-
splitting” phenomenon. This occurs when the Zeeman split-
ting Ae =gfheB/m, (whereg is the electrorg factor andm,

the free electron mag®f the Landau levels becomes equal
to an odd half-integer multiple of the cyclotron enerfgy,
=feB/m*.2® However, a split quantum oscillation wave
form need not necessarily result from spin splitting; for ex-
ample, a similar wave form occurs in the CDW compound
NbSe,?’ but this was shown to be completely unrelated to
the Zeeman effe@® The frequency doublingFD) effect?® 0
which occurs when an additional term proportional to the

square of the oscillatory component of the chemical po-
tential modulates the free energy of a CDW ground state,
provides an alternative explanation. FIG. 2. Examples of the oscillatory magnetic torque at several
The purpose of the present paper is therefore to investidifferent angles measured im-(BEDT-TTF),KHg(SCN), at 450
gate the importance of the spin splitting and FD effects in=20 mK throughout. The traces have been offset with respect to
a-(BEDT-TTF),KHg(SCN),. This is accomplished by per- each other for clarity.
forming a detailed study of the magnetic field orientation
dependence of the dHVvA wave form in both the Cp#hd  and was observed to change by less than 0.1%. Since this
CDW, phases. In spite of the seemingly strong arguments ifmplies a maximum angular displacement -efj;°, torque
favor of spin splitting in thea-(BEDT-TTF),MHg(SCN), interaction effects were insignificant. Static magnetic fields
salts!%?2233%ng such thorough tests have been previouslyextending to~32 T were provided by the National High
carried out to our knowledge. In this work, the produfg, =~ Magnetic Field Laboratory, Tallahassee, while a constant
where v =mg/ms, is determined by fitting the field orien- temperature of-450 mK was obtained using ¥e refrig-
tation dependence of the sign and phase ofRheoscilla- ~ €rator. _ .
tions. As described in Sec. Ill, this may be useful for deter- AS the interlayer transfer integral, of «-(BEDT-
mining the relevance of electron-electréere or electron-  TTF):MHQ(SCN), charge-transfer salts is immeasurably
phonon (e-ph interactions in the formation of the ground Small compared to those within the planes, these materials
state. The validity of the canonical ensembite which the ~ Provide good examples of almost ideally two-dimensional
chemical potential is allowed to oscillate as the quasiparticlé2D) multilayered quasiparticle systerhis: Consequently,
density of states changes with magnetic fidtt describing ~ the only significant component of the Landau diamagnetic
the field orientation dependence of the wave form within theSusceptibility is that projected alony Becauser=M xB,
CDW, phase is discussed in Sec. IV, while the anomaloushe oscillatory component of the magnetic torque is
behavior of the quantum oscillations within the Clg\hhase

T (Arb. Units)
Ny
o

-y
o

B(T)

is discussed in Sec. V. The frequency doubling effect is dis- T9=—M, ¢Bsing, (1)
cussed in Sec. VI and, finally, all of the results are summa- ~ _
rized in Sec. VII. whereM, , is the oscillatory component &fl parallel ton.

lll. FIELD ORIENTATION DEPENDENCE
Il. EXPERIMENT OF THE DHVA PHASE

The single crystal sample of «-(BEDT- Examples of the oscillatory magnetic torque of
TTF),KHg(SCN), of volume~0.8 mn? used in this study a-(BEDT-TTF),KHg(SCN),, measured in static magnetic
was the same as that used for the magnetic torque measwféi'ds of up to 32 T and at several different field orientations,
ments in Ref. 5. It was mounted on the moving plate of aare shown in Fig. 2. Note that these data closely resemble
phosphor-bronze capacitance cantilever, which was itself agarlier measurements made on the same maf@ﬁ%l?ouner
tached to a rotating platform for which the axes of torque andransformation of the data in theBLomain over a restricted
rotation were parallel to each other and both perpendicular t62nge ofB within the CDW, phase at~8.8°, shown in Fig.

B. The angle betweeB and the normal to the capacitance 3, reveals a plethora of harmonics, indicative of good sample
plates was approximately the same as the afidietweerB quality.

and the normaln to the highly conducting planes of the A number of recent articles have shown that the presence
sample. The capacitance;1 pF, was measured by means of an oscillatory component of the chemical potenfialin

of a capacitance bridge energized with 30 V rms at 5 kHzhis and other 2D materiglsnvalidates a simplistic analysis
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00— T The magnitude|S, 5| becomes unity wheneveks be-
comes commensurate withw., or, equivalently, when the
productry g becomes equal to an even integer. Conversely,
whenevervy g is equal to an odd integer, the amplitude of
182<B<23T ] the fundamental oscillation frequency undergoes a rotle
ten called a spin-splitting zero or spin zgfd The 6 depen-
006 - 2F, i dence ofv} then causes the amplitude of the fundamental to
pass through a series of spin-splitting zeros upon rotation of
the sample in a magnetic field. The experimentally deter-
mined positions of these nodes can then be identified with
particular values of; g/cosé, enabling an accurate estimate
of v5g to be made.

A study of this type was recently made by Sasaki and
Fukase at various magnetic fields both above and b&pw

0.08 | F, 0=88° .

© (Arb. Units)

0.04

0.02

0.00 e in a-(BEDT-TTF),KHg(SCN),.%° The interpretation of the
4 5 positions of the nodes is not, however, entirely
F(KT) unambiguoug® Since the first spin zero could correspond to
any odd integer value of§g/cosf= 1,3,5,7..., part of

FIG. 3. Fourier transform of the data &t 8.8° in Fig. 2 over a

restricted range of field (1828<23 T). the investigation involves determining which of these it is

likely to be. The process of distinguishing these becomes
trivial only when several nodes are observed. This is the case
in our results within the CDWphase aB~26.5 T(i.e., for

a Fourier transform of the interval iB between 23.0 and
31.25 T), presented in Fig.(4), which are in excellent agree-

of the dHVA oscillation data in terms of the Lifshitz-
Kosevich (LK) formula®?43! The reasons for this are two-
fold. First, the LK formula is suited only to systems in which
the Fermi surface is significantly curved in all thieepatial 4 !
dimensiong*?® Second, the presence afsignificantly per- ment with those of Sasaki and Fukége. .
turbs the wave form of the oscillations so as to cause the The _phase in Fig. (@ IS determme_d as fOII(.)WS' Having
amplitude and sign of each of the>1 harmonics to depart determinedF by Fourier transformatlon_, the in-phase a_nd
significantly from those predicted by the LK mod&IThe quadratu-re gomponents of the dHVA S|gngl are determined
predictions of the LK model are further invalidated by otherPy multiplying the torque data by sint¥/B), and
oscillatory phenomena, periodic inBl/caused by the quasi- cos(27F/B), respectively. Since the dHVA wave form in 2D_
particle system itself;, examples include magneticmetals can always be represented as a sum of sine
breakdowrf? the FD effec® and induced currents. Induced functions?*?® the quadrature component is invariably zero.
currents, which contribute an additional oscillatory structureThe phase of the oscillations is therefore eithe0®
to the dHvA wave form, occur in the CDWphase of the 0Or ~=180°, corresponding to a positive or negative sign,
a-(BEDT-TTF),MHg(SCN), salts in both static magnetic respectively.
fields’ and pulsed magnetic field32 For clarity, the data at 26.5 T are reproduced in Fidp) 4

In spite of the fact that the wave form of the dHVA oscil- together with a solid line representing the functional form of
lations is significantly perturbed by in the canonical en- S1e Sindbestable to reproduce the correct sign of the oscil-
semble(in which the number of quasiparticles is kept con- lations and positions of the spin zeros. Note that the solid

stant and the chemical potential given complete freedom tBne is a fit only to the sign of the oscillations and not to the

vary), the underlying sign and phase of the fundamental fre@mPplitude, yieldingvgg=3.67+0.02. -

quency (labeledp=1) are the same as those in the grand In Fig. 4(a), we see that the apparent angular positions of

canonical ensemblér LK mode) for which 7= 0 2425 The the nodes appear to shift on loweriBghrough the transition
Bt field By, also in agreement with Ref. 30. However, in dis-

amplitude of the fundamental oscillations in the magnetica reement with the results of Sasaki and Fukase, our analysis
torque can therefore be written in the form 9 ' y

fails to show any significant change if§ g. Rather, at lower
fields B=18 T), the positions of the nodes eventually shift
T1~AipTa sin( ZLF) S, , siné, 2) back to approximate_ly the same posit_ions as those at
’ = B ’ ~26.5 T. Therefore, in contrast to Sasaki and Fukisee
find that approximately the same value igffg~ 3.67+ 0.02
where A,g 1,y is @ monotonically varying prefactoffor s able to fit the field orientation dependence of the sign of
which there is no simple algebraic form in the canonicalthe fundamental oscillation amplitude deep within both the
ensemblg and F is the dHVA frequency. Note that;g 1y  CDW, and CDW, phases. To illustrate this point more
contains no information about the sign and phase of the oslearly, in Fig. 4c) we have replotted the field orientation
cillations, both of which are determined entirely by the Zee-dependence of the oscillation amplitude in the magnetic
man term S; ,=cos@vjg/2),?® for which v§=m$/m, torque at 16.5 Tii.e., for B between 15.0 and 18.2)Tto-
=mg/m, cosf.8® gether with a solid line representing the functional form of
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44 serted intoS; 4 siné, as indicated by the dashed line, the
positions of the nodes are not accurately reproduced.

A visual inspection of the raw data in Fig. 3 of Ref. 30
suggests that the above inconsistencies have more to do with
the analysis procedure than with the experimental data. One
notable flaw in the analysis procedure of Sasaki and Fukase
is that they attempt to obtaingg by fitting a straight line
through the 1/cos, positions of the nodegplotted versus
the node index @+1 in Fig. 5 of Ref. 30 without actually
verifying whether the condition 1/cag=(2n+1)/v5g is ad-
equately satisfied. For example, if we instead extnepg
from the periodicity of the nodesi.e., v5g=2(1/cosb,
—1/cos6,_4)]in Fig. 5 of Ref. 30, we obtain quite a different
. . value of v§g~4.2. Given the apparent uncertainty in deter-

B=265T mining the positions of the nodes in Fig. 5 of Ref. 30, it is
debatable whether the line correspondingvm=4.7 pro-
vides a better fit to the data than one correspondinggto
=3.67 [making the appropriate adjustment ofn(21) by
—2]. Serious problems with the analysis of Sasaki and
Fukase become especially apparent in our Fig. 4. In particu-
¢ lar, the reported value ofyg=4.7 within the CDW phase
requires the existence of a node @t 20° that has never
actually been observed. In Secs. V and VI we will show that
the field orientation dependence of the dHVA wave form

- ; L within the CDW, phase can be quite adequately reproduced
30 0 9:0 60 using vy g=3.67 but not 4.7. This proves beyond any doubt
o) that the value ofv§g=4.7 and therefore the conclusions
reached in Ref. 30 are most definitely incorrect.

A reliable extraction of/§ g is helpful for determining the
relative importance of e-e and e-ph interactions. According
to Landau Fermi liquid theory, e-e and e-ph interactions af-
fect v§ andg differently2® In most metals, e-ph interactions
perturb and broaden the Landau levels at energies very close
to w. It follows that an increase ing is approximately offset

by a reduction ing, making the overall adjustment in the
© fx‘;fztam ._: productvy g very small. For the same reasons, e-ph interac-
0054+ 8 | vrg= 47 g tions do not generally contribute to the Pauli paramagnetic

L N susceptibility of a metal® The same is not true, however, in
30 0 s 60 the case of e-e interactions. In heavy fermion materials, for

o(%)
example, the enhancement gf can reach values of order

FIG. 4. (a) Field orientation dependence of the Fourier ampli- ~100, while the changes ig remain relatively moderaf¥.

tudes at different magnetic fields w(BEDT-TTF),KHg(SCN),. . . .
Bezier fits between the points are shown for clarity. Each of theIt has been suggested thai(at least in organic metalss

given values of magnetic field (26.6. . ,15 T)corresponds to the more representauve of .the Wilson ré.;ﬁda humber .that IS
reciprocal of the midpoint of a 0.012 Tt interval in 1B over L!S?,d to quantify the 'ratlo of'the Pauli parama}gnetlc suscep-
which the Fourier transform was performed) The field orienta- tibility to the electronic Cloeff.ICIent of the specific héqt -
tion dependence of the quantum oscillation8at26.5 T together Becausevsg (plotted in Fig. § does not change signifi-
with the functional form ofS, , sin @ best able to reproduce the cantly with field, we can conclude that the e-e interactions
correct positions of the nodes drawn as a solid liwg.The field ~ also do not change significantly with field; this is in contrast
orientation dependence of the quantum oscillation8-atl6.5 T,  to the conclusions of Sasaki and Fukd$&hus, either the
with the functional form forS,, sin@ shown with u§g~3.67  effective electron density is not a significant factor in deter-
(solid line) and 4.7(dotted ling. mining the relative strengths of the effective Coulomb inter-
action between the two regimes, or, alternatively, e-e inter-
S, Sin6 for v59=3.67 (i.e., the same as that within the actions do not play a very significant role in the formation of
CDW, phasg. Clearly, this value of’; g is able to reproduce the CDW ground state. This is not unexpected, since CDW
the positions of the nodes quite adequately. In contrast, wheground states are commonly thought to involve e-ph interac-
the value ofv¥ g~4.7 quoted by Sasaki and Fukddis in-  tions rather than e-e interactiondt could be argued that the

t (Arb. Units)
o
]

T (Arb. Units)

® exp. data
v,'g=3.67
1 1 n 1

0.05

T (Arb. Units)
=)
o
S
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b is too large to be ignored. Within the COWhase, dHVA
i 1 measurements all agree thaf§ ~1.52818-203%jthin the

St o 7 CDW, phase, however, only one estimationgf~2.0 has
been made that properly accounts for the effects of induced

al . currents, now shown to occur in both static and pulsed mag-

i\i\b——r/"‘*’——' . netic fields> Sincea-(BEDT-TTF),KHg(SCN), is now be-

3t i lieved to possess a CDW ground state of some formt?16

i ] changes invy between CDW subphases could be expected.

ol i A common observation in all CDW materials is that gaps

I —=a— this work ] open in the phononic density of states as well as in the elec-

1L —-0-- Sagaki and Fukase | tronic density of state$Since the mass enhancement due to

e-ph interactions is determined by an integration over both

ol v o the phononic and electronic densities of stafemn increase

14 16 18 20 22 24 26 28 in the effective mass is expected on passing into a phase

B(T) within which 2A is lower. A change invg is therefore not

unexpected.

vg

FIG. 5. A comparison of the field dependence of produfy
obtained in this work(solid squares inclusive of erfowith those IV. DHVA WAVE FORM WITHIN THE CDW y PHASE
quoted by Sasaki and Fukagsrcles.

The fact that the conventional form &f , is obeyed well
in both in the CDW and CDW, regimes of

apparent drop ing in the vicinity of B, in Fig. 5 is an a-(BED-TTF),KHg(SCN), (with the exception of a narrow

art|factfof the Founerf_tra}{nsfgrm t;]emg taffecf%gn_lg)g_ the_|||ores-ﬁeld interval immediately belovB,), implies that this mate-
ﬁ?cleg (:Ee or m(_)frteh Irs tor er_t_p ase ran5|_th_ trl15 \'Nlt IriaI has, at all times, a well defined set of Landau levels
ilnelyB gvef\?v?l?cehl th:?:eourfilgfltlrgrrifgfr%uEswé)elr?orr:elg e\;\\ll:characteristic of a normal Fermi liquid in a magnetic field.
also note that at higher anglelj|=45°, another phase, Given, also, that the produef; g is close to an integral value

- ; : (i.e., 4, it is no surprise that the high-magnetic-field phase
El?t\r/]\gr, has been proposédyhich might complicate matters closely resembles a canonical ensemble of electrons for

While e-e interactions appear not to change significantlyWhICh the spins are approximately degenefé@n inserting

* 25 5,40 *
a change in the strength of e-ph interactions is still tenableTgrg_)?e;(ha.‘Ct paramteti;]so 2'0’. T Oc?8I f I_jmfd 2”2 gth
The latter would manifest itself as a change in the effective ~ .( is work) into the numerical model of Ret. 24, the
anonical ensemblealculated in Fig. @)] is able to repro-

mass. This matter, whether the apparent change in the effe . i -
PP g uce the experimentally observed magnetic torque in Fig.

tive mass of the frequency on crossing, is genuinely 6(a) rather well. The data in Fig.(6) were taken in a dilution

related to a change in the strengh of the e-ph™” o
interaction 18- or whether it is an artifact of the tempera- '¢ngerator aff~27 mK and¢~7°. Note that the param-
tersF, v5 , v, andvg g are constants specific to the material

ture dependence of some other property of the quasiparticl% - )
systent2 remains unresolved. Effective mass estimates havi1at have been determined experimentally and cannot be ar-
bitrarily adjusted as fitting parameters. Only the scattering

a history of being unreliable in this family of saft§?®-20.25 A " 02 s 1 which i
Within the CDW, phase, for example, different valuesrof ~ fateér ~~(0.6£0.1)x10™ s, which is always sample de-

are obtained depending on whether one analyzes SdH fHendent, is deusted in order to obtain the best representation
dHVA data’® Under normal circumstances, dHVA data are©f the experimental data. _ _ _
more reliable owing to the fact that they are derived from a | €S€ same parameters, when inserted into the numerical
thermodynamic function of state. However, there also exist§anonical ensemble calculation, are also able to reproduce
the possibility that gaps of order2in the energy spectrum the correct f_|eld orientation dependence. of Fhe fundamental
resulting from the formation of the CDW state lead to breaksP=1) amelltude of the magnetic torque in Figay, at least

in the a orbit trajectory that then have to be overcome by [6/=45°. The same numerical model also predicts the
magnetic breakdown in a magnetic fidhit has been argued ~ COTect sign of the seconcp2) harmonic; however, the
that since 2 falls with increasing temperature, this should field orientation (‘:i‘e_pec,i'ence of its amplltqde is less accurately
lead to an additional temperature-dependent term in thEEProduced. By “sign” we refer to the sign of the prefactor
quantum oscillation amplitude that could potentially cause?p that correctly represents the wave form of the oscillations
the effective mass within the CDy\phase to appear artifi- When itis fitted by a Fourier expansion

cially low.*? In Sec. V, however, we will show that magnetic

breakdown appears not to be the dominant form of damping M~> apNB* 'n( 2mpF

M~ Si B 3)

within the CDW, phase. This eliminates explanations in- b mp
volving a temperature-dependent magnetic breakdown gap.

Having eliminated magnetic breakdown effects, the re-Here,3* =fe/m* is the double effective Bohr magnetadw,
ported difference in the degree to which the effective mass ig the density of carriers giving rise to thefrequency quan-
enhanced between the CQVéind CDW, phasesgvg~0.5,  tum oscillations, anda,|<1 represents the degree to which
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FIG. 6. () An example of the oscillations in the magnetic 30 0 30 60 90
torque measured ia-(BEDT-TTF),KHg(SCN), at low tempera- .
tures (T~27 mK), having subtracted the induced currents as de- 6(")

scribed in Ref. 5(b) The calculated wave form of the oscillations

using the canonical ensemble as described in the text. FIG. 7. (a) Field orientation dependence of the amplitude

of the fundamentalp=1 and second harmonicp=2 in

the amplitude of each harmonic is attenuated due to the conft-(BEDT-TTF),KHg(SCN), at 26.5 T, together with those calcu-
bined effect of impurities, spin, and temperature. In the calated using the canonical ensemhile) The same data but with the
nonical ensemble, there is no simple way to separate each qamental and_second harmonic calculated using the grand ca-
these contribution&? the expression must be evaluated nu-nonical ensemblé.e., the LK model.

merically. An important detail is that the field orientation _ _
dependence of the sign of the second harmonic is exféctedncrease for large. It was noted in Ref. 42 that the experi-

to remain positive in the canonical ensemble for all anglegnentally observed scattering rate appears to increase roughly
wheny>0.5(i.e., when the density of states of the 2D Fermj!n Proportion to targ.
surface pocket is larger than that of the quasi-one-
dimensional sheeksIn Fig. 7(b) we can see that, while the V. DHVA WAVE FORM WITHIN THE CDW , PHASE
grand canonical ensembfliee., the LK model which assumes
a fixed chemical potentigls equally well able to explain the ~ Thus far, we have shown that at least two parameters
behavior of the fundamental, it fails to account for the posi-associated with the frequency appear not to change signifi-
tive sign of the second harmonic. This illustrates the hazard§antly on traversing,; namely, its fundamental frequency
associated with fitting the LK model to a 2D system for F~670 T and the productjg. The same cannot be said
which it does not apply®~2°**In Sec. V we will show that with confidence about the effective mass paramefer the
this issue becomes particularly important when attempting tay parameter(which characterizes the effect of unnested
understand the oscillations within the CQWhase. quasi-one-dimensional she®s or the scattering rate” *. A

In spite of the fact that the models are able to predict thenumber of groups have reported an apparent increase in the
correct form of the fundamental amplitude of the dHVA os-scattering rate within the low-magnetic-field CRQVphase
cillations at small angles, they cannot account for their rapidvith respect to that within the high-magnetic-field
attenuation at larger anglg®| =45°, in Fig. 7. One possible phasé*!8° Others have attributed the loss of amplitude of
explanation is that the scattering rate'(k) is strongly de- the a frequency within the CDW phase to magnetic break-
pendent onk, with “hot spots,” or possibly even “hot down effects®*?While the latter might be expected follow-
bands,” occurring at certain values kf (the lattice vector ing the introduction of an additional periodic potential 2
parallel ton). Such effects have been suggested to be imporwithin the CDW, phase’’ neither of these two possibilities
tant in some of the Bechgaard sdftsSince a dHVA experi- can satisfactorily explain the experimental data. For either of
ment senses only a weighted average-of(k), the number them to be true, the field dependence of the amplitude of
of orbits that intersect hot regions of the Fermi surface couldeach harmonip (having corrected for its temperature depen-
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T 1 N orders of magnitude smaller than that detected experimen-
0.04 ; ;‘:}:g:; 7] tally. This would also be the case were we to calculate the
model p=1 ] wave form using the grand canonical ensemble, or were we
o 002 e e model p=2 to take into consideration FD effectsee Sec. V)l Clearly,
g 0.00 ] the presence of a second harmonic \{vith an amplitude that is
s | 0000000000000\.“/.' ] measur.ed' to be an appr'eC|abIe fract!on of'that of the fur!da-
< o mental is inconsistent with a harmonically indexed damping
= 00z r % canonical ensemble factor of the forme,B~exp(—_p\_(/B) with Y. belng as Iarge.
o Y=79T 7] as 79 T. We can therefore eliminate both impurity scattering
004F T and magnetic breakdown as dominant mechanisms for the
-30 0 30 60 90 damping of the dHvA oscillations observed within the
0(°) CDW, phase, since both of these lead to harmonically in-
: —— I dexed damping factors. The only alternative explanation,
0.04 ® datap=1 | therefore, is that the quantum oscillations within the CHW
I ° dmfgéf;i 1 phase are uniformally suppressed in amplitude in a manner
002k M Vg e model p=2_| that is not indexed to the harmonics. Evidence for a nonhar-
2 | e, 4 & FD model | monically indexed reduction of the amplitude has already
5 0.00 AN been publishe®® In Ref. 18, the Dingle plots of the funda-
o = 1 mental and second harmonic were found to have approxi-
5:, 002 - e : ; | mately the same slope, indicating the existence of an ampli-
v canonical ensemble tude reduction factor that is not indexed po In order to
004 L Y=60T _ account for these experimental observations, we can notion-
' o L Ll .1 ally introduce a damping factor of the fornR}
-30 0 30 60 90 ~exp(—Y'/B) within the CDW, phase that is independent of
0(°) p but that operates in addition to the conventional damping

. . . . that occurs within the high-magnetic-field phase. An expo-

FIG. 8. (a) Field orientation dependence of the amplitude nential form forRy is required in order to account for the
of the fundamentalp=1 and second harmoni@=2 in  fact that the Dingle plots are approximately linéar.
a-(BEDT-TTF),KHg(SCN), at 16.5 T, together with those calcu-  The most trivial interpretation of a nonharmonically in-
lated using the canonical ensemble wih=79 T, which equates  yeyeq damping factor is that where the effective volume of
to an effective scattering rate of 240" s™". (b) The same data o sample contributing to the dHVA signal is reduced by a
with the fundamental and second harmonic calculated using th?actor R.~ex (~Y'/B). A volume reduction factor of this
same scattering rate as within the CDWhase, but withY'’ tvoe miBht bepex ectéd were the C ase composed of
—60 T. yp gnt o p . [3\wh pose€

two coexisting phases spatially separated over distances

denceé would have to be proportional toR,g larger than the cyclotron length, only one phase of which
~exp(—mplw.r—pBy/B). The first term within the expo- yields dHvA oscillations of ther frequency, with their com-
nent accounts for scattering due to impuritfewhile the ~ Position then changing with field. When the dHvA wave
second accounts for magnetic breakdown, having assumd@rm in Fig. 8b) is calculated using the same material pa-
that no Bragg reflection takes p|ace on theorbit (as is rameters as within the CDy\phase, but with an additional
commonly assuméd®). Because the field dependence of empirical damping term of the forrRg~exp(-Y'/B), set-
both of these terms is the same, there is no way to distinguisting Y'~60 T, the model is able to reproduce the experi-
them experimentally. We can therefore write this in the morgmentally observed amplitudes much better than Fig).8n
generic formR, g~exp(—pY/B), whereY represents the to- particular, the model now predicts the second harmonic to
tal degree of damping inclusive of both effects. In Fig)8  have the correct order of magnitude, albeit with the wrong
the experimentally observed fundamental amplitude of the&ign. We will return to a discussion of the sign of the second
oscillations within the CDW phase, aB~16.5 T, can be harmomic in Sec. VI where we consider FD effects.
approximately reproduced using the numerical model by set- Having shown that neither impurity scattering nor mag-
ting Y~79 T. This is equivalent to a scattering rate of netic breakdown can account for the strong damping within
7 1~2.9x10 s ! comparable to that obtained in Ref. 18, the CDW, phase, it could be argued that both of these ex-
or, alternatively, to a characteristic magnetic breakdown fieldPlanations are unphysical for other reasons. For example, a
of Bo~79 T. Implicit to either of these explanations, how- scattering rate is usually determined by the number of de-
ever, is the reduction of the amplitude of the secopd ( fects and impurities in a metal, and this number is not ex-
=2) harmonic with respect to that of the fundamental byPected to change across a phase transition. The product
another factor of approximatehRB:vvexp(—Y/B)~j_0_2_ m3 1 invariably remains constaﬁ?. Similarly, the esti-
However, experimental results lend no support to either ofnated value o ~79 T significantly exceeds the magnetic
these explanations. For example, when we calculate thkereakdown fielé® BomnséaFBIZSFﬁwyZO T that should
wave form using the numerical modelith Y ~79 T), the be expected fom~6 magnetic breakdown nodes of size
amplitude of the second harmonic in FigaBis roughly two  eg,;~2A,~4 meV? s,=heF/m* being the Fermi energy.

195102-7



HARRISON, BISKUP, BROOKS, BALICAS, AND TOKUMOTO PHYSICAL REVIEW B3 195102

(6)

The most distinguishing feature of the oscillations in the = T T g0

magnetic torque within the CDW\phase is the presence of a
strong second harmoni¢The ratio of the harmonics is un-
affected by the uniform nonharmonically indexed reductionwhere g,p=Ng*/F is the total density of 2D states. Note
in the amplitude of the oscillations discussed in the precedthat the sign ofVl - is negative and it can have an amplitude
ing section) Another important feature of the dHVA oscilla- as much as four times larger than the amplitude of the con-
tions within the CDVY phase, which has not been addressed,entional dHvA contribution to the second harmonic. On in-
by earlier publications, is that the sign of the second harsertingg,y/g,p~1 into the expression
monic is negative compared to one that is positive alitjve
The change in sign of the second harmonic between the low-
and high-magnetic-field phases gives rise to a nod®, as 3
observed by Ujiet al?° Mo Jip

The negative sign of the second harmonic within the M—w—Zala) @)
CDW, phase is clearly unexpected in the canonical en- 1
semble. It is also inconsistent with spin splitting in the grand

canonical ensembl@r LK mode), for which a positive sign oy the harmonic ratio, the correct amplitude and sign of the

should also be expected. In fact, the negative sign of thgecong harmonic can be approximately reproduced in Fig. 8

;eg:ond h_armonic_ rc:ver a wi%elra?gﬁ o;gngleffotﬂ <:2° i over a wide range of angles. While there exists some depar-
Is Inconsistent with any model of the dHVA effect. As Will o from the predictions of the FD model in the range 15°

become clear below, it s, however, expected to be neg_atlv% 9<40°, a similar departure from the predictions of the
when frequency doubling effects are taken into consider- I .
ation. quantum oscillation model is also observed for the funda-

The FD effect has been proposed to operate in CDW 0Fnental. Nevertheless, it should be noted tbaty the FD
SDW ground states for which the nesting vec@Qr is model can account for the negative sign of the second har-
commensurat®’ Fermi surface studies have suggested thafOnic within this range of angles.
the CDW, phase is commensuratand this is also expected
to form the basis of theoretical models describing the phase
diagram*>® It should be noted that the effects described in VIl. CONCLUSION
Ref. 29 are expected to occur within the C\phase irre- -
spective of the nature of the phase at fields abBye The In summary, we haye shpwn that a_rmlar valuesigg
FD effect is not expected to operate within the CDptase, account fqr the field orlent.atllon of the sign and phase of the
however, because this phase is proposed to pdHVA oscillations deep within both the CDy\and CDW
incommensurat?:16 phases above and beloBy. The implications of this are

In order to model the extent to which the FD effect cantwofold: (1) the split wave form that occurs within the
affect the wave form within the CDWphase, it is useful to CDW, phase for field orientatiori®)| <42° cannot be attrib-
consider the proportionalityl=BM/N, 24 which, when uted to spin splitting, an(R) the role of e-e interactions does
combined with Eq(3), enables the oscillations in the chemi- "Ot change significantly between the two phases.

cal potential to be written as a series expansion of the form The field orlent_atlon qlependenpe of th? wave form. w_|th|n
the CDW, phase is entirely consistent with the predictions

for a canonical ensemble of electrons with a background res-
_ (ZWDF) ervoir of quasi-one-dimensional states. However, the behav-

VI. FREQUENCY DOUBLING B 2a2NB*g1p (4pr)
B 1

a,hw
> ——sin B (4)  ior of the wave form within the CD\}/phase is suggestive of
P 7P an amplitude reduction factor that is not indexed to the har-
. . A . monics. We can therefore eliminate both impurity scattering
Accordlng to the freque_ncy QOubI|ng mod.e_l, oscﬂlauops Nand magnetic breakdown as dominant mechanisms for the
the chemical potential give rise Io an additional term in thereduction of the amplitude within the CDy\phase. It is
free energy of the forn®p=g;pu’ Whereg;p is the den-  shown that the negative sign of the second harmonic that
sity of quasi-one-dimensional states that become né8téd. occurs within the CDVY phase over a large range of angles
we assume the limi,;>a, and count only oscillatory terms, can be explained only by the frequency doubling effect.
this free energy can be written as

MN
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