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We report dynamical and optical properties of hydrogdauterium around the region of the principal
Hugoniot that starts from the cryogenically cooled molecular liquid. These properties were determined by
finite-temperature density functionéFTDF) molecular dynamic§MD) simulations within the local density
and generalized gradient approximations. The principal Hugoniot, calculated from the FTDF-MD equation of
state, agrees with gas-gun and recent laser-shock experiments for pressures up to 50 GPa. However, the
maximum compression of the FTDF-MD Hugonidt6 at 52 GPasignificantly differs from that of the laser
shock experimen(i6 at about 150 GBaOn the other hand, the optical reflectivities show reasonable agreement
with the laser measurements for pressures up to 70 GPa. The system smoothly dissociates along the Hugoniot
with the electrical conductivity reaching a value of 4000* cm™! at maximum compression. We also obtain
good agreement with previous tight-binding aaadl initio molecular dynamics studies.
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[. INTRODUCTION have relaxed the local-density constraints and provided simu-
lations of enhanced accuracy. The computational intensity of
While the nature of dense hydrogen has always driven théhese methods confines sample sizes and simulation times to
modeling of such diverse systems as planetary interiors, infairly small values. In order to increase both, more approxi-
ertial confinement fusion capsules, and pulsed-power pronate methods such as Thomas-Feftiyave-packet mo-
duced plasma’;? recent gas-gun and laser experiments havéecular dynamic$? and tight-binding TBMD) (Refs. 2325
provided new clues to its more intricate features. Starting'@ve evolved. In addition to these dynamical schemes, mod-
from cryogenically cooled molecular hydrogen, the multi- €lS primarily based upon the r_nlnlgnlzgatlon of the free-energy
shock gas gun experimeffshave pushed into new regimes have also addres_segzahls regifié® _
at hydrogen densities on the order of 1 glca pressures up N earlier studies?** we focused on the optical proper-
to 100 GPa and relatively low temperatures§000 K). As ties, in particular, the electrical conductivity, in the regime of

the pressure rises, the electrical conductivity of the fluid like-[N€ Multiple-shock gas gun experimefté/e found that the

wise increases to a value suggestive of a semiconduct&ond‘J_CtiVitY rose with increasing pressure, closely following
(~3000Q~Lcm™1). The system becomes a soup composedhe dissociation _of the hydroge_n molecules, ar_l_d that the
of molecules, atoms, and a few ions. A series of multiple-TONOMers contributed s_ubstantlally to the mobll|ty of th_e
shock experiments,employing explosively driven plates, electrons through the fluid. The sy;tem conS|$ted of a mix-
yielded similar behavior. In addition, single-shock lasertureé of atoms and molecules in a highly transient state. For
studie&® on deuterium indicated that the principal Hugoniot IS Paper, we concentrate on the region in and around the
predicted by theory might have serious defects. These ex-Single-shock(principa) Hugoniot as examined in the laser
periments indicated a softening of the Hugoniot, a”owingexperlments for which reflectivity measurements exist.
compressions of a factor of 6—resembling more an ideal

rigid-rotor molecular gas. Such experiments have in turn Il FORMULATION
generated renewed efforts in developing and perfecting vari-
ous theoretical methods and models. We consider as a model of a dense medium a collection of

The most sophisticated methods include the path-integrall, nuclei andN electrons in a cubic reference cell of length
Monte Carlo(PIMC) (Refs. 11,12 and density functional L. This choice defines a number dengity =N,/L3] and an
theory (DFT) molecular dynamic$MD). The DFT-MD ap-  associated ion sphere radiug = (3/4mp,)*°]. To obtain a
proaches, in turn, include both direct diagonalizatidiand ~ more tractable problem, we use the Born-Oppenheimer ap-
Car-Parrinelld®~*"and have generally operated in the local- proximation by which the nuclear and electronic motion de-
density approximationLDA). Recent applications of the couple. This condition naturally divides the evolution of the
generalized gradient approximatidieGA) (Refs. 18—2D  system into two stages. For a fixed nuclear configuration, a
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fully quantum-mechanical treatment applies to the electronorbitals are populated according to a Fermi-Dirac distribu-
From an elaborate electronic structure calculation, we detetion fp(€) at the electron temperatuifig with the electronic
mine the force on each nucleus. This force in turn is used imensity given by

the classical equations of motion to advance the nuclei. The

procedure is repeated for each time step. We shall in the

following sections briefly describe the basic parts of this ”(V)ZZ feo(en] ¢i(n[%. @
guantum molecular dynamid§MD) scheme since the de-
tails abound in other references. The sum runs over all stateg occupied down to a particular

However, before proceeding, we should mention that thiggierance, usuallyf-p~106. We expand the orbitals in a
QMD approach exhibits great flexibility and predictive pjane-wave(PW) basis and operate both within the local
power and has seen many applications beyond those 0 hiensity and the generalized grad®napproximations for
drogen previously citet'®* These have included such V,c. In particular, the GGA methods provide a highly accu-
eclectic processes as the rare-gas solids under extremge means of studying the thermochemistry of chemical

pressures? liquid-vapor phase transitions in alkali {neté'i’s, bonding by representing the inhomogeneities inherent in the
shock compression of hydrocarbdh@nd nitroger’), and  electron charge density.

defects and disorder in semiconductés. We replace thé/,,, term with a pseudopotential; both the
Troullier-Martins (TM) (Ref. 38 and the ultrasoft(US)
A. Molecular dynamics (Refs. 39,40 forms have proved viable. In determining the

. . . forces on the nuclei, we generally assume local thermody-
All of our simulations employ constant density and vol- g Y Y

ume. Since we use a finite sample in a basic reference Ce@amic equilibrium(LTE) with the electron and ion tempera-
: ) A P " ) ures equatefiT,=T,] and include the nuclear-nuclear inter-
we also invoke periodic boundary conditions by which a

particle exiting the cell through one side is replaced by ondction contribution. The FTDF method, as discussed above,

entering on the opposite side. This convention preserves con, compPasses ".i” manner of transient effects S.UCh as dissocia-

stant density within the cell. We consider both microcanoni-tlon.and asspmr_altlon of chemical b(_)nd‘_s, quasimolecular for-
) mation, and ionization and recombination.

%a;iﬁgd f:SeZkITstI(;(?EEteTBIe:ﬁIna;[/g?afoémgr'uglri]t?rizﬁtei?nirs- The application of the MD algorithm produces at each
temperatureT. andl the total ener ghoulg be conserved time step a set of positions, velocities, forces, and electronic
P I 9y ‘orbitals. This information provides the basis for the genera-

The degree to which energy conservation obtains provides bn of basic system properties. For example, the total pres-

e.xcellent d'?g”os“c of the MD. parameters, especially fc_)r thesure consists of contributions from the electroni,) and
size of the time step. For the isokinetic ensemble, we fix the

temperature at a prescribed vallipand maintain this bal- fonic (P;) components. The former comes directly from de-
ancg throuah & sir?w = velocit scilin rocediirin addi.  "vatives taken with respect to the KS electronic orbftals

. 9 P oclty S gp while the latter arises from the ideal gas expression since the
tion, we start the sample in a high symmetry state, such

body-centered cubithcc), and associate with each nucleus :l%ns move classically. We thus have
random velocity consistent with a Maxwell-Boltzmann dis-
tribution atT,;. Successive application of a propagator, such
as the Verlet algorithri} evolves the system in time. The \\hare ks is the Boltzmann constant. The atom-atom pair
resultjng coIIect?on of positio_ns, veloci.ties, and forces of the g relation functiong(r) provides another useful diagnostic
nuclei at each time step defines a trajectory. . tool. This function gives the probability of finding an atom at
In order to determine the quantum mechanical forces thal yistance from a reference atom. Finally, Green-Kubo for-

operate on the nuclei, we rely upon density functional apyn |55, based on autocorrelation functions, relate the trajec-
proaches. A finite-temperature density functioBITDF) o information to microscopic properties of the system

proceduré’”**based upon the Mermin functional, provides ag o, as diffusioi* The properties we present represent av-
hlghly accurgte determlnanon. of the forces. Minimizing th.IS erages over time once the system has reached an equilibrium.
functional with respect to variations of the electron density |7 e regime under investigation, the fluid can have a
leads to a set of equations for the electronic orbitgland complex nature with atoms, molecules, and ions all mixed

eigenvalues; of the Kohn-ShamiKs) form together. The dissociation fractig) the ratio of the number
L of monomers to the total number of particles, gives one mea-
sure of this complexity. We have used two complementar
B EVZ+V9X‘(r)+VH(r)+VX°(r) pi(D=eyi(r). (D) procedure¥’ to depterm?/ne this quantity. The first GE)mpons ay
simple picture of the liquid by assuming that every atom not
The first term represents the kinetic energy; the second ternigentified as belonging to a dimer is dissociat@mono-
the interaction with an external potential, usually taken as thénen. No larger molecular species are identified. If two at-
electron-ion interaction; and the third, the Hartree term oroms are each the nearest atom to one another, we call them a
Coloumbic interaction of a classical charge distribution. Thedimer. By counting the number of dimens, we arrive at a
final component gives the exchange-correlation interactiondefinition of the dissociation fraction
Since terms in the KS equations depend on the density and
the orbitals, these equations must be solved iteratively. The B=(Nz—2n,)/N,. (4)

P=Pc+pkeT;, 3)
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We have also compared against an algorfthimat counts all

connected moleculgshains or clustejswithin a certain pre- S= f o(w)dow=1, (12)
X R . Ne

scribed bond lengthr,,9 and found distributions consis-

tent with our simple formulation. The program defines a spewheren, is the electron number densitglectronsa3). The

cies fractionx,, departure ofSfrom unity gives a measure of the accuracy of
the calculated conductivity. Finally, we define the dc con-

Xy=yN, /Ny, ®)  ductivity aso = o4(0).
where n., gives the number of clusters witl associated Other properties follow directly from a knowledge of the

atoms. From the definitiord=n,. We usually seledt,,qas  frequency-dependent real-part of the conductifityvhile
the distance at which the spatial integral ogér) reaches fairly standa_rd, we repeqt these deﬂmtpns as slightly d|ffer-
unity. ent conventions remain in vogue. The imaginary part arises
We shall in the following descriptions generally employ oM the application of a Kramers-Kronig relation as
atomic units with the energy, length, and time units given in
hartrees (1h=27.2 eV), bohr (hg=5.29x10° cm), 2 Pf n(v)w
(1P = w?)

and7,, (17,,=2.42x10 17 s), respectively. ™
where P stands for the principal value of the integral. The
dielectric functions then follow immediately from the two
The frequency-dependent conductivitfw) has both real parts of the conductivity:
and imaginary parts:

dv, (13

B. Electrical conductivities and optical properties

4
o(w)=01(0) +io ). 6) €1(w)=1-—05(w), (14)

The real part(the usual electrical conductivityis derived

~ . 4344 47
from the Kubo-Greenwoo(KG) formulatiorf®>** as ex(w)= le(w)- (15)

2
o(w)= o > Fij|Dij|?8(€i— €~ w) (7)  The real ) and imaginary k) parts of the index of refrac-
i . . : X ) ]
tion are in turn related to the dielectric function by a simple
with Q) the atomic volume ana the frequency. The other formula:
quantities includél) the difference between the Fermi-Dirac

distributions at a temperature T e(w)=€y(w)+iew)=[n(w)+ik(w)]* (16
Fiy=[frolen — feo(€) /e ®
and (2) the velocity dipole matrix element ()= %m 17
Dul2=5 S IVl © )
i k(w)=5\le(@)] - €x(w). (18)

The quantitiess; and ¢; represent the energy and wavefunc-
tions of, for example, théth orbital found from the diago-  Finally, these quantities define a reflectivity) (and an ab-
nalization of the Kohn-Sham equations. The summation in sorption coefficient ¢):

runs over all effectively occupied states while that aovers

only the remaining unoccupied ones for a totalngfstates. [1-n(w)]?+k(w)?
An analogous integral expression follows from the properties MNo)= > > (19
of the product delta function as [1+n(w)]"+k(w)
2 _ AT 20
7i(w)= §f FLE',E]|ID(E'|E)|?N(E")N(E)dE, a(w)= Ty ou@). (20)

(10 While we have used atomic units to represent the general
éormulas, we also express conductivities in units of inverse
O cm (107! em1=9x10" s1=2.18<10 ° atomic
units). In addition, we shall sometimes report the optical
1 properties in terms of energiesig®) or wavelengths X
N(E)= 5 2 S(E-e), 1) =2wc/w).
' We evaluate the integral in EqL0) by partitioning into
'=E+w andD(E'|E) is the analog of Eq(9) for a con-  energy bins of equal siz8E and determining average quan-
tinuous range of energies. The integral spans all occupietities within each bin from the discrete eigenstate calcula-
orbitals up to the Fermi energg:. A useful check arises tions. Since the delta function causeéw) to peak around
from a simple sum ruf@ w, we can use Eq.7) directly and similarly define an aver-

where the density of states per unit energy per unit volum
has the form
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age conductivity:’ The production of only a finite number of ~ TABLE I. Comparison of properties: LDA, GGA, and TB meth-
eigenstates places a restriction on the frequency range. Wasls atT=5000 K andrs=2. PP refers to the pseudopotential,
can obtain converged values of(w) only for w<|e, either ultrasoft(US) or Troullier-Martins(TM). P;=13.9 GPa for

s _ " .
_ €F| since larger values ab connect to unoccupied excited all casesN,=128. Quantities in brackets represent powers of 10.
statese; with i=ng.

Since the electronic structure programs produce a finité\mathOd PP Pe (GP3 P (GPg Dy (cnt/s)
number of eigenenergies and finite frequency differences, weDA us 5.0 18.9 5.0-3]
cannot determine the dc conductivity directly. Instead, we pa ™ 7.6 215 5.0-3]
must extrapolate to the zero frequency limit. No unique preGga us 10.1 24.4 4[23]
scription exists for this procedure. We have tried severafrg 12.8 26.7 4.33]

methods including least-squares polynomial fits and the
simple Drude forrff*1’

GGA level in an isokinetic ensemble to produce most of the
T MD trajectories in our analysis. A sample size of 128 hydro-
— (21 gen atoms with integrals performed at theoint and with a
1+ wmp PW cutoff at 400 eV for 150 orbitals proved sufficient to

where r, represents an effective collision time. In this case,Preduce accurate dynamical and electrical properties. In ad-

we determinerp ando, from a two-parameter least-squares dition, we performed calculations_ with the PW 'molecular
fit. The Drude form only applies whedo,/dw<0 asw  dynamics programPwe (Ref. 47 in the LDA with the
goes to zero. Troullier-Martins (TM) pseudopotential for cutoffs of 1ag

The above formulas apply for a spatial configuration ofand 500 eV. Typical trajectories ran for 1 ps at time steps of

the atoms at a single time step within an MD trajectory. we0.-5 fs for temperatures below 15000 K; higher temperatures
required a shorter time step of 0.25 fs. The systems equili-

report a trajectory-averaged optical property given by brate very rapidly, usually within 200 time steps

o(w)=

1 Msnap (~100 fs) after which temporal averages could safely be
X= > X (22)  extracted. As a check, we have performed longer simulations
Msnap =1 out to 3 ps but observe changes of less than a few percent in

wherey, depicts a representative optical property calculatedhe basic properties. o
for a selected configuration r from the MD simulation and ~AS an indication of the sensitivities, we make a represen-
NenapiS the number of representative configurations or snaptative comparison of the pressure and diffusion coefficients

shots employed. The configurations are spaced at time steffaf Several models af=5000 K andrs=2 in Table l.vAsp

of the velocity autocorrelation function. trasoft(US) pseudopotential. For completeness, tight-binding
result$* are included. The electronic pressure represents the
most sensitive quantity as it depends upon taking derivatives
with respect to the wave function and involves no additional
A. MD simulations particle averages as do many of the autocorrelation func-

Since the interaction potentials do not depend upon mas&0ns- However, the total pressure, necessary for Hugoniot
we need only perform MD simulations for one isotopic spe-and experlmentql comparison, shows ”.‘“Ch less sensitivity
cies, in this case hydrogen, to obtain static, dynamical, ang_ue to the large lonic component. _The dl_ffer_ence among the
optical properties. Simple scaling rules then suffice to deterifferent DFT approximations declines with increasing tem-
mine these properties for deuterium and tritium. For ex-Perature and density.

ample, pressureR), temperatureT), electrical conductivity In Table ”2 we present a variety of properties from the
(o), and species fractionx() all change according to the GGA calculations as a function of temperature and density.

number densityp, or r.. Therefore, samples of hydrogen The diffusion coefficientD at a constant density shows a
and deuterium Cvith ﬁnass densiti'es p{H) and p(D) rapid rise with increasing temperature. This follows roughly
= 2p(H), respectively, will have the same press@aince similar increases i ando4.. On the other hand, for a fixed

they correspond to the sarmpg. On the other hand, the dif- temperature,p displays much less se'nsitivity to deqsity
fusion coefficient scales as ' changes. This result presents no surprises as the rapid tem-

perature increase reflects the rise in the thermal energy as
\/T well as a secondary contribution from dissociation. On the
_D ,
AH

Ill. RESULTS AND DISCUSSION

D =

i (23 other hand, a density change by only a factor of two does not

substantially alter the basic interactions, which depend upon
whereA, is the atomic weight of deuterium or tritium and the ir_1terparticle separation that goes as the cube root of the
Dy corresponds to hydrogen. We shall use these rules tBENSItY-
examine both hydrogen and deuterium in the following dis-
cussion.
We employed the/asp plane-wave pseudopotential code, Since we shall target results on or near the principal
developed at the Technical University of Vierfifaat the  Hugoniot, we give a brief review of the current status of

B. Hugoniot
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TABLE Il. Pressure P), diffusion coefficient D), dc conduc- 250.0
tivity (o4, and dissociation fractiond) from GGA-MD simula-
tions with US pseudopotential at various densities and tempera-
tures. Mass density(H) is for hydrogen. Last three entries, referred #9907
to in the text as PH1, PH2, and PHS3, represent points on the Hugo-

niot. Quantities in brackets represent powers of 10. 150.0.

Is p(H) P T Dy Odc B
(glen?)  (GP3 (K)  (cmf/s)  (Qcm)™t 100.0-

P[GPa]

1.72 0.525 60.6 5000 53] 4000 0.28
87.8 10000 122] 6000 0.33 50.04
1.85 0.422 37.9 5000 q-2] 1600 0.22
46.6 7500 9.83] 3200 0.30
57.4 10000 1p2] 4000  0.34 0043 o o5 o8 o7 o8 o8 10 11 1z
103.4 20000 3[62] 4600 0.37 p(g/cc)

1.95 0.361 1227% 32%%% 5432 ‘11;88 gig FIG. 1. l_)euterium Hugon?ots_. Theoretical models_: GGA-MD
) ) . : ) (long dash ling SESAME (solid line, Ref. 10; TB (chain, Refs.
34.2 7500 1.p2] 2300 0.28 24,25; Ross(dot, Ref. 27F; and PIMC(solid-circles, Ref. 12 Ex-
419 10000 1p2] 2800 0.31  periments: lasefsquares, Refs.)8
79.8 20000 3B2] 3600 0.38
122.6 30000 6[62] 3800 0.39  ecules H and H, out to fairly large separations of the atomic
200 0334 187 2000 dH] 0 0.03  specieq <4ag] as well as the basic solid structures. Other
244 5000 4.p3] 1000 0.16  explanations centered on various phase transitions; however,
36.1 10000 1[F2] 2600 0.27  an examination of Table Il fors=2 demonstrates that the
54.1 15000 2B2] 3300 0.34  dissociation process proceeds smoothly as judged from the
725 20000 4[t2] 3700 0.38  behavior of 8 as a function of temperature and pressure.
1.96 0.355 26.4 4600 3.8 1000 0.14  While this represents a constant density demonstration, the
1.90 0.391 49.0 9870 1] 4200 0.30  Hugoniot in the realm of the maximum compression main-
1.92 0.381 98.1 22300 4] 4100 0.34 tains a fairly constanp as indicated in Table IIl. Both the
TB (Ref. 24 and PIMC(Ref. 12 show similar trends with
no marked discontinuities.

models and experiments related to this important quantity. In Another posited explanation relies upon ionization
Fig. 1, we present a selective collection of the most recenf’€chanisms. Again, all theb initio models have represen-
results for the deuterium Hugoniot. The system starts as ftions of excitation and ionization. In fact, the Iarg.e energy
cryogenically cooled liquid ap,(D)=0.171 g/cm. The cutoff in the DF approaches produce PW br_:tses Wlth.t'el’lS. of
points in pressure-density space then follow from the app"IhOL_lsa_lnds _of functlt_)ns, which have a particular facility in
cation of the single-shock Rankin-Hugoniot conditions basedepicting diffuse orbitals. The equally large number of states
on the equation of state for a given theoretical model. Atncluded in the formation of the KS density also guarantees a
present, a large difference exists among various methods and
the NOVA experimentd. The SESAME® 7B 1%
DFT-MD,*®-2and PIMC(Ref. 12 equations of statéEOS),
all appear in good agreement, giving a maximum compres-
sion = plpg of around 4. This value closely matches that
for an ideal atomic fluid. The TB and GGA have maximum o0 |
compressions of 4.3 and 4.6, respectively, with the PIMC
lying in between. Therefore, at this juncture, thk initio
approaches closely concur as further confirmed in Fig. 2%
which compares pressure as a function of temperature at .
fixed density[r¢=2; p(D)=0.668 g/cmi]. However, they sor
differ substantially from the lone experimental redulthich
yields =6, a value more similar to an ideal rigid-rotor mo-
lecular fluid.

Many explanations have arisen to reconcile these findings , ‘ , ‘ , ,
but no satisfactory resolution has occurred. At first, dissocia- 0 5000 10000 15000 20000 25000 30000 35000
tion of molecular hydrogen appeared as a possible candidate. R
However, all the models displayed in Fig. 1 have some rep- FIG. 2. Comparison of methods: Pressure as a function of tem-
resentation of this process including SESAME. In fact, theperature for,=2. Nomenclature: GGAsolid circles; TB (short-
GGA formulation gives very good descriptions of the mol- dash triangles PIMC (long-dash squargs
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TABLE Ill. Principal Deuterium Hugoniot points from GGA 4000
EOS forpg(D)=0.171 g/cm andP,=0.
p(D) (glcn?) T (K) P (GPa us (km/s) 200 |
0.663 3740 21.3 13.0 —
0.708 4590 25.9 14.2 'g
0.753 6210 335 16.0 e 2000
0.780 9150 455 18.5 S
0.783 10840 52.0 19.8 1)
0.780 14600 66.3 22.3 5 Jooo |
0.771 18640 81.2 24.8
0.759 23650 99.9 27.5

full representation of excitation processes. The FTDF pro-
vides an average surface based on the FD statistics along
which the system evolves. We generally run in LTE with
set to T;. However, we have also performed FTDF MD
simulations withT, ranging over values from 0 to 100 000
K, which changes the propagation surface. The basic param- gqr the range of densities and temperatures considered,
eters show very little sensitivity to this choice. In addition, choosing the number of occupied statggat 150 proved
test4® with models that include explicit interchanges of elec- g fficient to converge the KS equations and therefore the

tronic surfaces indicate that the FTDF formulations probablyq,ces for the MD propagation. However, the determination

work well in the regime considered. of o, also includes a sum over unoccupied states. To prop-
erly converge the optical properties may take considerably
C. Optical properties more states than to converge the forcesgXng). Since the
computational time for an MD step depends critically on the
number of rootsg extracted, we generally calculate optical
Our discussion of the optical properties begins with theproperties only at a few selected snapshetg{) along the
details of several representative calculations. Since the priftMD simulation. Usually the average over five to ten snap-
cipal optical properties derive from the real-part of the elecshots, extracted from the later stages of the trajectory, suf-
trical conductivityo;, we initially concentrate on this quan- fices to produce well converged optical properties. We
tity. In general,o; was determined from snapshots from present in Fig. 3 the real part of the electrical conductivity as
either GGA or LDA molecular dynamics trajectories, using a function of the total number of statagat a representative
PWS6 in the LDA with a TM psuedopotential having snof ~ density and temperature af;=2 and T=5000 K. The
1.4ag. This cutoff gave results in close agreement with thequantityS[Eq. (12)] has values of 0.71, 0.87, and 0.92 for
US pseudopotential employed wasp. of 150, 250, and 350, respectively, giving a quality measure-
For several representative cases, we have checked at theent across the whole energy spectrum. However, the low
LDA level against the independent programs of Pfaffenzellefrequency part converges much faster in regardsngo
and Hoh(PH) (Ref. 17 and of cCASTER, a commercial code Therefore, the dc conductivity and reflectivity at low ener-
implemented in theeerRIUs2 package by Molecular Simula- gies have stabilized long befoi® reaches unity. Figure 4
tions, Inc., and found excellent agreement. For example, axamines the convergence trends in states for the reflectivity.
rs=1.5andT=2000 K, o,(E) agreed to within 10% at the Given these findings, we have employedmrof at least 250
discrete energy points with the result of PH, who also emfor all subsequently reported optical quantities since for this
ployed a TM pseudopotential but truncated gt 0.3 rather  study our interest centers on low energiesl0 eV).
than 1.4 bohr. The same extrapolation procedure yielded Due to the finite basis set employed, we only obtain so-
similar dc conductivites; in our case 21D ' cm ! as Ilutions to the KS equations at a discrete number of energies
compared to 2200 for PH. Comparable comparisons againgt . This requires interpolation to produce intermediate ener-
CASTEPruns, which used no pseudopotential approximatiorgies and extrapolation to determine the dc electrical conduc-
(bare nucleus atr =2 at 5000 K also gave results within tivity o(0). For temperatures below 10 000 K, a simple low-
10% of the TM ¢.=1.4) case as a function of ener@y  order polynomial fit to the lowest few values ofj(w) is
These studies indicate that(E) remains fairly insensitive adequate. Still, due to the rapid decline in the conductivity
to the pseudopotential form in this regime. In addition, bothapproaching zero frequency, errors of up to 50% may arise
the delta functiofEq. (7)] and integra[Eq. (10)] formula-  for values below about 1000~ cm™ 1. At temperatures
tions produce results within a few percent. We should als@bove about 10000 K, the conductivity generally increases
note that the LDA and GGA generally underestimate thewith decreasing frequency and a least-squares fit to a Drude
band gap between occupied and unoccupied states and theferm gives a reasonable representation as indicated in Fig. 5
fore may give conductivities somewhat high. for rg=1.85 and 30000 K. The errors in this regime range

FIG. 3. Sensitivity of real electrical conductivity to the number
of states.ng=150 (dot), 250 (dash, and 350(solid) for r¢=2 and
T=5000 K.

1. Determination ofoy
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FIG. 6. Real(solid) and imaginarydasb parts of the electrical
FIG. 4. Sensitivity of reflectivity to the number of stateg, ~ conductivity atrs=2 and 5000 K.
=150 (dot), 250 (dash, and 350 (solid for r=2 and T

=5000 K. and applicability of the Mott form. We also find close agree-

ment with the GGA calculations of Galbt al!® with our
more on the order of 25%. We presenj. in Table Il as a electrical conductivity about 20% lower than their result at
function of temperature and density. p(H)=1 glcn? and 10000 K. Finally, BerkovsKy found
Using the real part of the electrical conductivity deter-similar trends for conductivity and reflectivity, using a ther-
mined from the GGA and KG calculations, we calculate themodynamical Green’s function approach combined with a
imaginary parto, from the principal-value integral in Eq. hydrodynamical theory.
(13)). An example appears in Fig. 6 for our standard case at
r<=2 and 5000 K. From these two quantities, all the other

optical properties such as absorption, reflectivity, and dielec- Gi ; . al ; ¢
tric functions derive. iven recent experimental measurements, we focus par-

ticularly on the reflectivity. Figure 7 displays the dependence
2. Comparisons of r(E_) on temperature for a fixed densitysez). This
behavior remains typical for the range of densities explored
_ We find g_oogi agreement betv_veer_l the GGA and our eaffrom p(D)=0.6 to 1.2 g/cm, which spans the major fea-
lier TB studie$” for pressure, diffusion, and dc electrical yyres of the principal Hugoniot. These cases correspond to
conductivity as indicated in Table IV. The TB employs but aglectrical conductivities of the order of a few thousand in-
singles-type orbital on each atomic site and the simple Mottygrse ) cm (see Table Ii. Thus, even a smalr, can pro-
formula for o¢c. Some departure occurs at the higher tem-gyce substantial reflectivities. Large values of the reflectivity
peratures probably due to the thinning number of TB stategherefore need not indicate a highly conductive metallic
state. We compare our values figfE) against those deter-
mined by the NOVA experiments at two wavelengths, 1064

3. Trends in optical properties

5000

4000 | TABLE IV. Comparison of GGA(upper entry and TB (lower

entry) models atr;=2 as a function of temperature. Quantities in

— brackets represent powers of 10.
Ig 3000
'TE T P Dy Tdc B
5 (K) (GPg (cmf/s) (Qcm)?
~ 2000
) 2000 18.7 8.[-4] 0 0.03
5 220  8.84] 4 0.05
1000 5000 24.4 4.p3] 1000 0.16
26.7 4.3-3] 670 0.17
. . . ‘ 10000 36.1 1[r2] 2600 0.27
0 10 20 30 40 40.9 1.6-2] 2200 0.32
E(eV)
15000 54.1 2B2] 3300 0.34
FIG. 5. Electrical conductivity as a function of energy rat 594  3.3-2] 2780 0.37
=1.85 and T=30000 K. Nomenclature: solid line—DF and 20000 72.5 412] 3700 0.38
dashed line—Drude fit to first five DF points. Circles represent 79.2 4.3-2] 2400 0.40

discrete results.
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FIG. 7. Comparison of reflectivity at;=2 at temperatures of
5000, 10000, 15000, and 20000 K. Lowest temperature corre-

sponds to lowest curve.

FIG. 9. Reflectivity at 808 nm; labels same as previous figure.

maximum compression. The third, marked by a star, gives
nm (1.17 eV} and 808 nm(1.53 eVj. The experimental re- the reflectivity at a densityp(=1 g/cn?,_rs= 1.75) _and tem-
sults were reported as functions of the shock velocity. WePerature T~18,000 K) near the predicted maximum com-
have converted these to pressure values using the bad¥ession ¢~6) of the NOVA experiment. This point lies

Rankin-Hugoniot relation off the principal Hugoniot determined by the MD-GGA.
The figures show good agreement between the GGA and
P="Py+(pou/ n)(n—1), (24)  experimental results, especially in the general form and mag-

) o _ nitude of the reflectivity. We note that the first case also
and the GGA equation of statEOS. The regime in which  expibits a slight decline in(E) at high pressure as suggested
the .reflect|V|ty rises sharply shpws little sensitivity to the by the experiments. In addition, the third case, which repre-
choice of EOS. As seen from Fig. 1, all the various modelssents an off-Hugoniot point, indicates only a weak sensitivity
give basically the same behavior of the Hugoniot in thisys gensity and temperature, once saturation has been reached.
realm. _ This implies that reflectivity in this regime does not clearly
Figures 8 and 9, together with Table V, present thregjiscriminate among the various theoretical models. Finally,
cases based on the GGA-MD calculations. The first, desiggiven the approximations involved, the GGA-MD results
nated by the three filled squares, represents optical propertigg|| generally show more sensitivity at the lower energies
determined at points lying on the principal Hugonisee  (jonger wavelengths
Table 1l). The second, given by the filled circles connected
with a solid line, presents(E) along a constant density line 4. Nature of the fluid
(rs=2) that closely follows the Hugoniot in the vicinity of
We turn our attention to the actual nature of the fluid as it
08 ‘ ‘ , ‘ moves along the principal Hugoniot. The system initially
consists entirely of molecules gDat very low temperatures.
As the compression occurs, the fluid heats and begins to
* dissociate. As indicated in Table II, the dissociation
progresses in a steady, continuous manner, reaching about
30% (B=0.3) at the maximum compression point of the

0.7 |

06 [

o
n

reflectivity
o
S

TABLE V. Reflectivity r(\) as a function of wavelength and
pressure for ;=2 from GGA-MD simulations with US pseudopo-

o
@
T

tential.
02}

T (K) P (GPa r(\)
0.1 1064 nm 808 nm 404 nm
0.0 ‘ ‘ , ‘ 2000 18.7 0.128 0.116 0.097

0 25 50 75 100 125

P[GPa] 5000 24.4 0.311 0.271 0.217
10000 36.7 0.494 0.449 0.344
FIG. 8. Reflectivity at 1064 nm. Solid curves—GGArgt2; 15000 54.1 0.548 0.504 0.393
solid squares—GGA Hugoniot points; stars—GGA off-Hugoniot 20 000 72.5 0.575 0.532 0.420

point; and triangles with error bars—experiméRef. 9.
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FIG. 10. Comparison of dc electrical conductividy, (solid)
and dissociation fractiog (dash for r¢=2 as a function of tem-
perature.

FIG. 12. Species fractiorx; along the principal deuterium
Hugoniot. Nomenclature: filled—PH1 (0.710 g/&#600 K);
hatched—PH2 (0.781 g/ch®870 K); and clear—PHS3
(0.762 g/cm, 22300 K). Points in(p(D),T)-space correspond to
GGA Hugoniot[ p(D)~0.78 g/cni andT~10000 K|. The |ast three entries in Table Ik,= 3.

medium continues to dissociate as it moves up the Hugoniot.
Concommitantly, the electrical conductivity smoothly risestyre as the gap completely fills. The fluid resembles a weakly
to values on the order of 3000-400D *cm™*. The mag-  conducting medium with a mixture of atoms and molecules.
nitude suggests a semiconductor or semimetal. The structure of the fluid becomes clearer by considering
We examine this behavior more closely by considering ahe species fractior; and the pair correlation function along
representative sample with a fixed densitys;2) and  the Hugoniot. We consider the three last entries in Table II
changing temperature. Figure 10 displays again the close remd for convenience, label them PH1, PH2, and PH3 respec-
|ati0nShip between CondUCtiVity and diSSOCiation, indicatingtiveb/. They Correspond to positions on the Hugoniot before
the important role played by the monomers. In this regime(pH1), at (PH2), and after(PH3 maximum compression.
the principal contribution to the dc conductivity comes from Figure 12 shows, as noted before, that the fluid changes from
the states around the Fermi energy since the funé€tipfEq.  primarily diatomic to atomic from PH1 to PH3. A study of
(8)] strongly peaks atg. As illustrated in Fig. 11, for the the pair correlation function in Fig. 13 confirms this obser-
lowest temperatur€2000 K), very few states exist within a vation. The first peak corresponds to the average internuclear
gap inN(E) arounder, and the medium exhibits practically separation(1.4 ag) for D,. As the temperature rises, this
no metallic features. This gap, roughly fixed by the densitypeak disappears indicating a transition to a more atomic
then fills with states as the temperature increases, yielding éharacter.

rise in ogc. The conductivity saturates with rising tempera-  Since other studié®!’13%%%lhave found complex clus-

tering in hydrogen fluids in various temperature and density
0.06

L5

0.03

N(E) (number/hartree/a,)

=
05
0002 03 -0.2 -0.1 0.0 o 0.2 0 2, 1 | ; . : |
E(hartree) 0 2 4 6 8
r(ag)

FIG. 11. Density of stateBl(E) as a function of energy at,
=2 for four temperatures: 2000 olid), 5000 K (circleg, 10 000 FIG. 13. Pair correlation functiong(r) along the principal
K (dash, and 20 000 K(dash-dot The dashed vertical line gives Hugoniot. Nomenclature: solid line—PH1, dashed line—PH2, and
the Fermi energy. dash-dot line—PH3.
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ranges, we have examined our trajectories for such behavidiquid. Temperature-dependent density functional molecular
The cluster analysis indicates a reasonable fractiomlynamics simulations within the local density and general-
(~20%) of atoms in @ and D,. However, this analysis ized gradient approximations provided the position-velocity
presents only a trajectory average and must be tempered Itsajectories and electronic wave functions. From the wave
the actual time these clusters remain together. Such analydisnctions, we calculate the optical properties through Kubo-
shows that only the dimer remains together for an intervalGreenwood relations. The principal Hugoniot, calculated
long compared to the vibrational period of the ground statdrom the FTDF-MD equation of state, agrees with gas-gun
D, molecule -5 fs). The larger clusters exist for only a and recent laser-shock experiments for pressures up to 50
fraction of this characteristic time, demonstrating that thes&Pa. However, the maximum compression of the FTDF-MD
structures do not form long-lived bonded complexes butHugoniot (4.6 at 52 GPasignificantly differs from that of
more resemble ephemeral associations of atoms. Therefore laser shock experimerié at about 150 GBaOn the
no polymer strings appear, and the particles engage in a stad¢her hand, the optical reflectivities show reasonable agree-
of rapid flux. ment with the laser measurements for pressures up to 70
The description above of a transient fluid of interactingGPa. The system smoothly dissociates along the Hugoniot
atoms and molecules with an electrical conductivity similarwith the electrical conductivity reaching a value of 4000
to a semiconductor, seems familiar. In fact, we have experi€2~*cm™! at maximum compression. The fluid resembles
enced just such a system in our earlier studi&sof the that observed in the multiple-shock gas gun experiments
multiple-shock gas gun experimefitin this case, the corre- comprising a soup of transiently interacting monomers and
lated rise in dissociation and conductivity arose more fromdimers. We also obtain good agreement with previous tight-
density rather than temperature effects. The final form of théinding andab initio molecular dynamics studies.
systems, though, appear remarkably similar. This seems to
indicate that the gas gun and laser experiments have probed
the same basic medium in different temperature-density re- ACKNOWLEDGMENTS
gimes. We thank Dr. P. Celliers and Dr. R. Cauble for kindly
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