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First-principles study of the origin and nature of ferromagnetism in Ga1ÀxMn xAs

Stefano Sanvito*
Materials Department, University of California, Santa Barbara, California 93106

Pablo Ordejo´n
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The properties of diluted Ga12xMnxAs are calculated for a wide range of Mn concentrations within the
local-spin-density approximation of density-functional theory. Mu¨lliken population analyses and orbital-
resolved densities of states show that the configuration of Mn in GaAs is compatible with either 3d5 or 3d6;
however, the occupation is not integer due to the largep-d hybridization between the Mnd states and the
valence band of GaAs. The spin splitting of the conduction band of GaAs has a mean-field-like linear variation
with the Mn concentration, and indicates ferromagnetic coupling with the Mn ions. In contrast, the valence
band is antiferromagnetically coupled with the Mn impurities, and the spin splitting is not linearly dependent
on the Mn concentration. This suggests that the mean-field approximation breaks down in the case of Mn-
doped GaAs, and corrections due to multiple scattering must be considered. We calculate these corrections
within a simple free-electron model, and find good agreement with ourab initio results if a large exchange
constant (Nb524.5 eV) is assumed.

DOI: 10.1103/PhysRevB.63.165206 PACS number~s!: 75.50.Pp, 75.30.Et, 71.15.Mb, 71.15.Ap
tic

to
as
gh

p

s

in
rd

ie
in
of

d
h
th

ct

l
of

rati-
re-
ve
nd

,

cu-

t of
n

r

is

resis-

the

ss
th
ke

ion
x-
I. INTRODUCTION

The discovery of ferromagnetic order in diluted magne
semiconductors~DMS’s! made of heavily Mn-doped InAs
~Ref. 1! and GaAs~Refs. 2–4! paved the way for many
semiconductor spin devices.5 In particular the ferromag-
netism of Ga12xMnxAs adds the spin degree of freedom
the GaAs/~Al, Ga!As system which, in the last few years, h
been the benchmark for interesting physics and for hi
speed electronic and optoelectronic devices.

The long spin lifetime6 and spin coherence7 of GaAs have
already been demonstrated. Recently the feasibility of s
injection into GaAs using Ga12xMnxAs contacts was
proved8 overcoming the intrinsic difficulty of injecting spin
into semiconductors from magnetic metals.9 These two ef-
fects suggest that the GaAs/~Al, Ga!As/Ga12xMnxAs system
is the best candidate for injecting, storing, and manipulat
spins in entirely solid-state devices; a valuable step towa
practical realization of quantum computing.10

Although there is general agreement on the carr
~hole-! mediated origin of the ferromagnetism
Ga12xMnxAs, the detailed mechanism is still a matter
debate.11–13Recently Dietlet al. studied the ferromagnetism
of III-V DMS’s within the Zener model, and obtained goo
agreement with existing experimental data using a few p
nomenological parameters. One of the key elements of
model is the mean-field Kondo-like coupling~p-d Hamil-
tonian! between the valence band of the host semicondu
and the magnetic impurity,

Hsp-d52NbsW•SW , ~1!
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where Nb is the p-d exchange constant,sW is the valence-
band electron spin, andSW is the impurity spin. In this mode
the exchange constant, which governs the spin splitting
the valence band of the host semiconductor, enters quad
cally into the expression for the Curie temperature. The
fore, its exact evaluation is crucial for making quantitati
predictions about the ferromagnetism in both existing a
possibly new materials.

Unfortunately, in contrast with the case of II-VI DMS’s
the experimental determination ofNb is not conclusive, and
both the sign and the magnitude are not well known, parti
larly for large Mn concentrations (x.0.01). From the exci-
ton splitting in the low dilution limit (x,0.001) the coupling
is found to be ferromagnetic, with an exchange constan
Nb512.5 eV,14 if the exchange constant for the conductio
bandNa is assumed to be10.2 eV ~a typical value for Mn
in II-VI semiconductors!. Reflectance magnetic circula
dichroism15 and magnetoabsorption experiments16 present
controversial results, since the absorption edge splitting
strongly dependent on the hole concentration~the Moss-
Burstein effect!, which in turn is difficult to determine from
transport measurements because of a strong magneto
tance up to very high magnetic fields.3 Magnetotransport ex-
periments are able to measure only the magnitude of
exchange constant, and the values obtained vary fromuNbu
53.3 eV ~Ref. 17! to uNbu51.5 eV.18 Finally a recent core-
level photoemission study19 of Ga0.926Mn0.074As gave Nb
521.2 eV if a Mn21 configuration is assumed. Neverthele
it is worth noting that the raw data are compatible with bo
the Mn21 and Mn31 configurations, and so one cannot ma
a definite determination of the sign ofNb.

From a theoretical point of view, the exchange interact
for the conduction band results from a direct Coulombic e
©2001 The American Physical Society06-1
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change, and is expected to be ferromagnetic. In contrast
exchange interaction of the valence band has a kine
energy origin,20 and the sign and strength of the couplin
depend critically on the population of the spin-polarized M
d shell. Three types of Mn centers in GaAs are possible.
first two can be seen as substitutional Mn31 and Mn21, re-
spectively, with the former neutral (A0 with formal 3d4 con-
figuration! with spin S52 and the latter negatively charge
(A2 with formal configuration 3d5! with spin S5 5

2 . The
third center is obtained whenA2 weakly binds a hole, form-
ing a neutral (3d51h) complex. TheA2 center provides
only antiferromagnetic coupling with the valence ban
while the neutralA0 centers can provide either ferromagne
or antiferromagnetic21 coupling.

From this brief overview it is clear that a detailed descr
tion of the electronic structure of Mn in GaAs is crucial
understand and correctly model the ferromagnetism
Ga12xMnxAs. In this paper we address this issue by cal
lating the ground-state properties of Ga12xMnxAs over a
range of Mn concentrations using density functional the
~DFT!22 in the local-spin-density approximation~LSDA!.
We use a numerical implementation of DFT based
pseudopotentials and pseudoatomic orbitals.23–25 Although
the convergence versus basis set with localized orbital
more difficult than with plane waves~where a single param
eter, the energy cutoff, determines the completeness of
basis!, the method has the great advantage of being abl
handle a large number of atoms with an accuracy compar
to plane-wave methods. This allows us to investigate vari
Mn dilutions without the need of large computer resourc
Moreover the pseudoatomic basis is very convenient
analysis of atomic occupation and orbital-resolved densi
of states~DOS’s!, since no overlap integrals between diffe
ent bases have to be calculated.

The remainder of this paper is organized as follows.
Sec. II we provide some technical details about the calc
tion method, illustrating in particular how to optimize th
pseudoatomic basis set. Then we present our results
Ga12xMnxAs for Mn concentrations ranging fromx51 to
0.02. We analyze the density of states projected onto
different orbital components and the charge distribut
around the Mn ions, and we perform Mu¨lliken population
analyses to determine the occupation of thed orbitals of Mn.
In Sec. IV we discuss thep-d exchange constant and com
pare our results with that expected from the Kondo-like
fective Hamiltonian@Eq. ~1!# in the mean-field approxima
tion. Then we illustrate how the mean-field picture brea
down in the case of Mn in GaAs and how the local-dens
approximation~LDA ! results can be explained by a simp
model which includes multiple scattering contributions. F
nally in Sec. VI we present our conclusions.

II. COMPUTATIONAL TECHNIQUE

Since we are interested in a calculation of the electro
properties of diluted alloy systems, we need a method tha
able to handle a large number of atoms with sufficient ac
racy within a periodic supercell approach. For this purpo
we use a DFT approach based on pseudopotentials, and
16520
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merical localized atomic orbitals as basis sets. This meth
implemented in the codeSIESTA,23–25combines accuracy an
a small computational cost compared to other approac
with considerably larger computational requirements, such
plane waves. In this approach, however, special care mus
devoted to an optimization of the basis set, in order to obt
the desired accuracy. In this section, we describe the opt
zation procedure used in this work. For all the DFT calcu
tions presented here, we use the Ceperley-Alder26 form of
the exchange-correlation potential. Self-consistency
achieved using the Pulay density mixing scheme,27 with a
convergence criterion of 1026 for the change in the element
of the density matrix.

A. Pseudopotentials

We use the widely used scalar relativistic Troullie
Martins pseudopotentials28 with nonlinear core corrections29

and Kleinman-Bylander factorization.30 The reference con-
figurations are 4s24p03d5, 4s24p33d0 and 4s24p13d0, re-
spectively, for Mn, As, and Ga. The cutoff radii for thes, p,
and d components of the pseudopotential are~1! 2.00, 2.20
and 1.90 a.u. for Mn;~2! 1.90, 2.20, and 2.50 a.u. for As; an
~3! 2.10, 2.50, and 3.0 a.u. for Ga. We check the pseudo
tentials at the atomic level by comparing the pseudoeig
values with those generated by all electron calculations
several atomic and ionic configurations.

In order to check the transferability of the pseudopote
tials just described, we have chosen to use a plane-w
method.31 This allows us to perform essentially converg
calculations with respect to the basis set~by using a suffi-
ciently large energy cutoff for the plane waves!, and to iso-
late pseudopotential effects from basis set effects in chec
the pseudopotential. We have computed the equilibrium
tice constant and the band structures of both GaAs
MnAs, both of them showing good agreement with pre
ously published results.32

After testing the pseudopotential, we have also calcula
the band structure for a fixed localized orbitals basis set o
a range of pseudopotential cutoff radii. Our results show
expected, that pseudopotentials that yield the best res
with plane waves also give the best band structures with
localized atomic orbitals.

B. Basis set: Number ofz ’s

Let us now turn our attention to the pseudoatomic ba
set. The procedure to generate the numerical atomic orb
was described in Ref. 33. The atomic orbitals are construc
as the product of an angular function with a given angu
momentuml ~yielding to s-type, px ,py ,pz-type, etc. orbit-
als!, and a numerical radial function. Several functions w
the same angular and different radial form can be conside
to represent the same atomic shell, referred to as multipz
functions. The radial functions are determined as follows:
first z’s are obtained, according to the scheme proposed
Sankey and Niklewsi,34 as confined pseudoatomic orbita
~PAO’s! which result from the DFT solution of the free ato
with the pseudopotential and a spherical potential of rad
r c . The pseudo-wave-functionf(r ) constructed in such a
6-2
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FIRST-PRINCIPLES STUDY OF THE ORIGIN AND . . . PHYSICAL REVIEW B63 165206
way extends only to distances smaller than the cutoff rad
r c . Note that this does not correspond to a simple truncat
since the pseudo-wave-function is continuous atr 5r c . Sec-
ond and successivez’s are constructed in a split-valenc
spirit. They are obtained by subtracting from the firstz a
function which reproduces the tail of the pseudoatomic
bital for r .r DZ and continues toward the origin asr l(a
2br2). Herel is the angular momentum,a andb are param-
eters chosen to ensure the continuity, and DZ refers
‘‘double-z.’’ r DZ is chosen in such a way that the total nor
beyond this radius has a certain value. In the present ca
lation we always fix the norm beyondr DZ to 15% of the total
norm, noting that small variations around that value do
produce any significant changes in the total energy. Fur
z’s are calculated by repeating the same scheme. This
proach is more efficient than using excited states of the n
tral atom, which can be unbound.33

The optimization of the PAO basis is more delicate th
that of its plane-wave counterpart. In the case of the P
bases used here, several parameters determine the acc
of the basis: the number ofz’s for each shell, the angula
momentum components included, the confinement radii,
All these must be optimized to achieve the required ac
racy. Since we are interested in describing the magn
properties of Ga12xMnxAs, it is natural to choose a magnet
quantity as the one to monitor the convergence of our res
with respect to the basis set quality. We study the ene
differenceDFA between the antiferromagnetic and ferroma
netic alignments of two Mn atoms in a four-atom unit cell
zinc-blende MnAs as a function of the basis set. The lat
constant is chosen to bea055.8 Å, which is the critical lat-
tice constant for the half-metallic behavior of MnAs.32

The first problem we address is the number ofz’s to in-
clude for each atomic orbital. We start by choosing doublz
for the s orbitals of both Mn and As, and single-z for the p
and d orbitals of Mn; then we progressively increase t
number of basis orbitals. The initial cutoff radii arer c
56.0 a.u. for thes andp orbitals of Mn,r c55.0 a.u. for the
d orbital of Mn, andr c55.5 a.u. for thes andp orbital of As.
These are proportional to the positions of the maxima of
unconstrained pseudo-wave-functions.

In Fig. 1 we present the total energies for the ferrom
netic (EFM) and antiferromagnetic (EAF) alignments, and
DFA , for the different PAO bases listed in Table I. From t
picture two important conclusions can be reached. First,
cording to the usual variational principle, the total energ
for both ferromagnetic and antiferromagnetic configuratio
decrease with an enlargement of the basis. Second, the
between the ferromagnetic and antiferromagnetic config
tions is significantly reduced by using triple-z’s for the d
orbitals of Mn ~note the large decrease ofDFA when going
from basis 1 to basis 2 and from basis 4 to basis 5! and
double-z for thep orbitals of As. This sensitivity of the mag
netic phase stability to the As-p and Mn-d basis is consisten
with the magnetism in MnAs being driven by strongp-d
hybridization. Since we are mainly interested in the magn
properties of diluted systems describable by very large
cells, we decide to use double-z for all the orbitals except the
16520
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d orbitals of Mn for which we use triple-z ~this is the fifth
basis set in Table I!. Note that we can afford to use triple-z
for Mn-d, since few Mn ions are present in the cell. In co
trast, the use of larger basis sets for Ga and As yields a m
dramatic increase of the size of the computations.

C. Basis set: Cutoff radii

Next we turn our attention to the choice of the cutoff ra
of the basis sets. For free atoms, the optimum cutoff rad
of any orbital ~as the one which minimizes the energy! is
infinite, since that case corresponds to no confinement po
tial, which yields to exponential tails for all the atomic wav
functions. However, in solids this criterion does not ho
since the lack of vacuum and the presence of a crystal
tential tend to confine the atomic wave functions more th
in the free atom. In this situation, the confinement of ea
PAO should be optimized to minimize the total energy. Th
procedure has shown in other systems, such as bulk bcc35

that a finite and relatively small confinement radius can p

FIG. 1. ~a! EFM , EAF , and~b! DFA for the basis of Table I. Note
the decrease of the total energies as the basis becomes more
plete.DFA saturates for basis 5. In~c! and ~d!, respectively,EFM ,
EAF , andDFA stand for the fifth basis set of table I as a function
the scaling parametert. Note thatDFA saturates sooner than the tot
energies for ferromagnetic and antiferromagnetic alignments.

TABLE I. Summary of the bases used in Fig. 1. In the fir
column we show the indicator of the basis, and the following c
umns show the number ofz (Nz) for each orbital.

Basis Nz ~As s! Nz ~As p! Nz ~Mn s! Nz ~Mn p! Nz ~Mn d!

1 2 1 2 1 1
2 2 1 2 1 2
3 2 1 2 2 2
4 2 2 2 2 2
5 2 2 2 2 3
6 2 2 3 2 3
7 2 3 2 2 3
8 2 2 2 3 3
6-3
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vide lower energies and therefore more accurate bases
long values ofr c . These calculations also show that the o
timum confinement radius of each PAO depends very m
on the particular orbital. In our case, however, it would
too complex to optimizer c for all the orbitals in our system
due to the large number of these. Instead, we have follo
a simpler approach. We vary the initial cutoff radii uniform
by multiplying all the radii by a common scaling factort. A
somewhat similar criterion is to use the orbital energy s
DEPAO as the variational parameter, which is the energy
crease that each orbital experiences when confined to a fi
sphere, and can be used as single parameter to tes
convergence.33

In Figs. 1~c! and 1~d! we presentEFM , EAF , andDFA as
functions oft for the fifth basis set of Table I. The last poin
in Figs. 1~c! and 1~d! (t51.41) corresponds to a basis wi
an orbital energy shiftDEPAO of 0.001 Ry. A convergence o
0.001 Ry was successfully used to describe the magn
properties of Ni clusters on Ag surfaces,36 and is considered
an optimal value for the convergence. However, in our c
we prefer to use smaller cutoff radii in order to reduce
computation time. From Fig. 1~d! it is clear that the satura
tion of DFA occurs for shorter radii than those required
converge the total energies. We therefore decide to fix

FIG. 2. e-t2 energy split at theG point for MnAs: ~a! majority
spin, ~b! minority spin.
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cutoff radii to t51, noting thatEFM andEAF differ from the
value obtained forDEPAO50.001 Ry by only 0.04%, and
that DFA differs by only 2%.

D. Comparison with previous calculations

We further test our basis set by computing the energy s
between Mnd states withe and t2 symmetry at theG point,
and the dependence of the magnetization on the lattice s
ing for zinc-blende MnAs. These two tests give an indicati
of the accuracy of thep-d exchange, which is a dominan
interaction in Ga12xMnxAs. In fact, at theG point the t2
states are coupled with the As-p states, while thee states are
decoupled, and their splitting is determined by thep-d
coupling.

In Fig. 2 we present the energy splitDEe-t2
5Ee2Et2

as a

function of t for both the spin directions. Thee-t2 split con-
verges monotonically, and there is a variation of only;2%
going from t51 to 1.41 (DEPAO50.001 Ry). If we now
compare this result with our previously published result32

obtained with plane waves, we note that our present res
give an e-t2 splitting around 50 meV less than the plan
wave splitting for both spins. This is roughly the same d

FIG. 3. Magnetization as a function of the lattice constant
zinc-blende MnAs.
d with

l
wave
TABLE II. Kohn-Sham eigenvalues calculated using various methods. The energies are calculate
respect to the top of the valence band, and all the units are eV. PAOexpt and PAOtheor are the results of the
present calculation assuming the lattice constant to be the experimental valuea055.65 Å and the theoretica
valuea055.635 Å, respectively. LAPW stands for linear augmented plane wave and PW-PP for plane
pseudopotentials.

GaAs G1 G1 X1 X3 X5 X1 L2 L1 L3 L1

PAOexpt 212.91 0.57 210.53 27.05 22.84 1.71 211.25 26.86 21.26 1.34
PAOtheor 212.99 0.66 210.56 27.10 22.88 1.88 211.30 26.92 21.27 1.39
LAPW ~Ref. 37! 212.80 0.29 210.29 26.89 22.69 1.35 211.03 26.70 21.15 0.85
PW-PP~Ref. 38! 212.56 0.55 210.25 26.70 22.58 1.43 210.95 26.52 21.09 1.02
LDA-PAO ~Ref. 39! 212.38 1.03 29.85 26.72 22.66 1.59 210.63 26.53 21.14 1.28
EXP ~Ref. 40! 213.10 1.63 210.75 26.70 22.80 2.18 211.24 26.70 21.30 1.85
6-4
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crepancy found forDFA . As we have just shown, such
deviation from the plane-wave calculation cannot be lift
by increasing the size of the basis, since this does not
duce variations larger than 2%. A possible origin of suc
disagreement may be the slightly different pseudopoten
used.

In Fig. 3 we present the magnetization as a function of
lattice constant for MnAs, and compare it with that obtain
previously in our plane-wave calculations.32 The agreemen
is quite good; the transition to the half-metallic state is c
rectly predicted fora055.8 Å, and the dependence of th
magnetization on the lattice spacing is well reproduced
a0.5.3 Å. For smaller lattice spacings the two calculatio
disagree, with a tendency of the PAO basis to overstabi
the ferromagnetic phase. However, this is not surprisi
since the portability of the pseudopotentials used in the
cases is different.

Finally we check the ability of our optimized basis set
describe the electronic and structural properties of Ga
which forms the matrix where the Mn ions are included
Ga12xMnxAs. We find an equilibrium lattice constant ofa0
55.635 Å which is remarkably close to the experimen
one. Moreover the bandstructure is very accurate; a comp
son of our calculated eigenvalues with existing calculatio
is presented in Table II.

In summary, we are confident that the results, which
obtain using the numerical atomic orbital method with t
combination of Troullier-Martins pseudopotentials and t
basis set described in this section, are in good agreem
with LSDA results obtained using other techniques.

III. ELECTRONIC CONFIGURATION OF GaAs:Mn

In this section we study the electronic structure of Mn
GaAs. We consider large GaAs cells~from two to 96 atoms!
in which we replace one Ga atom with a Mn atom (MnGa).
We use 18k points in the corresponding irreducible Brilloui
zones for all the supercells, and over 1000k points for the
primitive zinc-blende unit cell~two atoms!. Since the cell
contains only one Mn atom and we use periodic bound
conditions, the Mn atoms are forced to be ferromagnetic
aligned. For the smaller cells~32 and 48 atoms! we perform
several simulations changing the shape of the unit cell. T
is equivalent to investigating different arrangements of
Mn atoms with respect to each other. We find that, althou
the general properties do not change, different Mn ion
rangements in the cell result in different total energies.
all the calculations we assume the GaAs experimental la
spacinga055.65 Å.

A. Partial DOS and charge-density distribution

We start by analyzing the orbital-resolved density
states. In Fig. 4 we present as an example the DOS obta
for a 64-atom unit cell with one MnGa substitution. Similar
features are obtained for both higher and lower Mn conc
trations. Far from the Fermi energy the DOS remains clos
the DOS of GaAs~see Fig. 4!, with a lower-energy As-s
band and a Ga(s)-As(p) valence band. At the Fermi energ
16520
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the situation is markedly different. The majority-spin ba
has a rather sharp peak, characteristic of a narrow b
while the minority-spin has a gap. Such a band structur
the signature of a half-metallic material. The total magne
zation of the cell is 4mB . Our calculations for higher and
lower Mn concentrations show that the magnetization d
not change with the Mn concentration. In the minority ba
the corresponding peak is shifted to higher energy, and
very close to the edge of the GaAs conduction band. If
now consider the DOS projected onto the different orb
components of the wave function, and look at thee and t2 d
states of Mn, some interesting features appear. The majo
band exhibits two broad peaks between24 and21 eV be-
low the Fermi energy, with stronge and t2 components, re-
spectively. In addition there is a rather narrowt2 peak at the
Fermi energy. In contrast the minority band has almost nd
character belowEF but instead has two sharpe andt2 peaks
around 1 eV aboveEF . The different peak widths reflect th
different degrees of hybridization of the Mn-d band with the
GaAs bands. The hybridization is much stronger for sta
far below the Fermi energy.

In order to have a better understanding of thep-d hybrid-
ization in diluted Ga12xMnxAs, in Fig. 5 we present the
evolution of the Mn-d peaks as a function of the Mn conce
tration. The most relevant feature is that for the sharp pe
in both the majority and minority bands@columns~b! and
~c!# the relative intensity of thed component of the DOS is
independent of the Mn concentration. Therefore, those p
tions of the DOS must be derived almost entirely from t
Mn impurity and its four neighboring As atoms. This ca
also be seen by looking at the DOS projected onto thp
states of the four atoms tetrahedrally coordinated with
~the dot-dashed line of Fig. 5!. In summary, our analysis

FIG. 4. Partial density of state for Ga12xMnxAs for x50.3 ~one
MnGa in a 64-atom GaAs cell!: ~a! majority spin,~b! minority spin.
The vertical line denotes the position of the Fermi energy. T
dashed and dotted lines represent the projection of the DOS
the Mn-d t2 ande orbitals, respectively. The dot-dashed line rep
sents the DOS for GaAs.
6-5
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STEFANO SANVITO, PABLO ORDEJO´ N, AND NICOLA A. HILL PHYSICAL REVIEW B 63 165206
shows that the MnAs4 complex accounts for most of th
DOS at the valence-band edge for the majority band an
the conduction-band edge for the minority band.

In contrast, the Mn-d states far belowEF result from
strong coupling with thep orbitals of all the As atoms of the
GaAs cell. This can be clearly seen in Fig. 6, where
present the charge-density isosurface plots correspondin
the three DOS’s of Fig. 5. Figure 6 shows that the cha
corresponding to states at the edge of the GaAs band g
localized around the MnAs4 complex @Figs. 6~b! and 6~c!#,
while the remaining Mn-d states are hybridized with all th
As-p orbitals @Fig. 6~a!#.

We now turn our attention to the distribution of the ma
netization around the Mn ion. The magnetization around
atom placed atR0 is calculated as

M ~Ri !5E
VRi

@r↑~r2R0!2r↓~r2R0!#dr, ~2!

where VRi
is a sphere of radiusRi and rs is the charge

density for the spins. The charge density is calculated on
real-space grid by evaluating the localized orbitals on suc
grid.24 Of courseM (Ri) depends on the cutoff radiusRi . In
Fig. 7 we present the magnetization of Mn, and of the fi
and second As nearest neighbors of Mn as functions ofRi .

FIG. 5. Total and orbital-resolved DOS’s for different Mn co
centrations. The three columns correspond to different energy
gions and spins:~a! majority band between24 and21 eV below
EF ~broad Mn-d peaks!, ~b! majority band at the Fermi energ
~sharp Mn-d peak!, and~c! minority band 1 eV aboveEF . The four
rows indicate different Mn concentrations:~1! x50.06 ~one Mn in
32 atoms!, ~2! x50.04 ~one Mn in 48 atoms!, ~3! x50.03 ~one Mn
in 64 atoms!, and~4! x50.02~one Mn in 96 atoms!. The solid lines
denote the total DOS, while the dashed, dotted, and dot-da
lines denote the DOS’s coming from thet2 states of Mn, thee states
of Mn, and the As(p) states of the four As atoms neighboring th
Mn impurity, respectively. Note that states of columns~b! and ~c!
do not scale with the concentration, indicating strong local hyb
ization.
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In the case of Mn the magnetization saturates forRi
54.0 a.u., and remains almost constant up toRi;18.0 a.u.
when the next Mn shell is encountered. Hence we can ea
deduce that the Mn magnetization is 4mB , which is the satu-
ration value. In contrast the magnetization around the
ions shows a negative minimum~between 2 and 3 a.u. from
the As ion, depending on the position of the As ion relati
to the Mn ion!, followed by a sharp increase. The minimu
corresponds to a negative spin polarization with respec
the Mn, and the following magnetization increase occurs
distances where the polarization of the neighboring ato
starts to be included in the integration. In the case of a fi
nearest neighbor this magnetization increase is due main
the spin polarization of Mn@Fig. 7~b!# and in the case of
second-nearest neighbors it is due to the four Ga ions c
dinated to As@Fig. 7~c!#. It is interesting to note that the
polarization of the As ion is always negative with respect
that of Mn. This means that Mn and As are antiferromagn
cally coupled. The values of the spin polarizations of As
the minima are20.03mB and 20.005mB , respectively, for
first- and second-nearest neighbors. These values of pola
tion are similar to those already published for GaAs/Mn
superlattices calculated with a first-principles linear-muffi
tin orbital–atomic-sphere-approximation method.41 It is
worth noting that we did not find any sizable changes in
magnetization per atom as a function of the Mn concen
tion for all the concentrations studied.

Finally we compare the orbital resolved DOS
Ga12xMnxAs with that of zinc-blende structure MnAs. I
Fig. 8 we present the DOS for zinc-blende MnAs with t
lattice spacing of GaAs~5.65 Å!, which is the same lattice

e-

ed

-

FIG. 6. Charge-density isosurfaces for the three states show
Fig. 5. In this case we consider onlyx50.06 ~one Mn in a cubic
32-atom cell!. ~a! Majority band between24 and21 eV belowEF

~broad Mn-d peaks!. ~b! Majority band at the Fermi energy~sharp
Mn-d peak!. ~c! Minority band 1 eV aboveEF . The Mn ion is in
the center of the cell.
6-6
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spacing that we used for diluted Ga12xMnxAs. For this lat-
tice spacing MnAs is not a half-metal, since the Fermi e
ergy in the minority band cuts through the conduction-ba
edge, mainly dominated byd electrons. Although the tota
DOS is different the projection onto thed-orbitals closely
resembles that of diluted Ga12xMnxAs ~see Fig. 4!. In par-
ticular there is a large occupation of thed orbitals in the
majority band, while in the minority band only the bands
t2 symmetry are occupied as a result of the hybridizat

FIG. 7. Magnetization profile as a function of the integrati
radiusRi for Ga12xMnxAs with x50.03 ~one Mn ion in a cubic
64-atom GaAs cell!. ~a! Mn. ~b! First-nearest As atom to Mn.~c!
Second-nearest As atom to Mn.

FIG. 8. Orbital-resolved DOS for zinc-blende MnAs with a la
tice spacing ofa055.65 Å. The vertical line denotes the position
the Fermi energy.
16520
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with the As-p states at the edge of the valence band. T
magnetization integrated around Mn ions is smaller in zi
blende MnAs at this lattice constant than in Ga12xMnxAs.
For a lattice spacing ofa055.65 Å we find a Mn polariza-
tion of 3.79mB , compared with 4.0mB of Ga12xMnxAs. In
contrast the polarization of As in zinc-blende MnAs is co
siderably larger, with an integrated magnetization of ab
20.17mB . We also note that on increasing the lattice sp
ing the spin polarization of Mn increases, but the polariz
tion of the As is largely unchanged. For instance ata0
55.80 Å we find 4.04mB and 20.17mB , respectively, for
the Mn and As magnetizations. This suggests that the po
ization of Mn is related to the ionicity of the bond with As

A more quantitative comparison of the zinc-blende Mn
with diluted Ga12xMnxAs can be obtained by performin
Mülliken population analyses.42,43We describe the results o
such analyses in Sec. III B.

B. Mülliken population analysis

We perform Mülliken population analyses42,43 in order to
compare quantitatively the orbital occupations
Ga12xMnxAs at different dilutions. The Mu¨lliken population
analysis is a convenient way to separate different contri
tions to the total charge density. Suppose we have a sys
described by the wave-functionf5c1c11c2c2 , whereca
is a localized function andca is the corresponding ampli
tude. Then, if the statef is occupied byN electrons, the total
occupation can be written as

N5Nc1
212Nc1c2S121Nc2

2, ~3!

where S12 is the overlap integral,*c1c2dv. Mülliken de-
fined the subpopulationsNc1

2 and Nc2
2 as net populations

and 2Nc1c2S12 as overlap population. Moreover if the ove
lap population is equally split between the two wave fun
tions, we obtainNc1

21Nc1c2S12 and Nc2
21Nc1c2S12, re-

spectively, which are referred to as gross populations.
what follows we always refer to the gross population. If t
functions ca represent orbital components of the angu
momentum, then the populations correspond to orbital po
lations and the overlap population is the orbital overl
population. Similarly if the functionsca are atomic wave
functions for the atoma, then we obtain the atomic popula
tions and the atomic overlap population. We also define M¨l-
liken atomic charge as the difference between the gr
atomic charge~i.e., eNc2

21eNc1c2S12, with e the electronic
charge! and the valence charge of the isolated atom. It
widely accepted that the absolute magnitude of the ato
charges can depend strongly on the basis set in which
are calculated.44 However, relative values of Mu¨lliken popu-
lations can provide useful information when comparing d
ferent systems~for instance, the amount of covalency
semiconductors!.45

We start the analysis by calculating the Mu¨lliken atomic
charges for Ga, Mn, and As in GaAs, MnAs, an
Ga12xMnxAs at different concentrations~Table III!. In the
case of Ga12xMnxAs, for each atomic species we present t
average values over the cell. Since we have alre
6-7
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shown that the four As atoms coordinated with Mn~which
we denote by AsIV! have quite different properties than th
remaining As atoms, we calculate their average ato
charge separately. The table shows clearly the local chara
of the MnAs4 center. We note that the average Mu¨lliken
charges of Ga and As closely resemble those of GaAs,
ticularly for low Mn concentrations. Of course in the e
tremely diluted limit GaAs:Mn one expects the avera
charges of Ga and As to be exactly those of GaAs. In c
trast, the average Mu¨lliken charge of the four As atoms co
ordinated with the Mn impurity does not change with t
concentration, confirming that the electronic structure of
MnAs4 complex is not affected by the concentration. It
also interesting to note that these As atoms have small p
tive atomic charges, whereas the other As atoms have n
tive atomic charges. A positive As atomic charge is a
found in zinc-blende MnAs, although in that case its mag
tude is much larger. The transition from GaAs:Mn to zin
blende MnAs with increasing Mn concentration is reflect
in the increase of Mu¨lliken charge on the Mn atoms. There
fore, the Mn-As bond becomes more ionic when the M
concentration is increased. This picture, together with
almost complete occupation of thed shells in the majority
band discussed in Sec. III A, is consistent with modeling M
in GaAs as anA0 impurity center composed of a negative
charged Mn ion in ad5 configuration, and a weakly boun
hole (d51h).46,47The increase of the Mn concentration, a
the consequent increase of the hole concentration, reduc
binding energy of the bound hole due to the partial screen

TABLE III. Mü lliken charges for GaAs, MnAs, and
Ga12x , MnxAs at different Mn concentrations. The last two co
umns correspond, respectively, to the average over the As a
excluding the ones coordinated with Mn, and the average over
four As atoms coordinated with Mn. The lattice spacing of MnAs
assumed to bea055.65 Å.

Material Ga (ueu) Mn (ueu) As (ueu) AsIV(ueu)

GaAs 10.056 20.056
MnAs 20.322 10.332
Ga0.938Mn0.062As 10.042 20.089 20.046 10.005
Ga0.958Mn0.042As 10.046 20.085 20.049 10.005
Ga0.969Mn0.031As 10.047 20.083 20.049 10.005
Ga0.979Mn0.021As 10.049 20.082 20.050 10.005
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of the potential. Therefore, an increase of the Mu¨lliken
charge of Mn with concentration is expected. Neverthel
the agreement is only qualitative, and a definitive predict
based solely on Mu¨lliken analysis cannot be made.

We now turn our attention to the orbital population.
Table IV we present orbital populations for thep orbitals of
As andd orbitals of Mn in MnAs and Ga12xMnxAs for both
spin orientations. As before, we distinguish between the AIV

atoms and the remaining As atoms. We do not report
orbital populations for Ga for thes orbital of As or for thes
andp orbitals of Mn, since they are not relevant to the d
cussion.

Several important aspects can be pointed out from Ta
IV. The total population for thed orbital of Mn is around 5.5
electronic charges for all the systems studied. We do
expect integer values for the orbital population, since
strongp-d hybridization is present. The total overlap pop
lation for zinc-blende MnAs is about 0.6 electronic charg
and this can be considered to be the uncertainty on the
termination of the orbital population. This gives Mnd orbital
occupations of 4.660.6 and 0.860.6 for the majority and
minority bands, respectively. Although the orbital populati
is not an observable quantity, and its absolute value may
affected by the choice of the basis set, we can conclude
the atomic configuration of Mn in GaAs is compatible wi
both 3d5 and 3d6. This is in agreement with recent x-ray
absorption magnetic circular dichroism experiments,48 where
the data are interpreted by assuming a Mn configuration c
sisting of 80% Mn 3d5 and 20% Mn 3d6. It is interesting to
note that by decreasing the Mn concentration there is
increase of the polarization of thed orbital of Mn ~the orbital
population is enhanced in the majority band and reduce
the minority band!. This seems to be in favor of theA23d5

configuration in the limit of high dilution, as reported exte
sively in the literature.46,47,49–51

Table IV also shows clearly that there is antiferroma
netic coupling between the Mnd and Asp orbitals. The Asp
orbitals in fact have quite a large spin polarization as o
posed to that of Mn. This cannot be due to the overlap co
ponents of the orbital population, which would give the sa
polarization as that of Mn. It is also interesting to note th
the spin polarization is much larger among the AsIV atoms,
for which it is almost insensitive to the Mn concentratio
than among the other As atoms. As expected, it is s
smaller than the As spin polarization in zinc-blende MnA

m,
e

.
orre-
be
TABLE IV. Mü lliken orbital populations in MnAs and Ga12x , MnxAs at different Mn concentrations
The symbols↑ and↓ correspond to majority and minority spins, respectively. The last two columns c
spond to the four As atoms coordinated with Mn. The lattice spacing of MnAs is assumed toa0

55.65 Å.

Material Mn-d↑(ueu) Mn-d↓(ueu) As-p↑(ueu) As-p↓(ueu) AsIV-p↑(ueu) AsIV-p↓(ueu)

MnAs 4.642 0.855 1.365 1.650
Ga0.938Mn0.062As 4.665 0.788 1.626 1.637 1.580 1.647
Ga0.958Mn0.042As 4.679 0.770 1.628 1.638 1.583 1.644
Ga0.969Mn0.031As 4.675 0.771 1.630 1.637 1.584 1.644
Ga0.979Mn0.021As 4.682 0.768 1.632 1.636 1.584 1.644
6-8
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Nevertheless we also see that the other As atoms ha
small antiferromagnetic polarization of thep orbital, which
decreases with concentration as expected. This is in v
good agreement with the magnetization data presente
Sec. III A.

IV. EXCHANGE COUPLING

As we pointed out in Sec. I, the evaluation of the e
change constantNb is crucial for predicting the thermody
namic properties of Ga12xMnxAs. In this section we provide
a theoretical estimate of the exchange constant, and stud
dependence on the Mn concentration. We begin by bri
describing the effect of thesp-dexchange on the band stru
ture of the host semiconductor in the mean-field approxim
tion. Our starting point is the commonly usedsp-dexchange
Hamiltonian20

Hsp-d52
1

2 (
i

(
n,k,k8

Jn
sp-d~k,k8!ei ~k2k8!•RiSi

3F(
mn

cnkm
† smncnk8nG , ~4!

whereJn
sp-d(k,k8) is the exchange integral of the band ele

trons (n,k) and (n,k8) with the Mn local spinSi , cnk
† and

cnk are the creation and annihilation operators for an elec
in band n with Bloch vectork. The sum extends over th
valence (n5v) and conduction (n5c) bands of GaAs, and
all the localized spins labeled by the indexi. If we neglect
interband terms which are negligible and replace the spiSi
by the average spin̂S& proportional to the magnetization, w
restore the translational invariance of the system. Theref
expression~4! becomes diagonal ink, and can be written as
a function of the Mn fractionx and the cation concentratio
N as

Hsp-d52 1
2 xN^S&(

k
Jn

sp-d~k!~cnk↑
† cnk↑2cnk↓

† cnk↓!, ~5!

with ↑ ~↓! indicating the up-spin~down-spin! direction with
respect to the mean-field spin^S& andJn

sp-d(k)5Jn
sp-d(k,k).

If we now restrict our analysis to the band edge~G point!,
and definea5Jc

sp-d(0) and b5Jv
sp-d(0), we obtain the

equations

Hsp-d52
1

2
xN^S&a~cc0↑

† cc0↑2cc0↓
† cc0↓!,

~6!

Hsp-d52
1

2
xN^S&b~cv0↑

† cv0↑2cv0↓
† cv0↓!,

for the conduction and valence bands, respectively. We n
that the same analysis can be carried out by assuming
the Mn impurities form a perfect ferromagnetic crystal.
such a case the derivation of Eqs.~6! is identical to that
given here if the magnetic moment per Mn atom is used
the mean field spin̂S&. Equations~6! relate the spin splitting
of the conduction and valence bands to the exchange inte
calculated atk50. This quantity is usually extracted in op
16520
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tical magnetoabsorption experiments from a spin splitting
the exciton lines. For instance the Zeeman splitting of
heavy-hole exciton transitionE1 is

E15x^S&N~b2a!. ~7!

Other transitions give different combinations ofa and b,
which can then be determined. Note, finally, that the s
splitting of both the valence and conduction bands in
mean-field approximation is linear with the Mn concentr
tion x.

We calculate the exchange constants directly from
conduction-band-edge~valence-band-edge! spin-splittings
DEc5E↓

c2E↑
c (DEv5E↓

v2E↑
v) as

Na5DEc/x^S&, Nb5DEv/x^S&, ~8!

where^S& is half of the computed magnetization per Mn io
In order to evaluate the parameters in Eqs.~8!, we compute
the band structure around theG point for large GaAs cells
with a single Mn impurity. In Fig. 9 we present, as an e
ample, the results for a cubic cell containing 64 atoms. Si
we are mainly interested in theG point, we consider the band
structure only along the direction@1/8(p/c0),0,0#→(0,0,0)
→@1/8(p/c0),1/8(p/c0),1/8(p/c0)#, with c0 the unit vector
of the cubic cell. We indicate these two directions resp
tively asX andM. In Fig. 9 we also plot the orbital-resolve
DOS at theG point. This shows clearly that the valence-ba
edge has mainly As-p character, with additional contribu
tions from t2 Mn-d states due to hybridization, while th
conduction-band edge is formed by Ga-s states. In this way
the spin splitting is easily computed.

We consider different Mn concentrations and, for smal
unit cells ~larger concentrations!, different geometrical ar-
rangements. We find that the spin splittings of both the c
duction and valence bands are dependent on the relative
sitions between the Mn ions, with variations of up to 20%.
particular for the same Mn concentration we find large sp
tings when the Mn ions are clustered, and smaller splittin

FIG. 9. Band structure and orbital-resolved DOS at theG point
for Ga12xMnxAs, with x50.3 ~one Mn ion in a cubic 64-atom
GaAs cell!: ~a! majority band,~b! minority band.
6-9
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for homogeneously diluted systems. More details on the
pendence of the exchange constant on the spatial arra
ment of the Mn ions will be published elsewhere.52 In the
following we consider only cells which maximize the sep
ration between the Mn ions~uniform Mn distribution!.

In Table V we present the spin splittings for the condu
tion and valence bands as functions of the Mn concentrat
and we list the corresponding exchange constants. First
sider the conduction band. Although the spin splitting sho
large fluctuations withx, there is no systematic variatio
with the Mn concentration. With the caveat that DFT is
ground-state theory and therefore does not accurately
scribe the conduction band, from Table V one can concl
that the coupling~s-dcoupling! between the conduction ban
of GaAs and the Mn impurity is ferromagnetic. Also, it
independent ofx, as predicted by mean-field theory, and h
the valueNa;0.2 eV. Note that ferromagnetic coupling
expected, since in the case of the conduction band the
exchange is direct; in addition, the value of the exchan
constantNa is very close to that usually found in II-V
semiconductors.53

The situation is quite different for the valence band. Fi
of all, we see that the spin splitting of the valence-band e
is much larger than the typical absorption edge splitting
magnetoptical experiments.16 For instance, if we compare
the results forx50.032 of Ref. 16 with those of Table V fo
the same concentration, we find that our calculated valu
about four times larger than that obtained experimenta
However, it is important to point out that in our calculatio
all the Mn ions contribute to the ferromagnetism. In contra
in real systems only a fraction of the Mn ions are ferroma
netically aligned, and the typical magnetization curves h
a large paramagnetic component which does not satu
even at very high magnetic fields.54 This was confirmed by
recent x-ray magnetic dichroism measurements.48 Assuming
a mean-field picture, this suggests that the mean-field
calculated here is much larger than that present in ac
samples. Turning the argument around, we can conclude
our results are consistent with experiments if we assume
in the latter the effective Mn concentration~contributing to
the ferromagnetism! is only one-fourth of the nominal con
centration.

A second important point is that the exchange cons
Nb is strongly dependent onx. Specifically,Nb increases
with decreasing Mn concentration, a behavior already w
known to occur in Co12xMnxS.55–57This dependence of th
exchange constant onx could be due to two possible reason
~i! the actualp-d coupling is not Kondo-like, or~ii ! the

TABLE V. ConductionDEc and valenceDEv band-edge spin
splittings, and exchange constants as a function of the Mn con
tration x for Ga12xMnxAs.

x DEc ~eV! DEv ~eV! Na ~eV! Nb ~eV!

0.062 50 0.0339 20.6839 0.272 25.48
0.041 66 0.0248 20.5458 0.298 26.54
0.031 25 0.0105 20.4472 0.168 27.34
0.020 84 0.0099 20.3442 0.234 28.16
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mean-field approximation that leads to Eq.~5! is not valid.
Blinowski and Kacman studied the kinetic exchange inter
tion of various 3d metal impurities in zinc-blende
semiconductors.58 By applying canonical transformations t
the p-d hybridization Hamiltonian,59 they evaluated the ef
fective exchange interaction between the valence band
thed states of the impurity. They found that for 3d5 and 3d6

configurations of the impurity the effective exchange ha
Kondo-like form, while there are other non-Kondo-like co
tributions for the 3d4 case. From Mu¨lliken analysis we can
rule out this latter configuration, and conclude that the eff
tive exchange is indeed Kondo-like. Therefore, the dep
dence ofNb on x is suggestive of the breakdown of th
mean-field approximation.

V. BREAKDOWN OF MEAN-FIELD APPROXIMATION

The main hypothesis sustaining the mean-field appro
mation is that the potential introduced by the Mn ions
weak with respect to the relevant bandwidth. This seem
be true in most of the II-VI semiconductors; however, in t
case of~Cd, Mn!S such a hypothesis breaks down, and
apparent strong dependence of the exchange constant o
Mn concentration is found.55–57 The case of Mn in GaAs
looks very similar. We recall that for the very diluted lim
there is some evidence of the Mn ion being able to bin
polarized hole.51 This suggests that the potential created
Mn in GaAs may be strong, and hence the mean-field
proximation breaks down.

Benoit àla Guillaume, Scalbert, and Dietl60 calculated the
corrections to the mean-field approximation using a fr
electron model, with the magnetic impurities described
square potentials. The energy was calculated within
Wigner-Seitz approach, which is applicable only to the ca
of perfectly periodic crystal. Although the model wa
refined,61,62 the main findings are still valid. Here we illus
trate briefly the model and we use it for computing the e
change constant.

We consider a free-electron model with effective ma
m* , and uniformly distributed magnetic impurities describ
by the potential

U~r !5W~r !2J~r !S•s. ~9!

Here W(r ) is the spin-independent substitutional potenti
andJ(r ) is thep-d coupling between the free-electron spins
and the impurity spinS. We further assume thatJ(r ) and
W(r ) have the same square potential shape, and that al
impurity spins are ferromagnetically aligned. This leads
U(r )5U0u(r 2b), and alsoU↑(↓)(r )5(W75/4J)u(r 2b),
whenS5 5

2 is considered. Finally the energy is calculated
solving a transcendental equation obtained by imposing
appropriate boundary conditions.60 We define d(x,U0)
5E(x,U0)/Emfa(x,U0) as the deviation of the computed e
ergy E(x,U0) from the mean field energyEmfa(x,U0)
5VNx, whereV5(4p/3)b3U0 , andNx is the Mn density.
In Fig. 10 we presentd(x) as a function ofx for different
potentialsh5U0 /uUcu, whereUc52(p\/2b)2/2m* is the
binding potential. We note that the corrections to mean-fi
theory are large for smallx, and decrease with increasingx.

n-
6-10
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In particular the mean-field approximation breaks do
when the potential is attractive and close to the binding
tential (h→1), while it is reasonably good for repulsiv
potentials. We also note that the mean-field approximatio
recovered in both the limit of large Mn concentrationsx
→1) and in the limit of weak potential (h→0). This general
behavior can qualitatively explain our LDA results. Co
sider, in fact, the band-edge spin splitting

DEc~x!5
4pb3

3
@~W15/4J!d~x,h↓!

2~W25/4J!d~x,h↑!#Nx, ~10!

whereh↑(↓)5(W75/4J)/uUcu. By comparing Eq.~10! with
Fig. 10, one can see that for smallx the spin splitting is
largely enhanced with respect to its mean-field value. T
deviation diminishes with increasingx, and vanishes in the
limit of complete Mn substitution (x51). Note that the ap-
plication of the mean-field approximation at everyx gives
rise to an apparent increase of the exchange constant wit
Mn concentration. This agrees with our LDA results.

It is also worth noting that the deviation from mean-fie
theory is larger if the spin asymmetry of the potentialU0 is
large. In particular, the spin splitting is largest when the p
tential is attractive for one spin species and repulsive for
other. In the opposite limit, when the mean-field approxim
tion is valid (d→1), Eq.~10! reduces to the usual expressio

DEc~x!5 5
2 Nbx, ~11!

where we have defined the exchange constantNb
5N(4pb3/3)J.

In order to compare with experiments, we perform a fit
our LDA data. We considerb, W, andJ as fitting parameters
with b varying between the cation-anion and cation-cat
distances, andW and J chosen so that no bound holes a
present. This last restriction takes into account the lack
any experimental evidence for bound holes at the concen
tions investigated here. The fitting procedure yieldsb
53.6 Å and Nb524.5 eV, although values in the rang

FIG. 10. Dependence of the correction factord(x) on the impu-
rity concentrationx for a range of potentials. Note that the deviatio
from mean-field theory is larger for strongly attractive potential
16520
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n
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3.6 Å,b,3.9 Å and 24.9 eV,Nb,24.4 eV fit equally
well. It is important to note that, for all the parameter se
which give a good fit, one spin hole is nearly bound wh
the other ‘‘feels’’ a weak repulsive potential. Our best fit
presented in Fig. 11. Despite the roughness of the mode
agreement is reasonably good. It is interesting to point
that the model seems to underestimate the spin splitting
smallx and overestimate it for largex. This is not surprising;
in this model we assume that the potential induced by
magnetic impurity does not depend on the impurity conc
tration. This is in general true for Mn in II-VI semiconduc
tors, where Mn provides only a local spin. In the case
III-V semiconductors, however, Mn acts both as an accep
and as a source of localized spins. Therefore it is natura
expect a progressive screening of the Mn potential with c
centration due to the increase of the hole density. This eff
which is responsible for the lack of bound holes in low d
luted ~Ga, Mn!As, further reduces the deviation from th
mean-field approximation for largex, and better agreemen
with our LDA data may be found.

Finally we want to point out that the exchange const
found with the above analysis is still rather large compa
with experiments. Although in actual samples part of the M
ions does not contribute to the ferromagnetism, leading to
underestimate ofNb, this probably cannot completely ac
count for the discrepancy with our calculated value. It is w
known that the local-density approximation is not very acc
rate in describing strongly localized charges as in Mnd
shells. In nonmagnetic semiconductors,63 this leads to an
overestimation of thep-d coupling and to an overbinding o
the system. We found the same kind of behavior in NiA
type MnAs ~Ref. 32!, with a volume compression of abou
8%. This suggests that in our calculations thep-d coupling
may be overestimated. However, since the volume comp
sion of MnAs is not very large, we think that the error in th
determination of thep-d coupling is not dramatic. Therefor
our main conclusion, that the mean-field approximati
breaks down for Ga12xMnxAs, is still valid.

FIG. 11. Band-edge spin splitting: the circles represent our L
data, and the straight line the fit obtained with the model discus
in the text for the parametersb53.6 Å, J521.05 eV (Nb
524.5 eV), andW520.027 eV.
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VI. CONCLUSIONS

We have theoretically investigated the magnetic prop
ties of Ga12xMnxAs with dilutions ranging fromx51 to
0.02. We found that Mn in GaAs has an atomic configurat
compatible with both 3d5 and 3d6, and that the total occu
pation is not integer because of the strongp-d coupling with
the valence band of GaAs. Such a coupling is antiferrom
netic, with a remarkably large exchange constant. We h
shown that the exchange constant has an apparent de
dence on the Mn concentration. This suggests that the
erally used mean-field approximation breaks down, since
potential induced by the Mn ions in GaAs cannot be trea
perturbatively. Using a simple free-electron model, we ha
calculated corrections to the mean-field expression for
spin splitting of the GaAs valence band, and found a go
16520
r-

n

g-
ve
en-

en-
he
d
e

he
d

agreement with the LDA calculations. Further study
needed to determine the dependence of the spin splitting
the confinement of the Mn ions in the case of highly orde
alloys.
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