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Ground state of a chemically modulated Hubbard chain at half filling
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We have studied the Hubbard chain with a periodic variation of the site potential for the half-filled band by
using a real space renormalization graG) method complemented by a mean-field analysis. The ground
state phase diagram shows a transition between a charge density@& and a spin density wau&SDW).

The energy gap and the local moment, as obtained from the RG, clearly identify the phase transition in
agreement with the RG flow pattern. Within the mean-field approximdtéifA) the charge and spin order
parameters are calculated to trace out the transition. The phase diagram obtained by the RG calculation shows
excellent agreement with that obtained by the MFA especially in the weak- to intermediate-coupling region.
We have also calculated the Drude weighithin the MFA) to analyze the conductivity of such a chain of

finite length The Drude weight also captures some interesting features of the competition between the SDW

and the CDW.
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[. INTRODUCTION the RG, pointing out the possible limitations of the present

scheme. In Sec. IV we indicate the essential steps in the

The problem of electronic correlation in one dimensionalcalculations of the MFA and present the results obtained
(1D) and two dimensional systems has been of interest fofrfom it. A comparison of the RG results with the MFA re-
some time. The Hubbard model with nearest-neighbor hopsults is also indicated. In Sec. V we explain the calculation of
ping and on-site electronic correlation has been considered f¢ Drude weight for chains of finite length and show the
be the generic model in this context. This model is known tocompetition between the SDW and the CDW as reflected in
support antiferromagnetic Spin density Wd@\/\/) order at these results. Section VI summarizes the present work.
half filling for large values of the on-site correlation. How-
ever, the effect of chemical modulation in the site potential Il. THE MODEL AND THE RG CALCULATIONS
on the SDW phase is yet to be clearly understood. An ex- . )
treme example of such an effect can be found in the Hubbard e consider the one band Hubbard model with an alter-
model with random disorder in the site potential, a probler@ting modulation in the site potential given by the Hamil-
that already has created some intefest.the present work tonian
we shall focus our attention on a case where the site energies
in a Hubbard cha}in vary altemately due to a modulation in H=6AE ni+582 N+t E CiTona+UAE Ny
the chemical environment. This is a case that has some rel- icA ieB (o icA
evance to ther-bonded chains on reconstructeébll) sur-
faces of SP Ver%/ recen.tly, such a model has been analyz_ed +UBE Ni N (1)
by Caprareet al” by using the mean-field level of approxi- i‘eB

mation. We have studied the half-filled Hubbard chain with o L ) )
alternating modulation in the site energy by using a reaivhere the blpgr'glte 1D lattice is divided into two sublatpces
space renormalization groufRG) techniqué which is ex- A and B consisting of the odd and even sites, respectively.
pected to capture the effects of fluctuations in a low-Ci» (Cis) is the creationannihilation operator for an elec-
dimensional system to a reasonable extent. Our RG result§on of spina (=T,]) in the Wannier orbital at the site

are then compared with the results of the mean-field approxiThe number operatar;,=c/,c;, andn;=n;;+n;, . tis the
mation(MFA). We trace out the SDW/CDWtharge density hopping integral between nearest-neighbor sites denoted by
wave transition in the ground state of this system and ob<ij) andU, (Ug) is the on-site Coulomb correlation for a
serve that the variation of the site potential may result in asite belonging to the sublatticé (5). e, andeg are the site
CDW phase even in the presence of a reasonably large val@nergies on the two sublatticesand B, respectively.

of the on-site Hubbard interaction. The local moment, as We divide the 1D chain into cells of three sites each for
obtained from the RG, and the spin and charge order paranimplementation of the RG There are two types of cell, e.g.,
eters, obtained from the MFA, show an interesting interplayABA and BAB. The ABA type cell contains terminal sites
of the two types of instability. Calculation of the Drude belonging to the sublatticd while the central site belongs to
weight for chains of finite length also gives some insight in3. For the BAB cell A and B are interchanged. The cell
this respect. In Sec. Il we define the Hamiltonian and explairHamiltonian is then diagonalized for both types of cell. Of
the RG scheme. Section Ill describes the results obtained ithe 64 states of the cell Hamiltonian only four low-lying
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states are retained for constructing the RG recursion. The cell UL=E4(T)+Ey(T)—2E4(T),
Hamiltonian has several conserved quantities, e.g., the total (5)
spin (S), thez component of the total spirg}), and the total e} =E3(T)—E,T) where T=A,B.

number of particles ) in the cell. The Hamiltonian also ) - )
possesses spin-reversal symmetry. However, the modulatidiere: the primed quantities refer to the renormalized values.
in the site potential excludes the particle-hole symmetry. Td=4» Es, andE; refer to the lowest energies in the subspaces
obtain the half-filled ground states we retain the lowestcorresponding tor=4,3, and 2, respectively. We start with
energy states in the subspaces wjth=2,5=S,=0}, {v Ua=Ug=U and observe thatl,=Uj at all subsequent it-
=3,5=1/2,S,=+1/2}, and{r=4,S=S,=0}. These four e€rations.

states are identified with the renormalized on-site stites Hence one can calculate the ground state energy per site
1), 1), and|T ), respectively. By this process we identify (Eo) by computing the sum

an ABA(BAB) type cell as a renormalized site belonging to o ") ")

the A (B) sublattice on the renormalized lattice. The param- ZE D [E> (A +EZ(B)]

eters of the Hamiltonian are then renormalized within this 024 3" ’

truncated basis set.

To renormalize the hopping matrix elemeandne evalu-
ates the matrix element of. between the renormalized “on-
site states” wher@*j’, is the annihilation operator for spin 3
at the boundary site of the cell. Here we have to consider LoZz(nT—m)z-
matrix elements ot2(A) (c° for the ABA type cel) and

cf}(B) (cf’r for the BAB type cel) separately. It turns out that In the absence of particle-hole symmetry this leads to the
recursion relation

wheren denotes theath stage of iteration in the summation.
We can also calculate the local momentdefined by

v=2,5=Sz=0/c?(A)|»=3,5=S,= }) aga=\1(A),
A | 1 | S;=2)aBA= M1 Lo=a+bLy+cP’,
ABa(v=3,S= —Sz=3[c%(A)|v=4,5=S,=0)pga=N2(A),  where P=(n;+n;)(n,+n,—1) obeys a recursion relation
X (2 of the form
BAB(VZZ-S:SZZO|CT(B)|V:3vSZSz: 3)8as=M1(B),
P=d+ely+fP’
_2 a_ b —4G—q— — . " . .
sas(v=3,5= —Sz=3|c}(B)|r=4,5=5,=0)gas=N2(B).  iith a, b, c, d, e, andf quantities obtained from the matrix
: lements ofL, and P between the truncated basis states of
here th BA(BAB) ref f the © o an .
vAvBexe(éAeB)sutS;Zrlgzl A|E|ere)\) (;e) ir)s\ EX)S::ES)\O(A; © the cell Hamiltonian. The operatoks andP are considered
2 2,(A) due to the lack of parlticle-holze symmetryl How. for the central site of the cell to minimize the boundary
evezr the matrix element for the’s will have the same effects! In spite of having two types of cel(BAandBAB)
" , ! . we obtain the same value fay, for both cells.
magnitude as those for thﬁ s due to the spin-reversal sym-
metry. We therefore make an approximation by defining

N(A) = VN (ANL(A)] and A(B)=\Ix,(B)h,(B)[ so that lll. THE RESULTS OF THE RG CALCULATIONS
we can identify We start our iteration withea=0, eg=¢=0, and U,
b , =Ug=U=0. As we mentioned earlier, in this particular
Co(I)=N(T)c, ('), I'=AB. (3 problem we obtairJ y=U} at all stages of iterationz; and

€g, however, go on changing with each iteration. The phase
transition from the CDW to the SDW phase can be identified
t' =\(AN(B)L. (4) by plotting the RG flow patterns in the “effective” param-
eter spacg(U/t,(eg— €a)/t}. The line of repulsion of the
Such approximations for finding the renormalized hoppindflow lines indicates the phase bounddiiig. 1). Starting
have already been usé.The present approximation seems from any point above this line the RG flow tends to go to the
reasonable because different approximations for Xfe  fixed point{0,~}, indicating a CDW phase, while any point
le.g., AD)=VIN(D)A(D)]  or NT)=3{A ()] below the boundary flows tf=,0}, which is the SDW fixed
+[N(T)|} with T=A,B] do not alter the final results point. There is, however, a noticeable difference in the flow
appreciably. Moreover, if we allow the different values of patterns in these two regimes. In the CDW regime the flow
M (A N1(B)] andX,(A)[N,(B)] we are left with four dis- lines approach th€0,} fixed point in a monotonic fashion
tinct hopping amplitudes corresponding to four density dewhile in the SDW sector the flow lines appear to deviate
pendent hopping processes. One could use the generalizediay from theU/t axis before finally bending toward the
Hubbard model with four hopping processes and, as we haver,0} fixed point. This perhaps is a signature of the residual
checked, such a generalization does not markedly alter th€ DW fluctuations competing with the SDW ordering in this

This leads to the effective renormalized hopping

results at the cost of enlarging the parameter space. sector. Such a behavior is also observed in our analysis of
Renormalization of the on-site quantities is the order parameters in the MFA. This effect was also noted
straightforward' in Ref. 3. The flow diagram also shows that the metallic
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FIG. 3. The energy gap scaled by the hopping integralis

FIG. 1. RG flow diagram for the half-filled band Hubbard model plotted againstU/t for different values ofeg=eg— €5 With €,
with alternating site potentials in one dimension. For the sake of=0. Foreg=0, A is always nonzero except fat/t=0. Foreg
simplicity an “effective” parameter spadgeg— €4)/t,U/t} ischo-  #0 the gap vanishes at a certain valuelpft which marks the
sen. We always start witlep,=0 with eg=€eg—€5. The arrows CDW/SDW transition.
show that the{0,0} point is a singular one. The tendency for the
flow lines in the SDW sector to go over {,0} is not clearly seen
from the present diagram because the turning off takes place
much higher values df)/t than those shown on the plot.

However, the gap opens up again with increasing values of
Y/t as the antiferromagnetic SDW phase sets in. A plot of
the (U/t).'s againsteg — e generates the same phase bound-
ary as obtained from the RG flow. It is interesting to note
fixed point{0,0} is a singular one and, therefore, the presenthat the exact value of the energy gap dg— €,) for the
model is always insulating for the half-filled band in a 1D cpw insulating phase fou/t=0 is reproduced in the RG
system. scheme.

The phase boundarfFig. 2) identified from the plot of The local moment, plotted against/t (Fig. 4) for a
the ﬂOW |ineS can further be Verified to be the |il’le alongfixed Va|ue OffB_fA a|So Captures the transition between
which the energy gap vanishes. The energy dapetween the CDW and SDW states. In the CDW phase the tendency
the first excited state and the ground state is plotted againgh form pairs is more pronounced for the half-filled band;
U/t for different values ok — €4 (Fig. 3). For a given value  therefore,L, assumes a low value. However, goes on
of eg— €x the energy gap decreases first with inreadil§y  jncreasing as the pairs tend to break up with the increase of
and vanishes for a critical valu&J(t), of U/t. ForU/t=0  y/t. In the SDW sector the rise af, is faster compared to
the system becomes a CDW insulator with a tendency t@hat in the CDW regime, as one should expect on physical
predominantly occupy the sites with lower site potertii@.,  grounds. The discontinuity in the slope of the local moment
A sites sinceep<e€g) while avoiding the others. A8) in-  (clearly visible in the plot ofL, for higher values ofeg
creases it becomes energetically favorable to break up the €,) marks the CDW/SDW transition.
double occupancies and, therefore, the CDW energy gap is The ground state energy per skg varies smoothly with
reduced. This scenario persists up W), where the criti-  /t across the CDW/SDW transitioifig. 5). E, calculated

cal competition between the electronic correlation and thgrom the RG, however, gives an upper bofina the exact
modulation of the site potential makes the spectrum gapless.
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FIG. 4. The local momerit is plotted against)/t for different
FIG. 2. The phase diagram of the half-filled band Hubbardvalues of eg=eg—ep with ea=0. For eg=0, L, increases
model with alternating site potentials in one dimension. The phasenonotonically while foreg# 0 there appears a discontinuity in the
boundary obtained in the RG scheme is compared with that obslope ofL at the point of transition. This becomes evident if Fig. 3
tained by the MFA. To draw this phase diagram in the; is compared with the present figure. The magnitude of the discon-
—ea,U} space we always started froen=0 with eg=eg— €, and tinuity in the slope increases with the increasegfand, therefore,
t=1.0. The phase boundary for the atomic lit#t0 is also shown. it is very hard to detect this effect for smaller valuesegf.
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g'i_ €g=0— ' ' ] c=(Na;+Nna)—(Ng;+ngy).
. €. =1....
02F  €p=2 7 Heren,, andng, (with o=1,]) are the expectation values

of n;, for i e A andi e B, respectively.

Now the Hubbard interaction term is decoupled in terms
of the parameters defined above. This leads to the mean-field
decoupled Hamiltonian,

U U
H=| et Z(c—m))AE ni;+ GB_Z(C_m))E Niy
ieA ieB
) U U

FIG. 5. Plot of the ground state energy per diig (obtained +| ept Z(C+ m) E N+ eg— Z(C+ m) E ni,
from the RQ scaled by the hopping integralgainstU/t for dif- e A ieB
ferent values okg=eg— €5 With e4=0. UN

+t 2 CiTaCjoJFE(nZ—CZJr m?), 7

energy and converges to the exact valjeg+ €,)/2] as (i)

U/t—oo, . L .
It should be noted that the approximations introduced by\{hereN IS the number of sites in the chail}li.?():an b.e readily
the truncation of the basis set of the cell Hamiltonian mayd|agonal|zed by a canom_cal transforma. o yield the
give rise to some trouble in the strong-coupling regime of theground state energy per site for the half-filled band,
parameter space of the present model. The effect of trunca-
tion of the basis set and the approximation introduced by the E =
small size of the cells are well known for the present RG 072
schem&’8 although these effects do not mask the essential
physical properties of a system of correlated electfohs?
In the present model, however, the competition between the
modulation of the site potential and the Hubbard correlation
makes the situation a difficult one. Since we are considering \/
two types of cell ABAandBAB, the lowest-lying states re- +
tained in two neighboring cells may have considerably dif-
ferent energies in the strong-coupling regif(eg— ea)/t ®)
L Ll A et of e, e ey Sale e1esen O a ncion of andfor gien vlues oL, 1., ndey
of the discarded states in the other type of cell may have reven values of the chain length Thek;'s are given by
energies falling within this range; this, of course, may result o
in some inaccuracies in the results. In our case we find a k = ) with

N/2—1

1
— 22y T
+16U(1+m c9) E,

Epntegt =
AT €B 2N <

2

X

U 2
\/( €n— eB+§(c—m)) +8t%(1+cos X;)

U 2
en—€pt 5 (ct m)) +8t%(1+cos X;) |,

signature of this feature in the strong-coupling regime of the N :
phase diagram. For very large values 0Wft the phase _
boundary is expected to merge with the lide= ez — €, (0b- However, the choice of even values Nfgogs .not. matter as
tained in the atomic limjt However, the convergence of the W& €t N approach the thermodynamic limit, i.eN—,
phase boundary obtained in the RG with that of the atomid&®€ping the filling constant, _

limit is much slower(almost undetectable in Fig) than that Now, minimization of the ground state energy with re-
of the phase boundary obtained in the MFA. This inadequacyPeCt to the spin and charge order parameterandc, re-

of the present RG calculation may be overcome by using &Pectively, determines the unique valuec@indmand the
schemé& where more levels can be retained at each iteratior€N€rgy per site in the ground state. This amounts to solving

A density matrix RG schemlenay also lead to a better re-

sult. JEy IEg
—=0 and —=0.
Jc Jam

=0,1,...N/2-1.

V. THE MEAN-FIELD CALCULATIONS This leads to the two coupled equations

We now attempt a mean-field analySiof the present
model. We define the following parameters in terms of the o V2! (eg— €x)— (U/2)(c—m)

expectation values of the number operators at sites belongirgF .
to different sublattices: N =0 [ea—eg+(Ur2)(c—m)]*+8t%(1+cos ;)

o N2 1 (eg—€a)— (U/2)(c+m)

N =0 V[ea—est(U/2)(c+m)]2+8t%(1+cos X;)
m=(Na; —Na;) —(Ng;—Ng)), (6) 9

n:nAT+nAl+nBT+nBl,
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FIG. 7. Plot of the ground state energy per dig (obtained
from the MFA) scaled by the hopping integralagainstU/t for
different values ofeg=eg— €5 With e4=0.

04 transition is concernedor the present model in the weak- to
intermediate-coupling regime of the parameter space. How-
0.2 ever, we find a departure of the phase boundary obtained in
0.00 1 S $ s the RG from that obtained in the MFA in the strong-coupling
region of the parameter spad€ig. 2. Here we find a
gradual bending of the mean-field phase boundary toward
FIG. 6. Plots of(a) the spin order parameten and (b) the  the transition line ég— e,=U) obtained in the atomic limit
charge order parameter againstU/t for different values ofeg (t=0, for which a transition occurs from a CDW to a singly
=ep— €a With €4=0. Across the transition point the order param- gccupied paramagnetic phashis feature must show up as
eters show discontinuities, the magnitudes of which increase meEB_ €4)/t—0 andU/t—0 and its absence in the RG result
increasing values ofg . points out some limitation of the present RG scheme in the
strong-coupling region as noted in Sec. lll.
2 (eg—€p)—(U/2)(c—m) One interesting feature showing up in Fig. 6 is that the
N spin order parametem vanishes in the entire CDW region
N =0 J[ea—ea+(U/2)(c—m)]*+8t*(1+cos X)) W?]ile in coﬁtrast to this the charge order parameieiogs
N/2—1 N not vanish identically in the SDW region. Fai/t values
2 (es—€n)— (UD(cHm)  very close to U/t).c has an appreciable valu@lthough
N /=0 [ea—egt(U/2)(c+m)]?+8t%(1+cos X)) much smaller than that @h) and goes on gradually decreas-
(10) ing with increasingU/t. This shows that there exists a cru-
cial competition between the charge and spin ordering insta-

where these two equations are solved self-consistently to fin@ilities near the transition line inside the SDW region and not
¢, m, and hence,. within the CDW sector. The signature of this effect has al-

The charge order parameteassumes a high value in the re_ady been noted in our previqus discussion of_ the RG flow
CDW sector and gradually decreases with increadiig diagram. Thl_s effect was pre_wously obser_ve_d in Ref. 3.1In
(Fig. 6). It suddenly jumps down across the CDW/SDW tran-the next sectlop we shall again adgress th|§ issue in the con-
sition point at a value/t), of U/t. Then it slowly goes on text of calculation of the Drude weight for finite chains.
decreasing with increasing/t. On the other hand, the spin ___1he ground state energy per skg calculated from the
order parameter is perfectly zero in the CDW phase and sud/FA scheme(Fig. 7) becomes exact fot=0 and forU
denly jumps up to a finite value across the transition point=0- It turns out that the value d&, obtained in the MFA
(U/t). In the SDW phasem gradually increases to the calculathn is S|gn|f|cantly Iowerthgn that ob.talned in the RG
maximum possible valufaccording to our definitiongs) ¢ scheme in the weak- to .|ntermgd|ate-coupl|ng region. How-
andm can vary between 0 and.Plots ofc andm show that ~ €Ver. IN the strong-coupling regime the MFA reg(itr E;)
an increase irg— €, enhances and suppresses the value of Uickly approaches the RG result.

m as it favors charge ordering over antiferromagnetic insta-

bility. The values of U/t). for different eg—ea thus ob-, tHE pRUDE WEIGHT AND THE CONDUCTIVITY

tained give rise to the phase diagram within the M{#g.

2). It is interesting to note that the phase boundary obtained In order to study the conductivity of the present model on
in the MFA scheme agrees nicely with that obtained in thea finite chain one can study the response to a small static
RG especially in the regime of weak to intermediate cou-electric field in terms of the Drude weight!® We take a
pling. It seems, therefore, that the agreement between tHiite chain ofN sites(with evenN) in the form of a ring that
results obtained in two widely different schemes occurs beis threaded by a fluxp (in units of the basic flux quantum
cause the approximations involved in these calculations dgg=7%c/e). This modifies the hopping term in the Hamil-
not seriously affect the result@s far as the CDW/SDW tonian (1) by a phase factor involving the vector potential

N/2—1

m=
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¢=>/N. The hopping term appears as 1.40

N 1.20
t 2 (CiTa'Ci+eri¢+CiT+10'CiUe_i¢)v 1.00
o=t 0.80
where the lattice spacing is set equal to unity. As originally D 0.60
noted by Kohn'® the Drude weighD can be calculated from 0’ .
4
1| d*E( ) 0.20
TN| (Zﬁ ’ a1 0.00
¢ $=0 70.00
where E(¢) is the ground state energy of thésite ring 0.30

threaded by the flud=N¢o.

The ground state enerdy(¢) has been calculated within
the MFA scheme as discussed in Sec. I¥y(¢) 0.20
=E(¢)/N, the energy per site in the presence of the thread-
ing flux ®, can be calculated from the expressi@nfor E,
together with Egs(9) and(10) (arising from minimization of 0.10
the energy with respect toandm) with k; replaced byk;

0.25

D 0.15

+ . 0.05
The plot of the Drude weight as a function of/t for 0.00
different values of the system si2é(Fig. 8 shows that the L
conductivity goes down to zero for the thermodynamic limit; 0.10
this indicates that the system is insulating in this limit. How-
ever, for small enough system size there is a possibility of 0.08
having a finite(maybe sma)lvalue ofD. Figure §a) shows 0.06
that the SDW phaséor eg— e,=0) supports a finite value D )
of D for small system sizes for smaller valuesft where 0.04
the SDW fluctuation is weak. For large values Wit the
conductivity goes to zero owing to an insulating antiferro- 0.02 o
magnetic orderD suddenly drops down to zero at a definite B L
value ofU/t, which shifts towardJ/t=0 with increasing\. 0.0Q ¢—o—0—e—e S 3-3-0: 0000
For eg—ea#0, D is almost zero inside the CDW region L4l 1415 lL/‘}% 1425 143

owing to the insulating charge order. This points out the
basic difference between the SDW and CDW fluctuations in  FIG. 8. Plot of the Drude weighb againstU/t for differentN
regard to the conduction properties. This competing nature dPr €s=€g—€a With €4=0: () €g=0.0, (b) eg=0.1, and(c) g
these two types of instability is revealed in Figgb8and ~ =0.2. Across the transitioffor eg>0) D jumps up and the tran-
8(c). D suddenly jumps up across the transition poldft). _smon point is seen to shift toward Iower_v_aluesLd))ft for increas-
in going from the CDW to the SDW phase and then graduind System size. The length of the chaihis chosen not to be a
ally falls down to zero. The sudden increaséiiis triggered multiple of 4 because in this case there appears a discontinuity in
by the onset of the SDW instabilities: however, the nonzerd"e Slope ofE(4) across¢=0 (Refs. 14,1 which prevents the
value of D is less sustained due to the residual CDW quc—"’l'Dp"C"’1t|0n of Eq(11).
tuations inside the SDW sector. Ags— €, increases the
value of D around (/t). decreases, because with the en-have already noted from Fig. 8 thatl{t). increases with
hancement of the chemical modulation the value Wftj.  decreasing Nand, therefore, at a fixed value bfi't we can
also increases and consequently both the spin- and chargeater SDW ordering from the CDW ordering just by increas-
ordering fluctuations are strengthened enough to suppress tiitg N. We can find a fixed value df (sayN,) for which this
conductivity. It is also interesting to note that for a fixed particularU/t is (U/t).. For N<N, we surely find CDW
value of eg— €, the value of U/t). decreases with increas- ordering whileN>N, gives a SDW sector. This gives rise to
ing N, as evident from the plots of the Drude weight. This isthe enhancement @ at N=N,. Moreover, we note that for
because the enhanced hopping effect smears out the effectahigher value ofJ/t (for which Ny is much smaller than the
modulation in the site potential with a tendency to disfavorlowestN included in Fig. 9 there is a gradual, monotonic
the charge order. decrease ob with N, which is expected in the SDW sector.
The competing nature of the SDW and CDW instabiliiesNow comparing these two grapttwith different U/t) we
is further shown in the plot of the Drude weight against thefind that the Drude weight diminishes with an increase in
system sizé\ for fixed U/t andeg— €, (Fig. 9. We find that U/t in the region whereN>N, (N, corresponding tdJ/t
D falls sharply with increasingl up to a certain value adfl =1.23). In this region, both the curves correspond to SDW
and then suddenly jumps to a large value, and then agaiordering. Hence a decrease I is expected with the
decreases withN (for U/t=1.23 andeg=0.1e,=0). We  strengthening of the antiferromagnetic fluctuations for larger
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FIG. 9. Plot of the Drude weighb againstN for different U
(takingt=1.0). ForU/t=1.23 the curve dips down &t=N,, for
which (U/t).=1.23.N, for U/t=1.24 falls beyondsmallerN) the
graph.

values ofU. As a result of this the curve with the lower value

of U/t lies above the curve with the high&r/t. However,
the reverse is found beloi, where the smaller value &f/t
corresponds to CDW ordering while the curve for higbt
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calculation of the conductivity for finite-sized chains. Our
study, for the half-filled band, shows a transition from the
CDW to the SDW phase. The phase diagram obtained by the
RG calculations agrees nicely with that obtained in the MFA
for the weak- to intermediate-coupling regions in the phase
diagram. The agreement between the results obtained in two
different approximation schemes lends some support to the
results obtained in this regime. Moreover, these two tech-
nigues appear to be complementary to each other for the
present problem. The local moment calculated from the RG
marks the transition by a discontinuity in its slope while the
mean-field order parameters jump discontinuously across the
transition. The energy gap, as estimated from the RG calcu-
lations, also vanishes at the phase boundary. However, the
MFA captures in a better way the bending of the phase
boundary toward that of the atomic limit of the model. This
apparent inefficacy of the present RG scheme, however, was
already anticipated in terms of the effect of truncation of the
basis in the presence of very strong modulation in the chemi-
cal environment. The Drude weight shows that the present
model is always insulating in the thermodynamic limit and it

still corresponds to the SDW sector. It is interesting to notes in agreement with the RG flow. For small systems the

how the CDW fluctuatiorsuppresses the conductivisych

conductivity assumes a nonzero value across the transition

that D increases in spite of the increase of the repulsive infrom the CDW to the SDW sector; this is due to the onset of

teractionU in this region.

VI. CONCLUSION

weak SDW fluctuations which favor conduction compared to
the charge ordering instabilities. On the SDW side of the
transition the interplay between the spin and charge ordering
makes the Drude weight less sustained. This feature, also

Summarizing, we have studied a 1D model of electronsvident from the mean-field order parameters and the trends
interacting via an on-site Hubbard correlation and moving inin the RG flow lines, is in agreement with a previous result
a chemically modulated lattice of alternating site potentialsfor this model It seems interesting at this point to investi-
We have primarily used a real space RG scheme suitablgate this model in higher dimensions and also for finite tem-
adapted for the present problem; this technique is known tperatures. The present study indicates that the MFA scheme
retain to a great extent the effects of fluctuations of low-may be a reliable tool for such studies for this model. The
dimensional systems. This is supplemented by a MFA andffect of the band filling will also be of great interest.
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