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Lattice distortion in In ,Ga;_,Ad/InP epitaxial films: A second- and third-shell XAFS study
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We investigate the lattice distortion of pseudomorphic epitaxigbén ,As/InP thin films by polarization-
dependent x-ray absorption fine-structure spectroscopy; five samples with In concentration in the range 0.25—
0.75 and strain ranging from tensile to compressive have been investigated. We find that the measured second-
and third-shell distances exhibit a clear dependence on the angle between the photon beam and the sample
normal, in agreement with the expected tetragonal distortion of the unit cell. A method is proposed to extract
from the polarization-dependent measurements the values of the strain-induced split of second- and third-shell
interatomic distances. The values obtained by this method are in excellent agreement with the predictions of a
model that calculates the variations of interatomic distances due to strain by applying the macroscopic strain
tensor at local scale and linearly summing the known alloying effect. This model was applied successfully to
the first shell distances in previous papers; the application to the second and third shells is a further confirma-
tion of the validity of the model in the i5a, _,As structure.
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[. INTRODUCTION data for the influence of the external strain field on the first-
neighbor distances are not sufficient to completely determine

: . the cell distortion. We have extended our investigation up to
and 1I-VI pseudobinary semiconductor alloys have the sam : S X
- ) e second and third coordination shells, by performing
long-range order as exhibited by binary alloys, x-ray absorp-

tion fine structure spectroscaliy (XAES) has highlighted polarization-dependent XAFS measurements on the same set

significant local deviations from the undistorted zinc—blendecléfelfnxl(?)ai‘XAS/InP pseudomorphic epitaxial films studied in

atomic arrangement. Since this discovery, the characteriza- . . . .
. ) . L : Tensile, compressive, and lattice-matcltiedrresponding
tion and the understanding of the local distortion in semicon-

ductor alloys has much advanc&d,and now there is a wide to the compositiork=0.532) epilayers grown of001] InP

. . ; .substrates have been analyzed by fluorescence-detected
consensus concerning this behavior of bulk alloys. The stati
. . . . FS. In Ref. 10 we demonstrate that our measurements are
disorder in the lattice has been ascribed to the presence 0

: . . ; sensitive enough to detect the length variation suffered by
ff t lent length the allogedl - . o )
S;Deren covalent bond lengths in the allogalloying disor Ga-As and In-As atomic bonds under epitaxial strain. In the

In recent last years, however, the interest has turned td:gresent paper, we will show that the second and third coor-

wards the comprehension of short-range order in systems o hation §he|ls undergo a complex stra@n.-ind.uced dgfor'ma-
semiconductor alloys with strain. Indeed this is an important!on that introduces a supplementary splitting in the distribu-
issue for a better understanding of the actual atomic arrangd®n Olf distances, which is already split by the alloying
ment in low-dimensional systems, where high values of ep&ffect:

itaxial strain can be reached. Furthermore, strain represents !ndeed, since the unit cell of epitaxial layers is tetrago-

an additional parameter that can be exploited to study th&ally distorted, it is natural to expect that the interatomic
accommodation of bond-length misfit. distances oriented close to the surface normal are increased

Bond-length variations in strained semiconductor thin ep-and those close to the surface plane are contracted in the case
itaxial films have been investigated in a series of XAFSof compressive strain. The opposite will happen in the case
studie~® In earlier papers®!! we have demonstrated that of tensile strain. We exploit the polarization sensitivity of
nearest-neighbafNN) interatomic distances in strained film XAFS (Ref. 12 in order to detect this effect. The experimen-
can be evaluated by applying the matrix of macroscopidal data are reproduced by our modekfs. 10 and 1jlbased
strain down to the interatomic scale and linearly summingon the application of the strain deformation matrix down to
this effect to that due to alloying. However, the availablethe interatomic distance scale.

Although x-ray diffraction has demonstrated that 1lI-V
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TABLE I. Structural parameters of the investigated samples: <

Indium atomic fractiorx, parallel straing, layer thickness. o | \//\A/\/\\N\/\/\/Ma)
T 4 Ax
(0]
Sample X 8| Thickness lé - Ag
(at. 99 (%) (nm) O 10
= By
A 25.0 1.95 26 I B
B 31.6 1.60 80 o N
c 52.4 0.06 460 < | WL\/\N\A/\/\/\/W Ca
D 70.5 -1.18 30 o Cr
E 75.7 —1.42 8 = I
= Dy
*  -05-
~ Drs
Il. EXPERIMENT I \//\/\/\/\/\\//\/\/V\J\/W/w Ep
Five InGa _,As epitaxial films have been grown by o E
metal-organic vapor phase epitaxy on [ft®1] substrates at I "
a temperature of 650 °(Ref. 10 with composition ranging -15-
between 25 and 75 at. ¥%ee Table)l I (b)

Complementary structural characterization has been per —
formed by high resolution x-ray diffractiofHRXRD) and o i J\/‘N//\\/\/\/\/\/\,/M
Rutherford backscattering spectrometi®BS) in order to o
determine the strain matrix and the sample composition anc ﬁ il MW\/\W
thickness. HRXRD measurements were performed with a<< | M/\/\/\/\/\/\m
Philips MRD high resolution diffractometer following stan- o0

Ay
A75
BZ]
I B
dard procedurés collectingw-26 scans of the 004 and 444 & T W Cy
reflections at the four azimuths along L0 in-plane di- 05 Crs
Crs
DZJ
Dss
Ex

rections. RBS-channeling measurements were performed usz | W\/\/\Nw

ing a 2-MeV “He beam delivered by the AN-2000 Van de = -o-

Graaff accelerator of the National Laboratories of Legnaro L | \w\/m\/\/\/\w
(taly).” | JL/\/\/\/‘\/\/\/\/\/\/W
XAFS measurements were performed at the Europear I

synchrotron radiation facility in Grenoblérance at the 20 W\/\vam =
GILDA beamline, using a dynamically, sagitally focusing | \/\/\/\WM E
Si(311) monochromatot? higher harmonics were rejected | , ! , | , . "
by a pair of grazing incidence, Pd-coated mirrors. The mea- 0 5 10 15

surements were performed at 77 K in order to reduce the

thermal vibration. The spot size was approximateby 21

mn¥ and the photon flux approximately510'° photons per FIG. 1. XAFS oscillations extracted from the x-ray absorption

second. Fluorescence detection was performed with a sevemeasurements at the Gaedge(a) and at the AK edge(b). The

element hyperpure Ge detector collecting spectra at the Gaeasured sample#\( B, C, D, andE) are sorted by increasing In

(10150-11700 eV energy rangand As(11700-13000 content. The numerical index 20 or 75 represents the angle, in de-

eV) K edges; the shaping time of the amplifiers was Qu85 grees, between the polarization of the photon beam and the normal

and the total count rate on each detector element was ket the epitaxial film.

below 30000 counts/s to avoid nonlinearity problems. The

integration time was chosen in order to keep signal-to-noiséerent sample orientations with respect to the x-ray polariza-

ratio equal to 1000. tion. In one case, the x-ray polarization was nearly parallel to
Fluorescence XAFS spectra on single crystals may be dighe films surfacethe polarization direction was at an angle

torted by two kinds of effects. The first is the presence of¢é=75° from the normal to the surfacdn the other case, the

intense Bragg peaks that directly hit one or more of the sevepolarization was nearly normal to the surfaée=(20°). This

detector elements, thus saturating them; this effect is elimikind of experimental setup is chosen in order to detect the

nated by excluding the saturated elements from conside@nisotropic distribution of distances of the strained sarffle.

ation. The second, more subtle, effect is due to the excitation

of x-ray sta.nding waves in narrow energy rggions_giving _rise Il XAES DATA ANALYSIS

to modulations of the fluorescence intensity; this spurious

effect has been eliminated by using a vibrating sample holder Data analysis was performed by ah initio modeling of

that continuously changes the Bragg condition during datéhe signal using theerr code’® and a least square fitting of

collection, thus completely smoothing-out the spuriousthe experimental XAFS signdkerrFiT code.'’ The latter is

peakst! extracted from the absorption spectrum using AlugoBk
Each spectrum has been collected at least twice using ditodée® (provided in thererr package The absorption back-

k (&)
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systematic errors originating from not perfect background
A B ) subtraction and errors in modeling and a lakgeange usu-
o N — ally brings a greater amount of structural information. In our
previous work(Ref. 1), a value ofw=2 and ak range of 13
A~1 were adopted for first-shell analysis. However, such
choice is not optimal for the analysis of the second and third
As (1" shell) coordination shells. This fact can be ascertained by looking,
for instance, at the errors on the fitting parameters estimated
by the fit for different values ofv andk,,,x. As a rule, the

In (2 shell) . =
_’\/\/\/\/\/\/\M choice that allows to minimize the errors depends on whether

Ga (2" shell) v~ _ ) )
the fitting parameters considered are those relative to the first

Residual

k *X(Kk)

As (3" shell) : SIS
or to the higher coordination shells. As reported, the values
) T T - = of w and k., here adopted for the analysis of the second-

and third-shell analysis are smaller than those used previ-
ously for the first shell. This reflects the smallespace ex-

FIG. 2. Filtered Fourier-backtransformed fit of a XAFS signal tent of the signal components of the higher coordination
relative to the sampl®, In contentx=31.6 at. %, collected at the shells with respect to that of the first shell.
GaK edge with the angle between the polarization vector and the The theoretical signals were calculated for a model cluster
sample normak=20°. containing atoms of In, Ga, and As up to the fifth coordina-

tion shell around the photo-absorb@a or Ag. An equal

ground was obtained by selecting a linear fit of the pre-edg8Umber of In and Ga atoms was distributed in the cationic
region in the interval—200 to —50 eV below the edge Sublattice and their location was chosen in such a way that
(10363 eV for Ga and 11867 eV for Aand by fitting the &l the possible two- and three-body arrangements up to a
spectrum above the edge with a cubic spline forcing the Fou€ut-off path length =12 A, were represented in the model
rier transform of the XAFS to be null below the radial dis- cluster. The virtual crystal approximation was adopted as the
tance of 1.0 A. The extracted XAFS signals at the Ga and A§tructural model for the cluster, and the corresponding lattice
K edge are plotted versus the photoelectron wave védror Parameter chosen for the calculation of the XAFS signals
Fig. 1. The high quality of the data is apparent. was set equal to that of §BGa sAS (Aciuster=5.8558 A.

The signals were Fourier transformed imspace(using 1 he fitting procedure on the experimental spectra was per-
a Hanning window with edge-smoothing parametek  formed by means oferFIT code, that allows to correct the
—0.5 A2 in the interval[Kyin,Kmad @nd using a weight- theoretically generated signals according to the change of the
ing function k. The k range and the weight were[3,9]  Structural parameters. Fitting was performedRrspace in
A=Y and 1.5 for the Ga edge afid,12] A~ and 1.0 for the the interval[1.7,4.9 A, on the signal obtained by Fourier
As edge. transform in the rangeKnin,Kmax] described above.

As well known, statistical experimental noise is trans- 1ne structural parameters used in the fit of Ga edge spec-
formed into white noise when the Fourier transform of thetra are the first-shell distanag;, s with the corresponding
signal is performed’ This noise level generally decreases Debye-Waller factorogy a5, two distances for the second
when thek range Kpax—Kmin) and the value ofv are re-  shell,ras,andr2l,, with a common Debye Waller factor
duced. On the other hand, highvalues allow to minimize oé’;‘_’(eajm), and a third shell distanag? .. with the relative

k (A"

Exp. (dlamonds)
Fit  (continous)

Ga (1% shell)

FIG. 3. Filtered Fourier-backtransformed fit
of a XAFS signal relative to the sampl, In
M/\/\/\/\/\'"_ﬁ/’s_“i“)_; contentx=31.6 at. %, collected at the A¢ edge

As-(in)-As (2 shell) with the angle between the polarization vector
x — O T T —————————— and the samp]e norm§|: 20°.

As-(Ga)-As (2™ shell)

~W\/\/\/\/\/\/\M,\(Ea—@is"e")—

In (3" shell)

X (k)

*

2 4 6 8 10 12 14
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FIG. 4. r-space plot of the filtered spectra shown in Fig. 2. From  FIG. 5. r-space plot of the filtered spectra shown in Fig. 3. From
top to bottom, amplitude, real and imaginary part of the experimentop to bottom, amplitude, real and imaginary part of the experimen-
tal spectracontinuous ling and of the fit(dashed ling tal spectracontinuous ling and of the fit(dashed ling

fitting; the excellent quality of the fit is apparent. Though the
gt is limited to the intervak e [ Kiin ,Kmaxl, the XAFS signal
is well reproduced up t&=17.0 A%, indicating that the

. ond od . . component relative to the first shell is reliably taken into
d!Stancesgr,(@S'('”)'AS aNd s (Ga)-as aNd a single third shell 0050, although the interval was selected specifically to ex-
diStanceras (can)- The last value is used in order to generate; , .+ yhe contribution of second and third shells. The values
both the third shell As-In and As-Ga signals. In the case Obyained for the first shell distances are in agreement with
the As edge a single Debye-Waller factor for each shell is,se already publishéd.The MS signal, included in the fit
used @ (cam): Thas-as ANd Tas(gan). Besides the de- ,cadure, is not shown because of its relative weakness.
scribed structural parameters the usual XAFS free param- figyres 4 and 5 show the comparison of the Fourier trans-
etersE, (edge energyandS; (many-body amplitude reduc-  forms (magnitude, imaginary and real peof the data and of
tion factop are optimized in the fit. Total coordination the fit corresponding to the signals of Figs. 2 and 3. It is clear
numbers were always fixed to their crystallographic value. Ing|so from this figure that all spectral features in fRepace
the fit the most important multiple scatteritylS) signals  interval of interest are reproduced very well by the fit.
were also included. Finally, the error bars on the fitting pa-
rameters are those determinedr®FFIT, i.e., the square root V. RESULTS
of the diagonal elements of the correlation matrix. The pro-
cedure used byeFFITto estimate the error bars is consistent XRD and RBS-channeling structural characterization has
with the criteria adopted by the International XAFS shown that the epitaxial layers are pseudomorphic, i.e., their
Society!® thickness is below the critical value for the beginning of the

In Figs. 2 and 3 we compare the filtered contributionsepitaxial strain relaxatiofisee Table). The reported errors

from the first three coordination shells with the fit. Also correspond to one standard deviation. The cross check of In
shown are the residual and the separate signals used in taéomic measurement performed by RBS and by XRD has

Debye-Waller factoroal? ... In order to reproduce the As-

edge spectra, the following structural parameters are use

two first shell distanceg,;3' ., andrz3', , two second shell
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TABLE II. Second and third shell distances from XAFS measurements at the As ake&@ges and at
two different orientations of the polarization vector. Columns 1,2: sample code, arigkegrees between
the normal to the film and the polarization vector. Columns 3-5: second-shell distances of the g as
andr as.(in)-as, and common value of third-shell distances of typgs — _ga, r'as-——in, Obtained from
spectra at the Ak edge. Columns 6-8: second shell distancgs as)-ca@ndrga-(as)-in» @nd third shell

distancerg,_ a5, Mmeasured at the Gaedge.

As k-edge Gé&k edge
sample ¢ I As-(Ga)-As I As-(In)-As I'As— — —(Galln) I Ga-(As)-Ga I'Ga-(As)-In lGa-—-As
(deg A) A) A) A) A) A)
A 20 4.043-0.007 4.246-:0.025 4.8410.014 4.07%0.006 4.129-0.016 4.762-0.029
75 4.076-0.009 4.3080.034 4.8980.014 4.1280.011 4.1750.010 4.8730.025
B 20 4.049-0.006 4.262-0.016 4.849-0.012 4.0980.005 4.1370.012 4.796:0.025
75 4.076:0.012 4.299-0.033 4.896:0.015 4.1230.010 4.16720.009 4.8690.021
C 20 4.064:-0.014 4.3030.014 4.916:0.014 4.14%#0.012 4.206:0.014 4.909-0.034
75 4.049:0.029 4.3150.034 4.8740.026 4.137#0.013 4.1940.006 4.8990.029
D 20 4.045-0.045 4.3140.017 4.946:0.019 4.1720.019 4.2320.013 4.9630.041
75 3.995:-0.069 4.3050.030 4.8970.025 4.1830.039 4.211*+0.008 4.924-0.036
75 4.153-0.035 4.208:0.009 4.906-0.040
75 4.1710.041 4.2070.009 4.929-0.042
E 20 4.032-0.061 4.319-0.020 4.932 0.031 4.1430.035 4.2270.016 4.93%*0.062
75 4.003-0.075 4.305:0.024 4.892- 0.023 4.1330.062 4.2150.011 4.896-0.047
75 3.966-0.094 4.3010.032 4.88720.020 4.1680.064 4.2190.010 4.96G-0.059

shown the absence of any systematic deviation. These resul®nsidering for instance a compressive strain, we expect that
validate the linear dependence of the mean lattice constaiite length of the vector connecting the photoabsorber to an
(Vegard's law within an error bar 0f+0.02 A. The lattice  arhitrary aton is increased if oriented along the normal to
tetragonal distortion of all the epilayers have been measure, , -

e growth plane. The contrary will happen for vectors

and the values of the parallel strain have been reported i llel to th h ol | L in tet | strained
Table I. It results that the epilayer strain changes from tensj|@aral'el to the growth piane. in general, in tetragonal straine

to compressive as a function of In content. Moreover AFMSamPples, the lengthening or shortening of interatomic dis-
investigations of tensile samples have shown that the surfad@Nces depends essentially on the angle between the plane
is free from cracks and atomically flat. (001 and the vector.

The results of the XAFS data analysis relative to the sec- Based on the previous reasoning, we do not expect any
ond and the third shell distances are reported in Table Il. Thdistance splitting for the atoms of the first shell. In fact all
reported errors correspond to one standard deviation. In Figghe vectorsr relative to the 4 NN form the same angle re-
6-9, the values of the different distances are shown as gyect to the normal to the plari@01). On the contrary, the
function of the In concentration together with their linear fits 5tyms of the second shell can be divided into two subsets.

r_elative_ to both the used polarization _orie_ntatio_ns. Fr_om thef:our atoms liein the (001) plane at distanceg,ﬁ‘& (see Fig.
linear fits it appears that the two polarization orientations do . .
. .. 10). The other eight atoms lieut of the (001) plane, at

not give the same results except around the composition (ou) .. - .
=50 at. % where the strain is nearly null. In the case ofdiStancery,q” , with the vectorr that forms an angle of 45
tensile strain <53 at.% the distances measured fgr ~ With the (001) plane. It results that each of the second shell
=75° are greater than those measured&sr20°. The op- distances obtained from the fit procedure, i.e., Ga-Ga, Ga-In,
posite occurs for compressive straki53 at. %. The slope  As-(Ga)-As, As{In)-As, is split in two subsets of interatomic
of the fit increases for the data collected with the polarizatiordistancegin andout). A similar split occurs also for the 12
vector almost perpendicular to the sample surfageZ0°).  atoms of the third shell: there are eight atoms at distafg@e
whose position vector form an angle of 17.55° with the plane
and four at distance{y" forming an angle of 64.76°.

Various attempts to fit independently the two subsets in
which each of the second- and third-shell distances are split

The different composition dependence of the data relativéiave been done. The convergence procedure failed system-
to the two polarizations can be understood as a consequenaéically due to the presence of too many correlated param-
of the symmetry reduction of the unit cell, from cubic to eters. Consequently, in the following we describe a different
tetragonal. procedure that exploits the XAFS polarization dependence.

When the crystal is tetragonally distorted, the second and It is known that XAFS signal of a single scattering atom
third shell sites are split in two subsets of equivalent sitesis weighted by the factor 3 c&&) (Refs. 20—22, whered

V. POLARIZATION DEPENDENCE IN STRAINED
LAYERS
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FIG. 6. Ga-cations second shell distances versus In atomic frac- FiG, 7. As{cation-As second shell distances versus In atomic
PR 2nd : 2nd f T X
tion: squares refer t0G, g, CIrCles tor g, - Solid and open sym- - raction: squares refer i, as: Circles tor 1%, . Open and

bols indicate respectively measurement collected at two polarizasgjig symbols and dashed lines are coherent with those used in Fig.
tion incidence angleg="75° andé=20°. Linear fits of the different g

data set are represented by continuous lines. Dashed lines show the
linear dependence calculated farandout components. tion wim +w(U=1). A more detailed justification of this

. approximation is given in Appendix.
is the angle between the beam polarization vector and The values ofv(™ andw(®" have been calculated sum-
Therefore the single atom contribution to the total signal carming the contributions over homologous atoms of each sub-
be enhanced aligning the polarization vector tait§or the  set. For the second shell it results that
same reason the contributions of the two subsets are depen-
dent on the polarization orientation. When the polarization is Wil (&)=sirP(£)/2, woUi(&)=1—sirk(&)2, (2)
aligned to the sample normal, the dominant contribution
comes from theout subsets, whereas the signal from the _ . . .

atoms of then subsets is largely suppressed. The vice versa 51 1
happens when the polarization vector is parallel to sample z i
surface. 8 a050 ]

A complete separation of the subset signals can be 8 i
achieved only in the case that 90° angles are formed between 5 49 3 ]
the bond vectors of the two subsets. Moreover, experimental p] 1
setup constraints do not permit to align the polarization ex- 3 [
actly parallel and orthogonal to t§801] growth directions. 4.85 ]
Therefore a residual mixing effect of the subset signals will =
be always present and a further data analysis turns out nec- $ 48[ 1
essary in order to obtain the subset distances. % [

We assume that each interatomic distanambtained by 475 [ ]
the fit can be approximated by a weighted average of its N , ‘ , ‘ ]
subset values(™ andr(©U9: 02 03 04 05 06 07 08

. :W(in)r(in)+W(out)r(out) (1) Indium content (at.%)

. _ _ FIG. 8. Ga-As third shell distances versus In atomic fraction.
wherew!™ andw(°“Y are the weights relative of the subset Open and solid symbols and dashed lines are coherent with those
components in the XAFS signé@hith normalization condi- used in Fig. 6.
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< ——— ——— ] TABLE llII. Intercept and slope of the straight linesr=s
8 r - ] + As* (x—0.53 describing the dependence on the In atomic frac-
§ 495[ ] tion of the splittings[Egs. (6) and (7)] of distance in second and
% : ] third shell introduced by the epitaxial strain.
(] L
s . z s(A) As (A)
?, : : ArSaca ~0.01+0.02 0.31:0.12
< 5 ArSan ~0.01+0.02 0.36-0.09
— 485[ ] Arfs (GarhAs —0.01+0.03 0.36-0.18
2 P ] ArpS(I-As 0.02+0.03 0.46-0.21
B I T Weighted mean —0.01+0.01 0.33:0.06
“ 20 30 40 50 60 70 80 Model 0 0.286
Indium content (at.%) Argaas ~0.02+0.03 0.51-0.17
FIG. 9. As-cations third shell distances versus In atomic frac-Ars5 "™ 0.02£0.02 0.46-0.09
tion. Open and solid symbols and dashed lines are coherent witeighted mean 0.010.02 0.42-0.08
those used in Fig. 6. Model 0 0.49
where¢ is the angle between the polarization vector and the _
normal to the sample surface. For the third shell it turns out réin) 1.236  —0.236) [ 34(75)
to be = 5
rioud —0.450  1.450/ \ r4,4(20)
in _6—4cod2¢) out_ 014 c082¢) . (3 forthe second and third shell, respectively. This procedure of
3rd 11 v 11 data reduction allows to separate the mixing of the signals

. in) (out) (in) (out)
and determine the values 0§}, rsng’, Mg, andri.g” .

Having collected our measurements with two differentTheir dependence on the concentration was determined with
polarizations €= 75° andé=20°), Eq.(1) becomes actually @ linear fit, shown in Figs. 6-9 as thin dashed lines. It clearly
a system with two equations and two variables. Inserting irappears that the split of tie andout data fit is larger than
Egs.(2) and (3) the values of the polarization anglésthe  the split of the experimental data.

solution of the system can be written in matrix form as In Table 11l we have reported the coefficients of the linear
fit—as a function ofx—of the distancesplits
(in) i
Tna | ( 2.308 - 1-308) ( fznd(75>) “ AT ong=T 5 = 19 =Sang+ ASpng(x—053,  (6)
rind —0.143  1.143/ \ r5nq(20) Arag=r$g" — 1§ =Ssng+ Aszng(x=053. (V)

The parametes represents the value of the split in absence
of strain andAs is the slope of the linear fit. As expected, the
values ofs for both the second and the third shells are null
within the error bar, indicating the absence of systematic
errors due to the different polarization. Moreover, it is worth
noting that the second shell split slopes are the same, within
the error bar, with a weighted mean value equal to 0.33
+0.06 A. Also the two third shell split slopes are very close
with a mean value of 0.420.08 A.

[001]

VI. EFFECT OF STRAIN ON INTERATOMIC DISTANCES

A model for the calculation of the interatomic distance
variation in a strained lattice has already been developed and
has succesfully explained the XAFS results on IV and 1lI-V
alloy epitaxial films®~! The underlying assumption of the

proposed formalisms is that every vecﬁ)r:onnecting two
lattice sites transforms according to the macroscopic strain

Ny <
b A
4 {3
S
Adsorber .
r (in

3rd
1

matriXs_independentIy of the bond nature, its local environ-

FIG. 10. Schematic representation of the nonequivalent atomiénent, and alloying disorder effects. In this work we subject
sites in the zincblende structure subject to a tetragonal strain. I#he abo_ve assumption to a more strln_gen_t test by predicting
second and third shells we distinguish the two subsets of nonthe strain effects up to the third coordination shell and com-

equivalent sites by the index@s and out paring them to the experimental data presented in Sec. Ill.
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The variation of the d|stanc|e induced by strain, can be relatively to the effect of the strain on the first-shell
written as distance$®

- = . . This behavior is confirmed by considering the Cai and
or=|(I+e)-r[—|r], 8 Thorpe calculation&.In this work, the interatomic distances
Wherel is the identity matrlx Taking only the linear term of of the InGa, _,As unstrained system are calculated with two

the series expansion in it turns out to be different approaches. The first uses a singerageset of
L= local elastic constants for In-As and Ga-As bofgasalytical
rve: €rye method. The second approach numerically evaluates the in-
or = |;VC| ' ©) teratomic distances using different local elastic constant in
> . . . the effective medium approximatidEMA). The best agree-
wherer is approximated by the corresponding vector in thement with the experimental ddthas been obtained by the

virtual crystal model. . L . first averageapproach. On the contrary, the EMA calculation
In the case of tetragonal distortion it is straightforward toOf Cai and Thorpe oredicts a deviation from the linear de-
obtain the variatiordr. The strain matrix is diagonal with the Pe pres .
elementse, =&, =¢|, £,~¢,, related by the Poisson pendence on composition of the lattice constant of the In-As
X By 8l B2z B first shell distance that has not been meastreteed a

equatione | = — yg|, wherey is a combination of elastic X ) ) .
constantsy=2C,,/C,;.2% Then the distance variation of the negative bowing parameter for the average NN distance in

second and third shells results to be, respectively, In,Ga _As alloy is reported by Cai and Thorﬁé[he bow-
ing, i.e., the coefficient of the second-order term in the mean
orind ae| ( 7—1) interatomic distance as a function of the composition, is re-
== (100  ported to be equal te-0.0116 A. This should corresponds to
5r(2'r?c)1 22 a maximum deviation of-0.0067 A in the mean lattice pa-

(o 2_9 rameter. Our cross check of RBS and XRD brings to a maxi-

M3rd ae| -2 mum deviation insider0.002 A confirming the data reported

- = 1D by Mikkelsen and Boycethat show a Vegard's law behavior

srim | 4411\ 10—y !
_ srd _ for the lattice parameter of |Ga, _,As.
wherea is the lattice parameter. The splits between the two The present results and the reported discrepancies with
distance ?éjutz)sets (%e then given f(%rm)the ?E])CONd shell byhe EMA calculations by Cai and Thorpe suggest that the
Arng= 0rng — O 3ng @nd Argq=6rgq” — oy - By EQ. macroscopic elastic constants describe the local behavior of

(10) one can obtain for the second shell the interatomic distances better than the local constants of
Aand (2%%0 (2Irr1‘lg1_0 28Gx—0.53 A. (12) the VFF model. The latter are extracted from the elastic

properties of the bonds when a single atom is embedded in a
binary compound and cannot probably be directly transferred

out iny_ to the alloy. A strong coupling of the local elastic constants
Argig=or5id)— ori=049x-053 A, (13 with the effective medium can explain the reported results.
The experimental values of the splits reported in Table IIl,In other words it seems that the local elastic constants for
show an excellent agreement with the prediction of thedifferent kinds of bonds are close to each other more than
model for both the second and the third shell. that predicted by the VFF model.

and the third shell by

VII. DISCUSSION

. . . . VIIl. CONCLUSIONS
The previous results suggest a discussion on the micro-

scopic elastic constants. The main result of this study is the Polarization-dependent XAFS measurements have shown
possibility of describing the effect of strain at a local level that the second- and third-shell interatomic distances of
independently of the nature of the bond. Indeed, the splitnyGa,—xAs epitaxial layers under tetragonal distortion split
slopes of all the second- and third-shell distances are th#&to two subset distributions. The experimental results are
same coherently with the predictions of our model that apfeproduced very well by a model that applies the macro-
plies the macroscopic strain matrix to a local scale. scopic strain tensor to the interatomic distances indepen-
This point could appear quite surprising since the valencélently of the atoms and bonds involved. This fact suggests
force field potentialVFF), commonly used to calculate the that the matrix in which each single bond or bond angle is
interatomic distances of covalent semiconductor alloys, preactually embedded introduces a smoothing of the local fluc-
dicts quite different local elastic constants depending on th&uations of the lattice structure response to an external strain
different kind of bonds. For example, the bond bending elasfield.
tic constant used in the Kirkwood modé&t are B(InAs)
=5.75 andB(GaAs)=9.26 N/m for the triangles Aéin)-As
and As{Ga)-As, respectively.Nevertheless this large differ-
ence in the elastic constants does not seem to originate two XAFS measurements were performed at European Syn-
different values of the splitdr55(®@*andAr5S{"WS (see  chrotron Radiation Facilit(ESRP in Grenoble (France
Table Ill). An analogous observation was already reportedvithin the public user program.

ACKNOWLEDGMENT

115326-8



LATTICE DISTORTION IN In,Ga _,As/InP ... PHYSICAL REVIEW B 63 115326

APPENDIX nition of a functionf,,(x) with a linear term inx. On the

In Sec. V we have introduced the hypothesis that the&contrary the expansion @f,(x), contains also the zero-order
XAFS signal of a bimodal distribution of interatomic dis- €M [9w(0)=1]. _
tances could be reproduced with good accuracy with the sig- W& have analyzed the functiorg,(2kAR) and
nal of a single gaussian component, provided that the twow(ZKAR) in order to evaluate the approximation of neglect-
distances of the original distribution are sufficiently close to'9. (€ second term of EGAS) and to demonstrate the pos-
each other. The purpose of this assumption was twofolg®iPility_of absorbing the factorg,(2kAR) in front of
reducing the number of free parameters used in the fit, an |I(:ri{e2r|1(tRi*n+tr(1ﬁe(k;]mbylizjcrjeeg(e|?)nmon of the Debye-Waller coef-
introducing a scheme for a quantitative interpretation of P :

L . .+ The cubic dependence &f,(2kAR) on the produckAR
polarization-dependent measurements of the interatomic d'%’uggests that the approximation made by neglecting the con-

tances. However, a detailed justification of our assumption§ribution to the signal proportional to &R + (k)] may

seems necessary in order to corroborate the results of ”P?ecome critical at large values of the separaidh between

analysis. To this purpose we define the two components present in the signal, and at high values
xr(K)=A(k)sin 2kR+ ¢(k)], (A1) of k. Furthermore, the approximation depends also on the

which represents the general form of a XAFS signal for avalué of the weightw,(wy). For instance, in_the case of
given photoabsorber-scatterer distafcen case of a bimo- €dual weight of the two componentsw{=w,=0.5)

il i : ; fw(2kAR)=0.
idsalgi(\jllzank;;tlon with peaks centered Ry andR, the signal Therefore, it is important to consider in detail the case of

the weights used in the second and third shell analysis. In the
(x(K))=waxr, (K) +Wpxr, (K), (A2)  case of the second shell distances the weights considered
wherew, andw, are the relative weights of the two compo- WEre Wa=0.466 (v,=0.534) for the measurements &t
nents (/va+wb:b1) g P =20 deg andv,=0.059 (w,=0.941) for&{=75. It is pos-
We W;m to show that the signk(K)) is well approxi- sible to show that in both cases the functidi,(2kAR)|

mated by a signal of the formar(k) [Eg. (Al)], and that the does not exceed 0.04 in the domairk,AR) < [0,9]

’ : . : %x[0.0,0.10 (A~1xA); this upper limit becomes larger
best fit of(x(k)) is obtained by a signalr,, (k), whereRy; («Eo.lo) o?’ﬂ)f for sep)arationziseg 0.15 A. In other wordgs,

is given with a good approximation by the weighted averagghe contribution to the signal proportional to F2ieR*
of the distancesRyj;~Ww,R,+WwpRp). By defining +¢(K)] is few percent of the total signal, attaining, at most,
. B values of the order of 10% in case of maximum distance
R*=WaRa+tWpR,  AR=R;—Ry, (A3) separationgsamples with the highest straiat the end of the

it is possible to write the signal for the bimodal distribution Useful part of the spectra. In the case of the third shell dis-

as follows: tances the useful part of the spectra is limited to 8 Asee
_ . Figs. 2 and 3 analogous to what is done for the second
(x(K))=A(k){w, si 2k(R* +W,AR) + ¢ (k)] shell, it is possible to show that the upper limit to

: x |fw(2kAR)| is 0.15 in the domain K,AR)<[0,8]
. W sw{Zk(R WaAR)+ ¢(_k)]}' (Ad) _ X[0.0,0.13 A~1xA for any choice of the weightv,. This
Using standard trigonometrical transformations, the previoug 5 e decreases to less than 0.0546<0.1. Summarizing

expression can be set in the form we have shown that the signal proportional to [2&R*
(x(K))=A(K){gw(2kAR)sIN 2kR* + ¢ (k) ] +¢(K)] is about one order of magnitude weaker than the
signal proportional to s[r2ZkR* + ¢(k)], and then well below
+ fw(2kAR)cod 2kR* + ¢ (k) ]}, (A5)  the noise level in the experimental spectra so that it can be
where neglected.

As already mentioned, we have found that thdepen-
dence of the factog,,(2kAR) can be well approximated by
Gu(X) =W, COSWyX) +Wp, COSW,X). (A7)  afunction of the type exp-2k?Ac?]; the result is a correct-

) ) ) ing factor to the values of the Debye-Waller factors deter-
The indexw reminds that these functions depend on the stamjned from the fits. We have established this approximation,
tistical weight of the two components of the signal. We no-the accuracy of which depends on the value\&f andw,
tice thatf,(x) andg,(x) are, respectively, odd and even by a numerical study. It was found that the two functions
functions ofx. It is also important to observe that the first g, (2kAR) and exp—2k?Ac?] are equal within better than
term of the series expansion Bf(x) is cubic in the variable 5% in thek range from 3 to 10 A1; the correction to the
x; this fact derives from the definition of the poiRt, Eq.  Debye-Waller parameter is usually in the order of few 40
(A3). Any different value ofR* would have led to the defi- A2,

fu(X)=w, Sin(WpX) —Wp Sin(w,Xx) (AB)
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