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Pairing, charge, and spin correlations in the three-band Hubbard model
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Using the constrained path Monte Carlo method, we simulated the two-dimensional, three-band Hubbard
model to study pairing, charge, and spin correlations as a function of electron and hole doping and the
Coulomb repulsionVpd between charges on neighboring Cu and O lattice sites. As a function of distance, both
the dx22y2-wave and extendeds-wave pairing correlations decayed quickly. In the charge-transfer regime,
increasingVpd decreased the long-range part of the correlation functions in both channels, while in the
mixed-valent regime, it increased the long-range part of thes-wave behavior but decreased that of thed-wave
behavior. Still thed-wave behavior dominated. At a given doping, increasingVpd increased the spin-spin
correlations in the charge-transfer regime but decreased them in the mixed-valent regime. Also, increasingVpd

suppressed the charge-charge correlations between neighboring Cu and O sites. Electron and hole doping away
from half-filling was accompanied by a rapid suppression of antiferromagnetic correlations. Our results suggest
that adding a repulsiveVpd to the model does not enhance its tendency toward superconductivity even though
the behavior of the spin structure factor is consistent with the properties of some high-temperature supercon-
ducting materials.

DOI: 10.1103/PhysRevB.63.115112 PACS number~s!: 71.10.Fd, 74.20.2z, 74.10.1v
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I. INTRODUCTION

In this paper, we will report the results of a quantu
Monte Carlo~QMC! study of the ground-state properties
the two-dimensional, three-band Hubbard model. Of
three simple electronic models commonly studied as poss
models of the cuprate superconducting materials, the th
band Hubbard model has been the least intensively stud
partially because of the general belief that its low-ene
excitation spectrum is similar to the other two. Indeed in
strong coupling limit, both the one-band and three-ba
Hubbard models have thet-J model as an approximate limit
However, there still remains some controversy ab
whether one-band models, like the Hubbard andt-J models,
are adequate to describe the low-energy physical prope
of the cuprate superconductors. One of our objectives wa
study the possible existence of superconductivity in
three-band model in regions where model parameters
physical as opposed to regions where asymptotic models
clearly more appropriate. A focus of our ground-state stu
is the effect of the inclusion ofVpd , a repulsive Coulomb
interaction between charges on neighboring Cu and O la
sites.

The most solid information about possible sup
conductivity in the one-band Hubbard model has come fr
a series of QMC calculations. For instance, using a fin
temperature QMC method, Whiteet al.1 found an attract-
ive-effective pairing interaction in thedx22y2 and extended
s-wave channels. Moreo and Scalapino2 subsequently found
pairing correlations but also found that they did not incre
when the lattice size was increased. This result, sugges
the absence of off-diagonal long-range order, was consis
with an earlier QMC study by Imada and Hatsugai.3

The fermion sign problem limits almost all QMC calcu
0163-1829/2001/63~11!/115112~10!/$15.00 63 1151
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lations of the Hubbard model to small system sizes a
finite-temperature simulations to high temperatures. Th
limitations had left open the possibility that superconduct
ity still lurked at larger system sizes and lower temperatur
Recently, a new zero-temperature QMC method, the c
strained path Monte Carlo~CPMC! method,4 was developed
to get around the sign problem. Using this method, Zha
et al.5 calculated ground-state pairing correlation functio
for the Hubbard model as a function of the distance a
found that as the system size or the interaction strengt
increased the magnitude of the long-range part of the pai
correlation functions vanished for both thedx22y2 and ex-
tendeds-wave channels. Although this method produces
approximate solution, its results, together with the null
sults from previous QMC studies, are very discouraging
finding superconductivity in the one-band Hubbard mode

At finite temperature, past numerical work on the thre
band model has included several sets of QM
simulations,6–11 focusing on the magnetic superconducti
and insulating properties of the model. As for the QM
simulations of the Hubbard model, the sign problem limit
these studies to relatively high temperatures and small
tems. In fact the sign problem for the three-band mode
probably more severe than for the one-band model. At le
the one-band model lacks a sign problem at half filling.
general, an antiferromagnetic state is found at half-filli
which is strongly suppressed upon doping. Attractive int
actions between pairs were found with a spectrum of resu
Dominance of extendeds-wave andd-wave pairing have
been separately reported, leading to claims of exten
s-wave andd-wave off-diagonal long-range order~ODLRO!.
These results remain controversial.

At zero temperature, past numerical work on the thr
band model has mainly consisted of exact diagonaliza
©2001 The American Physical Society12-1
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computations,12–14 where calculations of hole-binding ene
gies was emphasized, and several QMC computations15–17

where pairing calculations were emphasized. The exact
agonalization studies unequivocally established that h
can bind. The QMC studies, established the existence o
extendeds-wave anddx22y2-wave attractive pairing interac
tion, with one claim of no evidence ofs-wave superconduc
tivity. More recently, a CPMC study by Guerreroet al.18

confirmed the exact diagonalization result that holes bind
found that increasing system size tended to decrease the
range part of the pairing correlations. In contrast to the ex
diagonalization work, this QMC study found hole binding
the absence of a Coulomb repulsionVpd between charge on
neighboring Cu and O sites. The exact diagonalization s
ies found that hole binding required an unphysically lar
value ofVpd .

In the work reported here, we applied the CPMC meth
to the three-band Hubbard model and computed the s
pairing, charge, and spin correlation functions for syste
with 636 unit cells. We set the hopping and on-site Co
lomb parameters at expected physically relevant values
studied the properties of the systems as a function of cha
transfer energy, electron and hole doping, andVpd. The con-
sequences of varying these parameters for the most par
pended on whether the value of the charge-transfer en
placed the model in a charge-transfer or mixed-valent
gime. The cuprate superconductors are believed to be in
charge-transfer regime. Our results suggest that particu
in this regime adding a repulsiveVpd to the model does no
enhance its tendency toward superconductivity even tho
the spin and the charge-transfer fluctuations are enhanc

The remainder of our report is organized as follows:
Sec. II, we define the Hamiltonian and the physical quanti
calculated and discuss the choice of model parameters
Sec. III we briefly describe the CPMC method, and then
Sec. IV, we present our numerical results. Finally in Sec.
we discuss in detail our main conclusions.

II. THREE-BAND HUBBARD HAMILTONIAN

As proposed by Emery,19 the three-band model mimic
the CuO2 layer in the cuprate superconductors by having o
Cu and two O atoms per unit cell, with the Cu atoms
ranged on a square lattice and the O atoms centered on
edges of the square unit cells. In this layer, Emery assu
that the relevant orbitals are just those of copper 3dx22y2 and
oxygen 2px and 2py .

The Hamiltonian has the form

H5 (
^ j ,k&s

tpp
jk ~pj s

† pks1pks
† pj s!1ep(

j s
nj s

p 1Up(
j

nj↑
p nj↓

p

1ed(
is

nis
d 1Ud(

i
ni↑

d ni↓
d 1Vpd(

^ i , j &
ni

dnj
p

1 (
^ i , j &s

tpd
i j ~dis

† pj s1pj s
† dis!. ~1!
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In writing the Hamiltonian, we adopted the convention th
the operatordis

† creates ahole with spin s at a Cu 3dx22y2

orbital andpj s
† creates aholewith spins in an O 2px or 2py

orbital.Ud andUp are the Coulomb repulsions at the Cu a
O sites,ed andep are the corresponding orbital energies, a
Vpd is the nearest-neighbor Coulomb repulsion. As writte
the model has a Cu-O hybridizationtpd

i j 56tpd with the mi-

nus sign occurring forj 5 i 1 x̂/2 and j 5 i 2 ŷ/2 and also hy-
bridization tpp

jk 56tpp between oxygen sites with the minu

sign occurring for k5 j 2 x̂/22 ŷ/2 and k5 j 1 x̂/21 ŷ/2.
These phase conventions are illustrated in Fig. 1.

The values of the parameters in the Hamiltonian ha
been estimated by a number of different constrained dens
functional and quantum-cluster calculations.20–24 In electron
volts, reasonable ranges for these values seem to betpd
51.3–1.6, Ud58.5–10.5, e5ep2ed53.6, Up54.0–7.5,
tpp50.65, andVpd50.6–1.2. Taken together, these es
mates define a reasonably limited range of the parameter
which the model might be labeled as ‘‘physical.’’

The Cu site Coulomb repulsionUd is a large energy, mak
ing double occupancy of Cu sites by two holes very unfav
able. The next largest parameter, the charge-transfer en
e5ep2ed.0, plays a special role. Dependent on the re
tive values ofe, Ud , and the bandwidthW, the system can
be classified in different regimes:25 the charge-transfer re
gime with Ud.e.W or the mixed-valent regime withUd
.W.e, whereW is some measure of the width of the low
band. Estimates place the cuprate superconductors in
charge-transfer regime. The role of the Cu-O hybridizat
tpd is important. Through the superexchange mechanism,
hybridization generates an antiferromagnetic exchange in
action between the spins in the Cu sites. The O-O hybrid

FIG. 1. Phase convention for the hopping matrix elements. T
copperdx22y2 orbital is surrounded by the oxygenpx andpy orbit-
als. The hopping matrix elements are shown with their correspo
ing phase.
2-2
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PAIRING, CHARGE, AND SPIN CORRELATIONS IN . . . PHYSICAL REVIEW B63 115112
tion tpp and the O site Coulomb repulsionUp are the two
smallest energies. Whentpp is nonzero, the noninteractin
band structure has features that seem to appear in the no
state properties of the cuprate materials. We were intere
mainly in studying the consequences ofVpd . These conse-
quences were studied in part by previous QMC simulati
of Dopf et al.9 and Scalettaret al.7 In what follows we will
scale all the energies bytpd .

For the noninteracting case (Up5Up5Vpd50), the band
structure is easily determined numerically and is illustra
in Fig. 2 for a set of parameters used. We will add a
remove holes from lower band, and this band is said to
half-filled when there is one hole per unit cell. At half-filling
for a wide range of parameters, the ground-state is an a
ferromagnetic insulator just like the one-band Hubba
model. This band gap can be estimated from Fig. 2. A be
physical feel can be obtained from the exact expression
ily obtained if tpp50: It is simply e. The bandwidthW
5A(e/2)2182e/2. It varies monotonically from 8 to 0 ase
varies from 0 to infinity.e52 marks a value for whichW
5e. This picture does not change much for relatively sm
nonzero values oftpp . As shown by Dopfet al.,9 for e51
the charge-transfer gap is vanishing small, whereas foe
53 a finite charge-transfer gap arises in the strong-coup
region.e51 is in the mixed-valent regime, whilee53 is in
the charge-transfer regime. And we will see thate52 be-
haves more like the charge-transfer than the mixed-va
regime. In Fig. 3, we show the Fermi surfaces for infin
systems at the various dopings studied.

If e@Ud , the three-band model maps into a on
band model withte f f;tpd

2 /e andU5Ud . For Ud@te f f , the
one-band model can in turn be mapped into thet-J model
with J54te f f

2 /Ud . Zhang and Rice23 have argued that the
t-J model can also be appropriate when 0,tpd!e, Ud ,
Ud2e. In real materials, e/tpd is estimated to be
;2.7–3.7.24 Therefore, besides the lack of conclusive e
dence that the one-band model superconducts, it is also

FIG. 2. The band-structure of an infinite systems fore53 and
tpp /tpd50.3.
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clear that the mapping among the most studied model
appropriate for physical values of the parameters.

With the numerical method used, a variety of expectat
values can be computed. We focused on the pairing, s
and charge correlation functions. More specifically, we co
puted the extendeds-wave and thedx22y2 pairing correla-
tions as functions of distance

Pa~RW !5^Da
†~RW !Da~0!&, ~2!

where

Da~RW !5(
dW

f a~dW !$@dRW ↑dRW 1dW↓2dRW ↓dRW 1dW↑#1@pRW ↑
x

pRW 1dW↓
x

2pRW ↓
x

pRW 1dW↑
x

#1@pRW ↑
y

pRW 1dW↓
y

2pRW ↓
y

pRW 1dW↑
y

#%

with dW 56 x̂,6 ŷ. For the extendeds-wave pairing f s* (dW )
51 for all dW and for thedx22y2 pairing, f d(dW )51 for dW 5

6 x̂ and f d(dW )521 for dW 56 ŷ. The magnitude of these
quantities is dominated by a large peak inPa(RW ) when R

5uRW u is less than a few nearest-neighbor distances. O
these distances,Pa measures local correlations among sp
and charge, has little information about long-range pair
correlations, and may give a ‘‘false positive’’ indication o
enhanced pairing. Because of this, we will report on neit
the q50 spatial Fourier transformation nor the partial sum
like Sa(L)5(R<LPa(RW ) as done in some previou
works.6–16 Instead, we will report on the ‘‘vertex contribu
tion’’ to the correlation functions~see, for example, White
et al.1! defined as follows:

Va~RW !5Pa~RW !2 P̄a~RW !, ~3!

where P̄a(RW ) is the contribution of dressed noninteractin
propagator: for each term inPa(RW ) of the form^c↑

†c↑c↓
†c↓&,

FIG. 3. Fermi surfaces of an infinite-system fore53 and
tpp /tpd50.3. From the inside out, the hole fillings are 54/36. 46/3
42/36, 36/36~dashed line!, and 26/36.
2-3
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P̄a(RW ) has a term likê c↑
†c↑&^c↓

†c↓&. We found that in most
cases the conclusions remain the same no matter w
quantity we look at. We will also report the partial avera
Va_ave(R.L)5(1/N8)(R.LVa(RW ) where L is about two
lattice spacings andN8 is the number of pairs with distanc
larger thanL.

For the static spin-spin correlation function we used
Fourier transform of the spin-spin correlation function f
the spin on the Cu sites

S~k!5
1

N (
lm

eik•( l 2m)^~nl ,↑
d 2nl ,↓

d !~nm,↑
d 2nm,↓

d !&, ~4!

wherel andm refers to the Cu sites andN is the number of
unit cells. For charge-charge correlations we compute
charge-transfer correlation function involving the O sit
neighboring a Cu site quantity:

C~k!5
1

N (
i j

eik•( i 2 j )^r~ i !r~ j !&, ~5!

where j are the nearest-neighbors ofi, r( i )5ni
d2ni

px2ni
py

with ni
d , ni

px , andni
py being the charge-density operators

the Cu,x-axis O, andy-axis O in the unit celli.

III. NUMERICAL METHOD

Our numerical method, the constrained path Monte Ca
~CPMC! method, is extensively described and benchmar
elsewhere.4,5 Here we only discuss its basic strategy and
proximation. In the CPMC method, the ground-state wa
function uc0& is projected from a known initial wave func
tion ucT& by a branching random walk in an overcomple
space of Slater determinantsuf&. In such a space, we ca
write uc0&5(fx(f)uf&. The random walk produces an e
semble ofuf&, called random walkers, which representuc0&
in the sense that their distribution is a Monte Carlo sampl
of x(f), that is, a sampling of the ground-state wave fun
tion. More specifically, starting with some trial stateucT&,
we project out the ground state by iterating

uc8&5e2Dt(H2ET)uc&, ~6!

where ET is some guess of the ground-state energy. P
posely, Dt is a small parameter so forH5T1V we can
write

e2DtH'e2DtT/2e2DtVe2DtT/2, ~7!

whereT andV are the kinetic and potential energies.
For the study at hand, the initial stateucT& is the direct

product of two-spin Slater determinants, i.e.,

ucT&5)
s

ufT
s&. ~8!

Because the kinetic energy is of a quadratic form in the c
ation and destruction operators for each spin, the action o
exponential on the trial state is simply to transform one
rect product of Slater determinants into another. While
potential energy is not of a quadratic form in the creation a
11511
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destruction operators, its exponential is replaced by sum
exponentials of such forms via the discrete Hubba
Stratonovich transformation. For the on-site Coulomb te
this transformation is

e2DtUdni ,s
d ni ,2s

d

5
1

2 (
x561

e2xDtJd(ni ,s
d

2ni ,2s
d )e(1/2)DtUd(ni ,s

d
1ni ,2s

d ),

~9!

provided Ud>0 and coshDtJd5e2DtUd /2. For the nearest-
neighbor Coulomb repulsion term, we make the same typ
transformation but we have to do it many more times:ni

dnj
p

5ni↑
d nj↑

p 1ni↑
d nj↓

p 1ni↓
d nj↑

p 1ni↓
d nj↓

p . For each term and eachj

in the x̂ and ŷ directions, a Hubbard-Stratonovich transfo
mation is required for a total of eight such transformatio
Because the computational time scales with the numbe
Hubbard-Stratonovich transformations, having aVpdÞ0 in-
creases the computational cost by a factor of 8.

One consequence of the Hubbard-Stratonovich trans
mation is the factorization of the projection into an up-an
down spin part. Accordingly, we reexpress the iteration s
as

)
s

ufs8 &5E dxW P~xW !)
s

Bs~xW !ufs&, ~10!

where xW5(x1 ,x2 , . . . ,xN) is the set of Hubbard-
Stratonovich fields~one for each lattice site!, N is the number

of lattice sites,P(xW )5( 1
2 )N is the probability distribution for

these fields, andBs(xW ) is an operator function of these field
formed from the product of the exponentials of the kine
and potential energies.

The Monte Carlo method is used to perform the multi
mensional integration over the Hubbard-Stratonovich fiel
It does so by generating a set of random walkers initializ
by replicatingucT& many times. Each walker is then prop
gated independently by sampling axW from P(xW ) and propa-
gating it with B(xW ). After the propagation has ‘‘equili-
brated,’’ the sum over the walkers provides an estimate
the ground-state wave functionuc0&.

We used two different estimators for the expectation v
ues of some observableO. One is the mixed estimator

^O&mixed5
^cTuOuc0&

^cTuc0&
~11!

and the other is the back-propagated estimator

^O&bp5
^cTue2l DtHOuc0&

^cTue2l DtHuc0&
, ~12!

whereuc0& is the QMC estimate of the ground state andl is
typically in the range of 20 to 40. For observables that co
mute with the Hamiltonian, the mixed estimator is a ve
accurate one and converges to the exact answer asuc0& con-
verges to exact ground state. For observables that do
2-4
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PAIRING, CHARGE, AND SPIN CORRELATIONS IN . . . PHYSICAL REVIEW B63 115112
commute with the Hamiltonian, like correlation function
the back-propagated estimator has been found to give
accurate estimates of ground-state properties. Significant
ferences between the predictions of these two estimators
ten exist.

To completely specify the ground-state wave function
a system of interacting electrons, only determinants sati
ing ^c0uf&.0 are needed becauseuc0& resides in either of
two degenerate halves of the Slater determinant space, s
rated by a nodal surfaceN that is defined bŷc0uf&50. The
degeneracy is a consequence of bothuc0& and2uc0& satis-
fying Schrödinger’s equation. The sign problem occurs b

FIG. 4. Average charge on Cu sites as a function ofVpd for
different fillings and charge-transfer energiese.

FIG. 5. Charge correlation between neighboring Cu and O s
as a function ofVpd for different fillings and charge-transfer ene
giese.
11511
ry
if-
f-

r
y-

pa-

-

cause walkers can crossN as their orbitals evolve continu
ously in the random walk. Asymptotically, they populate t
two halves equally, leading to an ensemble that has z
overlap withuc0&. If N were known, we would simply con
strain the random walk to one-half of the space and obtain
exact solution of Schro¨dinger’s equation. In the constrained
path QMC method, withouta priori knowledge ofN, we use
a trial wave functionucT& and requirê cTuf&.0. This is
what is called the constrained-path approximation.

All the calculations reported here were done for copp
oxide planes with periodic boundary conditions. Mostly, w
study closed shell cases, for which the corresponding fr
electron wave function is nondegenerate and translation
invariant. For 636 unit cells, the dopings, producing Ferm
surfaces in Fig. 2, correspond to closed-shell fillings. In th
cases, the free-electron wave function, represented b

s

FIG. 6. Average magnetic moment at the Cu sites as a func
of Vpd for different fillings and charge-transfer energiese.

FIG. 7. Average static spin structure factor for Cu sites a
function of the wave vectork and Vpd . e51 and the number of
holes equals 42.
2-5
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single Slater determinant, is used as the trial wave func
ucT&. The use of an unrestricted Hartree-Fock wave funct
as ucT& generally produced no significant improvement
the results. At half-filling, which is not a closed-shell cas
we used a linear combination of two degenerateQ5(p,p)
spin-density-wave states.

In a typical run, the average number of walkers was 6
and the time step was 0.03. We performed 1600 steps be
we started taking measurements, and we did the meas
ments in 30 blocks of 320 steps each to ensure statis
independence. Back propagation measurements had 40 b
ward steps.

IV. RESULTS

As mentioned before, all our simulations were done
lattices of 636 unit cells. For this size, 36 holes correspon
to a half-filled case. In units oftpd , we setUd56, Up50,
andtpp50.3 for most studied cases. We variedVpd between
0 and 1 for several different hole fillings and values of t
charge-transfer energye. We were mainly concerned with
hole-doped cases.

FIG. 8. Average static spin structure factor for Cu sites a
function of the wave vectork and Vpd . e53 and the number of
holes equals 42.
11511
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A. Charge correlation functions

In Fig. 4 we show the expectation values of the charge
the Cu sites as a function ofVpd for several band fillings and
values of the charge-transfer energye. WhenVpd50, we see
that for the half-filled case, even with a relatively large val
of e, there are a substantial number of holes distributed
the O sites. When doped to 42 and 46 holes, most of
added holes go to the O site. Except for thee51 case, in-
creasingVpd from 0 transfers some of the O charge to t
Cu. The transfer rate increases ife is increased. These ar
expected results: in the charge-transfer regime,Ud.e.W,
with a repulsiveVpd , it becomes energetically favorable fo
some charge to move from O to Cu even at the expens
some unfavorable double occupancy of the Cu site cause
a largeUd . On the other hand, in the mixed-valent regim
Ud.W.e, whene51, we see a movement of holes fro
the Cu site to the O sites. Here the energy difference betw
the Cu and O states is smaller, and a strong on-site repu
Ud favoring charge removable from the Cu sites domina
the smaller repulsiveVpd , opposing the movement of charg
to the O sites. In general, the presence ofVpd seems to ex-
pand the charge-transfer regime. Similar results have b
seen in finite-temperature QMC~Ref. 9! and zero-
temperature exact diagonalization7 studies.

Another effect of increasingVpd is the decrease of the
correlation between the charge on the Cu and the neigh
ing O sites. This is shown in Fig. 5. At a given band fillin
increasinge only has a little effect. Similar behavior wa
also seen in a finite-temperature QMC study.6,7 One also
observes that in the charge-transfer regime the decrea
rate seems independent of the filling ande. BecauseC(0)
'Nh /N2^nCunO&, it is no surprise to observe an increase
C(k50) with an increasingVpd .

It is instructive to compare our findings with results
Stephanet al.14 Their exact diagonalization results showe
that whenUCu5UO5`, doped holes make the hole on th
Cu sites transfer to the O sites, and with increasingVpd , the
charge on the Cu site decreases continuously. They
found that the addition of a second hole produces a sma
additional change in the neighboring Cu-O charge corre
tion than the first one does. Both behaviors of the hole on
Cu site and neighboring Cu-O charge correlation indic

a

r
FIG. 9. Average static spin structure factor fo
Cu sites as a function of the wave vectork and
tpp . ~a! e51, ~b! e53, and the number of holes
equals 42.
2-6
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FIG. 10. Average static spin structure fact
for Cu sites as a function of the wave vectork
and Nh with e53. ~a! Half-filling and doped
cases and~b! doped cases.
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that a charge-transfer ‘‘bipolaron’’ forms in this system
Therefore they concluded that the binding energy is obtai
from electronic polarization. From our simulation results,
the charge-transfer region, the charge on the Cu site
creases with hole doping and increasingVpd , suggesting that
electronic polarization has no effect in the physically r
evant region. Hence we expect that the binding energ
mainly gained from a magnetic mechanism.

B. Spin correlation functions

In Fig. 6 we show the behavior of the local magne
moment on the Cu sites. First, we see that increasing the
doping increases the moment. More specifically, at a gi
doping, increasinge increases the moment. Whene.1, in-
creasingVpd increases the moment, but whene51, increas-
ing Vpd decreases it. Clearly, the increase of the momen
strongly correlated with the increase of charge on the
sites.

In Figs. 7 and 8 we show the wave vector dependenc
the Fourier transform of the static spin-spin correlation fu
tion for the Cu sites as a function ofVpd for a doping to 42
holes. This function is plotted along high symmetry lines
the first Brillouin zone. The different figures correspond
different values ofe. In mixed-valent regime~Fig. 7!, we see
that increasingVpd suppresses this function over the ent
zone. This suppression is consistent with the suppressio
the local moment seen in Fig. 6. On the other hand, in
charge-transfer regime~Fig. 8!, increasingVpd enhances this
function, again consistent with the enhancement of the lo
moment seen in Fig. 6. By comparing the two figures, we
that for a givenVpd increasinge increases these correlation
and sharpens the peaks in the functions. In each figure t
are two principal peaks: One is connected with the displa
ment of the antiferromagnetic peak to (p,p2d). The other
is the appearance of an incommensurate structure atp
2d8,p2d8). A weaker spin-density-wave structure is
(p,0).

Previous QMC simulations of the one-band Hubba
model26,27 have seen a similar shifting~and splitting! of the
peak in the static structure factor from the antiferromagn
position (p,p) to positions (p,p2d) on the face of the
Brillouin zone and (p2d8,p2d8) along the diagonal direc
11511
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re
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tion. This behavior is in agreement with the experimen
data for La1.86Sr0.14CuO4 presented in Fig. 3 of Ref. 28
where a minimum is observed at (p,p) along the diagonal
direction. Our CPMC simulations oft2t82U Hubbard
model29 also found that for a larget8, a weak peak appear
along the diagonal direction. We remark that we did n
study the dependence of either of these peaks on lattice

To examine whether the incommensurate peak along
diagonal direction is produced by a finite O-O hoppingtpp ,
in Figs. 9~a! and 9~b! we display the spin structure facto
S(k) as a function oftpp for different e. The parameters are
the same as in Fig. 7. Here a nonzerotpp makes the hole
filling correspond to a closed-shell case. From Fig. 9~b!,
even for a very smalltpp , a weak peak at the (p2d8,p
2d8) still exists. With increasingtpp , the spin-spin correla-
tions are strongly suppressed near the antiferromagnetic~AF!
wave vector (p,p), and at the same time the amplitude
the incommensurate peak along the diagonal direction or
dency to this peak forming is enhanced. For the half-filli
case~data not shown! we also observed that increasingtpp
greatly suppresses AF order.

FIG. 11. d-wave pairing correlation function as a function o
distanceR for different values ofVpd . The number of holes equal
42.
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FIG. 12. Local (R50) vertex contributions to
the extendeds- and d-wave pairing correlation
function as a function ofVpd for different values
of e andVpd . The number of holes equals 42.
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Finally, we report how the AF long-range order in th
half-filling case is destroyed by the hole doping. In Fig
10~a! and 10~b!, the spin structure factor is plotted for di
ferent hole-filling cases. From Fig. 10~a!, it is clearly seen
that AF spin-spin correlation is strongly suppressed by
hole doping. As shown in Fig. 10~b!, in the light hole-doping
region (Nh542), there exist two incommensurate pea
When the system is doped toNh546, the incommensurat
peak along the diagonal direction disappears, but the pea
the face of the Brillouin zone is robust. In the heavy-dopi
region (Nh554), the spin structure factor is featureless n
(p,p), and the peak occurs at (p,0).

C. Pairing correlation functions

A typical pairing correlation function as a function of di
tance andVpd is shown in Fig. 11. Here we show thed-wave
function and see that it is dominated by a large peak at s
distances (R,2). At these distances, increasingVpd in-
creases the magnitudes of the correlations slightly. At lar
distances (R.2), the trend reverses. The dominance of
local peak is such that a measure of pairing like thek50
dependence of the Fourier transform of the pairing corre
tion function or the integral ofP(R) with a large distance
11511
.
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cutoff can exhibit behavior indicative of the only the sho
range behavior and hide the more relevant long-range be
ior.

The short-range behavior is illustrated in more detail
Fig. 12. For two different values ofUd , we plot the value of
the R50 peak in the vertex contribution for both extend
s-wave andd-wave symmetries for several values ofe. In
both the charge-transfer and mixed-valent regimes, theR
50 value for both symmetries increases monotonically w
increasingVpd .

For comparison, the long-range (R.2) behavior is illus-
trated in Fig. 13. In both thes- and d-wave channels, the
long-range vertex contributions in the charge-transfer reg
decrease with increasingVpd but in the mixed-valent regime
it increases. Over the range ofVpd simulated, the long-range
part of thed-wave contribution is consistently larger tha
that of thes-wave contribution.

As a function of filling, the behavior is more comple
Figure 14 shows the short-range part of the vertex contri
tion. In the mixed-valent regime, both the extendeds-wave
andd-wave channels decrease rapidly with electron and h
doping. In the charge-transfer regime, thed-wave functions
fall with doping but the extendeds-wave contribution ini-
tially increases. The long-range contribution, shown in F
s

FIG. 13. Long-range~averaged forR.2! part
of the vertex contributions~averaged overR
.2) to the extendeds- and d-wave pairing cor-
relation function as a function ofVpd for different
values ofe andVpd . The number of holes equal
42.
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FIG. 14. Local part (R50) of the vertex con-
tributions to the extendeds- and d-wave pairing
correlation function as a function of filling.Vpd

50. The number of holes equals 42.~a! e51. ~b!
e53.
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15, shows the dominance of thed-wave channel. In the
mixed-valent regime it basically decreases with dopi
whereas in the charge-transfer regime, it initially increa
but only to decrease rapidly for large hole doping. Our fin
ings suggest that the conclusions of Dopfet al.9 reflect the
behavior of local-interaction vertex, not the long-range pro
erty.

V. SUMMARY AND CONCLUSIONS

We summarize our results as follows: Using the CPM
method, we simulated the two-dimensional three-band H
bard model to study its charge, spin, and pairing correlati
as a function of electron and hole doping, and the char
transfer energye and the Coulomb repulsionVpd between
charges on neighboring Cu and O lattice sites. We found
increasingVpd suppressed the charge-charge correlations
tween neighboring Cu and O sites. In the mixed-valent
gime it had the effect as moving small amounts of cha
from the Cu sites to the O sites. In the charge-transfer
gime, the effect was the opposite. Upon hole doping, mor
the extra holes went to the O sites than to the Cu sites.

At a given doping, increasingVpd increased the spin-spi
correlations in the charge-transfer regime but decreased t
in the mixed-valent regime. Also, electron and hole dop
11511
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away from half-filling was accompanied by a rapid suppr
sion of antiferromagnetic correlations. As a function of do
ing, e, andVpd , the behavior of the magnetic moment on t
Cu sites was strongly correlated with the behavior of
charge on the Cu sites.

As a function of distance, both thedx22y2-wave and ex-
tendeds-wave pairing correlations decayed quickly. In th
charge-transfer regime, increasingVpd decreased the long
range part of the correlation functions in both channe
while in the mixed-valent regime, it increased the long-ran
part of thes-wave behavior but decreased that of thed-wave
behavior. Still thed-wave behavior dominated.

We presented a more extensive study of the effects ofVpd
than previous QMC studies at zero and fin
temperature.6–11 As these previous studies, our results illu
trate the presence of boths- and d-wave correlations in the
charge-transfer regime, with thed-wave correlations gener
ally dominating. In contrast to these studies, the present
sults highlight the difference in the behavior between
short- and long-range parts of these correlation function
thus clarify the extent to which the models show superc
ducting tendencies. Figures of merit that include the sh
range part are dominated by the behavior of the short-ra
part. For the system size studied, the correlations are w
We did not study these correlations as function of syst
d
a

FIG. 15. Long-range part~averaged forR
.2) of the vertex contributions to the extende
s- and d-wave pairing correlation function as
function of filling. Vpd50. The number of holes
equals 42.~a! e51. ~b! e53.
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size. We believe the size dependence will be the same as
in previous studies.

Lastly, complementary to results presented so far,
briefly report the effects ofUp on charge, magnetic, an
pairing correlations. In both the mixed-valent and char
transfer regions, and for all band fillings, we found tha
finite Up (Up52.0) moves some charge from the oxyg
sites to the copper sites, which causes an increase in m
netic moment at the copper sites. Consistent with previ
observations13,18 that Up has a negative effect on the ho
binding, the long-range part of thed-wave correlation func-
tions is suppressed byUp . Our simulation results also sho
that Up has a larger effect in the mixed-valent region th
that in the charge-transfer region. In general, considerin
.

h

k

11511
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model seemingly with more realistic features than the mu
simpler one-band Hubbard model does not necessarily
crease the tendency towarding the physical behavior
would like to see.
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