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Real-space renormalization group with effective interactions
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The real-space renormalization group for the study of periodic systems goes through the reduction of the
Hilbert space to products of lowest eigenstates of identical blocks. Instead of working with the Hamiltonian, it
is possible to estimate effective interactions between blocks from the spectrum of dimers or trimers of blocks,
according to the effective Hamiltonian theory of Bloch. Tests on a series of spin problems@cohesive energy of
the one-dimensional~1D! chain and of the 2D square lattice, excitation energies of the dimerized 1D spin
chain, and behavior of the frustrated chain in the low frustration regime# show the potentiality of the method.
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I. INTRODUCTION

To study the low-energy properties of strongly interacti
quantum lattice models, several numerical methods are a
able. Actually, only a few cases can be solved analytica
via the Bethe ansatz as the one-dimensional~1D! Hubbard
and Heisenberg models1 and none of the proposed metho
may be applied universally. Among the most important on
one may cite the density-matrix renormalization-gro
~DMRG! method,2,3 for which a remarkable accuracy can b
achieved for 1D systems. The generalization of its appli
bility to more than 1D systems remains, however, a sub
of active development. The quantum Monte Carlo~QMC!
method4,5 has been successfully applied to the study of
systems, but this method is hindered by the minus sign p
lem when fermions are concerned. One may also cite
coupled-cluster~CC! method,6–9 which has given accurat
descriptions of the ground states of several models whe
adapted reference function can be defined, and the exac
agonalization of finite-size systems,10–12 which is powerful
for calculating dynamical correlations. Of course, the ex
nential growth of the number of states for interacting qu
tum lattice systems that limits the latter justifies the gene
attempt to develop procedures in which the Hilbert spac
truncated.

The real-space renormalization-group~RSRG! method,
which was first proposed by Wilson,13 is a variational
scheme that truncates the Hilbert space. The basic idea
integrate out unimportant degrees of freedom progressi
using a succession of renormalization-group transformatio
The method works well in the single-impurity Kondo pro
lem but fails for most quantum lattice models.14,15 The
reason16 for the breakdown is attributed to the use of fix
boundary conditions of the blocks, i.e., if one keeps only
ground state of the block in a 1D system, for example,
wave function of the next-iteration larger block has almos
node at the connection between the blocks. When the la
does not present an intrinsic separation in energy scales,
necessary to keep a large number of block states to des
accurately the low-lying states of the next-size block. Seve
attemps to solve that problem have been proposed. W
and Noak formulated two types of RG procedures16 that
work quite well for the single-particle problem, namely th
0163-1829/2001/63~8!/085110~10!/$15.00 63 0851
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combination of boundary conditions~CBC! and thesuper-
block methods. In the latter, the general behavior at
boundaries is provided by embedding the block of interes
a larger block~the superblock!. While the projection of the
wave function of the superblock onto the system block i
single-valued coordinate projection in the noninteracting s
tem, it becomes more complicated for the interacting syst
The DMRG is based on the choice of an optimal way to
this projection.

Several other investigations to improve the RSRG cal
lations have been formulated. Quite accurate results are
tained in Ref. 17, where the authors take into account
excited states within a block through a second-order quas
generate perturbation theory. In the same kind of philosop
another method18 integrates the effect of excited states
defining a new transformed Hamiltonian from calculatio
on dimers of blocks. The interaction of the transformatio
yields a sequence of renormalized Hamiltonians. This pro
sition, which gives reliable results, has been presented
renormalization-group estimate in the particular case of a
square spin lattice. From our point of view, it is possible
formalize this idea in a more general way that exten
widely its domain of applications. This is in fact the purpo
of the present paper. We formulate a renormalization-gro
procedure in which the renormalized Hamiltonian is defin
as a Bloch effective Hamiltonian.19 Using effective Hamil-
tonian theory, one may truncate the Hilbert space in a c
trolled way, and take into account the effect of the omitt
part of the space through accurate extractions of effec
interactions.

A detailed presentation of the method is given in the n
section while applications on several spin problems are p
sented in Sec. III. In order to show the efficiency of th
procedure, we have first applied it to the 1D spin chain
which exact results are available from the Bethe ansatz.
cohesive energy of the 2D square spin lattice obtained w
the method is compared with the best available results.
then study the spin gap of the dimerized 1D chain and c
culate the first excitation energies of the polyacetylene ch
for several values of the dimerization parameter. Finally,
behavior of the frustrated spin chain is studied and conc
sions are given in the final section.
©2001 The American Physical Society10-1
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II. PRESENTATION OF THE METHOD

The renormalization-group procedure that is used in
work is an iterative procedure that starts with the exact tre
ment of a finite-size system~called the superblock! made up
of a few identical blocks of sites. At the next iteration, the
blocks are considered as ‘‘supersites’’ of the lattice
which the allowed states are the lowest eigenstates of
blocks; this represents a drastic truncation of the space.
main difference between this method and the previous p
posals consists in the evaluation of the interactions betw
these supersites. Instead of using the real Hamiltonian,
propose to extract renormalized interactions from the sp
trum of the superblock~SB!. Such a procedure should enab
us to take into account the effect of the neglected exc
states of the blocks. The basic idea is to pass from the e
HamiltonianHSB of the superblock expressed in its comple
Hilbert space to an effective Hamiltonian describing the
teractions between the lowest states of the blocks~i.e., oper-
ating on the truncated basis!. The extracted effective Hamil
tonian is then used to describe the superblock, now buil
terms of blocks, at the next iteration and the procedure
iterated until the convergence of the property is achieved

The formalism of effective Hamiltonian used in this wo
has been proposed by Bloch.19 Let us now explain step by
step how the Bloch effective Hamiltonian is built up an
integrated to the renormalization procedure.

A. The choice of a target space

One first isolates a portion of an infinite system ofNT
sites that can be divided in a few (NB) identical blocks. The
size of this system that constitutes the superblock mus
such that the calculation of a set of exact eigenvectors of
Hamiltonian matrix is possible. Using the efficient Lanczo20

or Davidson21 diagonalization technique for sparse matric
one calculatesNm eigenstatesCm

(0) among which are those
that are relevant to describe the physical phenomenon o
terest~for instance, for the calculation of the gap!,

HSB
~0!uCm

~0!&5Em
~0!uCm

~0!&, ~1!

where ‘‘~0!’’ indicates the iteration.
The choice is crucial since, in the effective Hamiltoni

construction, all the information concerning the other sta
will be forgotten. The spaceS spanned by theseNm vectors
is called the target space,

S5$Cm
~0!%, dim~S!5Nm .

Let us callPS the projector associated withS,

PS5 (
m51

Nm

uCm
~0!&^Cm

~0!u. ~2!

B. The choice of a model space

The superblock is divided into a few (NB) identical
blocks that are treated exactly. Let us callHblock

(0) the Hamil-
tonian of the isolated block,
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Hblock
~0! uf i

~0!&5ei
~0!uf i

~0!&. ~3!

The Ni lowest eigenstatesf i
(0) of each block are used to

build a restricted Hilbert space for the superblock, called
model spaceS0 . S0 is spanned by the direct products of th
Ni functionsf i

(0) of each block andNi andNm must be such
that S andS0 are isodimensional~this assertion will be jus-
tified later on!,

S05$Fm
~0!%5$ ^

i
f i

~0!%, dim~S0!5Ni
NB5Nm .

Let P0 be the projector on the model spaceS0 ,

P05 (
m51

Nm

uFm
~0!&^Fm

~0!u. ~4!

At this step, it is possible to revise the choice of both t
target and the model space. Actually the definition of
accurate effective Hamiltonian is not always possible. T
target spaceS must haveNm nonzero and linearly indepen
dent projections on the model space, i.e., a one-to-one
respondence betweenS andS0 must exist.

If one callsC̃m
(0) the projection of the eigenvectorCm

(0) of
the superblock onto the model spaceS0 ,

uC̃m
~0!&5P0uCm

~0!&, ~5!

an alternative way to writeP0 is

P05 (
m51

Nm

uC̃m
~0!&^~C̃m

~0!!'u, ~6!

where (C̃m
(0))' is the biorthogonal state ofC̃m

(0) . Actually

the projectionsC̃m
(0) of the ~orthogonal! statesCm

(0) have no
reason~except for symmetry reasons! to be orthogonal; they
define an overlap matrixs,

smn5^C̃m
~0!uC̃n

~0!&, ~7!

and the biorthogonal vectors are defined by

u~C̃m
~0!!'&5s21uC̃m

~0!&. ~8!

The values of the norms of the projections, i.e., the diago
elements of thes matrix, give an indication of the quality o
the description of these states by the truncated spaceS0 . The
model space and the target space must be in strong c
spondence, i.e., one must choose both spaces so tha
vectorsCm

(0) have the largest projections onS0 .

C. Extraction of an effective Hamiltonian for the next iteration

Let us recall that our purpose is to obtain effective int
actions between the blocks~i.e., the supersites of the nex
iteration! so that the Hamiltonian of the iteration 1 (HSB)

(1)

will have the same expression as the effective Hamiltoni
It seems then natural to decompose (Heff)(1) as follows:
0-2



s
a
e
v
es
te
s
e
s

c-
n

,
f
o-
,

ian

ive
lu

th
he

m

he

tes

se

e

the
tions

or
-

be

e
ed
r-

ce-

, the
nt
re
cks
his
el,
x-

t of
ns,
del
hic

. In
cks
mil-

REAL-SPACE RENORMALIZATION GROUP WITH . . . PHYSICAL REVIEW B63 085110
~Heff!~1!5(
i 51

NB

~Hi
eff!~1!1(̂

i j &
~Hi j

eff!~1!, ~9!

wherei and j stand for the blocks andNB is their total num-
ber. Since this Hamiltonian operates on the direct product
the wave functions of the blocks, the first term is only
diagonal matrix, its elements being a sum over the eigen
ergies of the blocks. In the second term, the sum runs o
all the couples of interacting blocks. Of course, this expr
sion could be generalized to describe more complica
Hamiltonians involvingN-site interactions by extending thi
sum to groups of threêijk& or more blocks. In this paper, th
Hamiltonian used will only involve two-site interaction
even when trimers of blocks are considered.

In the formalism proposed by Bloch,19 an effective
Hamiltonian defined on a model spaceS0 of dimensionNm is
entirely determined by theNm eigenenergies and eigenve
tors of the exact Hamiltonian that span the isodimensio
target spaceS havingPS as associated projector.

The two spaces~model and target! are in a one-to-one
correspondence, the wave operatorV transformingS0 into S,
according to the equation

PS5VP0 . ~10!

The effective Hamiltonian, defined on the model space
such that itsNm eigenvalues are theNm exact eigenvalues o
the exact HamiltonianHSB

(0) , and its eigenvectors are the pr
jections of the exact eigenvectorsCm

(0) on the model space

~Heff!~1!uC̃m
~0!&5Em

~0!uC̃m
~0!&. ~11!

Note that the spectral decomposition of (Heff)(1) is

~Heff!~1!5 (
m51

Nm

Em
~0!uC̃m

~0!&^~C̃m
~0!!'u. ~12!

Thus, if the projections are not orthogonal, this Hamilton
is not Hermitian. However, its hermitization22 can easily be
obtained by imposing the solutions of the new effect
Hamiltonian to be the symmetrically orthogonalized so
tions of the Bloch Hamiltonian.

The effective interactions between blocks belong to
second term of Eq.~9! and are calculated by expressing t
effective Hamiltonian matrix in the basis of the vectorsFm

0 ,

^Fk
~0!u~Heff!~1!uF l

~0!&5(
m

^Fk
0uC̃m

~0!&Em
~0!^~C̃m

~0!!'uF l
0&.

~13!

Let us consider the case in which the superblock is co
posed of two blocks only,A and B. The vectorsFm

(0) are
products of eigenstates of each block, for instance

uFk
~0!&5uf tA

~0!
^ fsB

~0!&, ~14!

uF l
~0!&5uf tA

~0!
^ fuB

~0!&, ~15!

and the effective Hamiltonian will be written as a matrix, t
elements of which are
08511
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^Fku~Heff!~1!uFk&

5^f r A

~0!fsB

~0!u~HA
eff!~1!1~HB

eff!~1!1~HAB
eff !~1!uf r A

~0!fsB

~0!&

~16!

5Er A
1EsB

1^f r A

~0!fsB

~0!u~HAB
eff !~1!uf r A

~0!fsB

~0!&, ~17!

^Fku~Heff!~1!uF l&

5^f r A

~0!fsB

~0!~HAB
eff !~1!uf tA

~0!fuB

~0! , ~18!

whereEr A
andEsB

are the energies of the block eigensta

f r A
and fsB

, respectively. Another way to calculate the

interactions is to solve Eq.~11! for theNm vectorsCm , i.e.,
to solve the system ofNm

2 equations since the effectiv
Hamiltonian matrix is of dimensionNm . Note that to get the
right number of equations, the sizes of the model and
target spaces must be equal, and the number of interac
requested to describe the lattice should be lower than
equal to (Nm)2. As we will see in the applications, this num
ber is in practice much smaller than (Nm)2 due to space and
spin symmetry properties, and very simple solutions can
found.

D. Renormalization procedure and iteration

The lattice is now made up ofNT supersites that are th
blocks of the iteration 0. The Hamiltonian is a renormaliz
effective Hamiltonian involving the extracted effective inte
actions. It has the general expression of Eq.~9!, where the
sums overi and j now run over theNT supersites of the
superblock,

~HSB!~1!5(
i 51

NT

~Hi
eff!~1!1(̂

i j &
~Hi j

eff!~1!. ~19!

We can then go back to the first step and iterate the pro
dure.

Let us notice that the Hamiltonians (HSB)
(1) and (HSB)

(0)

have no reason to be of the same nature. For instance
division of the lattice into blocks may induce a differe
topology, leading to interactions that could differ in natu
and number from the original ones; the shape of the blo
will also determine the new spin nature of the states. T
degree of freedom should enable us to modify the mod
i.e., to go from a Hubbard to a Heisenberg model, for e
ample, or to study lattices through a different arrangemen
their sites. Nevertheless, as will be shown in the applicatio
it is sometimes possible to define the blocks and the mo
space in such a way that the new Hamiltonian is isomorp
to the initial one.

III. APPLICATIONS OF THE METHOD

The method has been applied to various spin problems
all the presented cases, the division of the lattice into blo
has been realized in such a way that the nature of the Ha
tonian is conserved throughout the iterative procedure.
0-3
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A. Cohesive energy of the 1D spin chain

The considered Heisenberg Hamiltonian has the follow
expression:

~H !~0!5(̂
i j &

~2J~0!Si•Sj2
1
4 ! ~20!

5(̂
i j &

J~0!@ai
1ā

1ajaı̄1aj
1aı̄

1aiā

2ai
1ā

1āai2aı̄
1aj

1ajaı̄ #, ~21!

where ^ij & stands for the couple of nearest-neighbor sitei
andj. The interaction parameterJ(0) is the positive exchange
andai

1 andai (aı̄
1 andaı̄) are the usual creation and ann

hilation operators of a spin up~spin down! on site i. Let us
note that this Hamiltonian differs from the usual one,H
5(^ i j &JSi•Sj , by both the interaction parameter, which he
is one-half, and a shift of the zero energy to the energy of
ferromagnetic state.

Let us consider a portion of a chain ofNT sites as the
superblock, made up of two identical blocksA andB of NS
~odd! sites. In theSz50 block Hamiltonian matrix, the
ground state of the superblock is a singlet and the first
cited state is a triplet. These two states, denotedCS

AB and
CT

AB , respectively, constitute our target space. Let us

ES
AB andET

AB the corresponding eigenvalues.
One needs now to define the model space. After an e

treatment of one of the identical blocks, for exampleA, we
have kept the doublet ground state denoteda associated to
the Sz5

1
2 component. Let us callb the Sz5

1
2 component of

the doublet ground state of the blockB, ā and b̄ the corre-
spondingSz52 1

2 components, andED
A andED

B the energies
of these two blocks in their ground state. From the four p
vious states, one may build four direct products, nam
ab̄, āb, ab, andāb̄. The projections of the two exact lowe
statesCS

AB andCT
AB of the superblock on the last two dire

products are of course zero because of spin. Thus, to bu
model spaceS0 , one may keep onlyab̄ andāb, which gen-
erate the following projector:

P05uab̄&^ab̄u1uāb&^ābu. ~22!

One should notice that keeping the two doublet compone
for each block corresponds to assigning effective spins
and down to the supersites at the next iteration, thus insu
the isomorphism between the iterations.

The effective Hamiltonian is therefore a Heisenbe
Hamiltonian of the same nature. It may be written as a fu
tion of only two effective interactions,

~Heff!~1!5(
i 51

NB

~Hi
eff!~1!1(̂

i j &
~B~1!1J~1!@ai

1ā
1ajaı̄

1aj
1aı̄

1aiā2ai
1ā

1āai2ai
1a

1ajaı̄ # !,

~23!
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whereai
1(ai) now creates~annihilates! a doubletSz5

1
2 on

the block i, J(1) is the effective exchange parameterJ(1)

5^ābu(Hi j
eff)(1)uab̄&52^ābu(Hij

eff)(1) uāb& in our convention,
and the energy of the ferromagnetic solution@the triplet of
(Hi j

eff)(1)# is B(1)5^abu(Hi j
eff)(1) uab&51

2^āb1ab̄u(Hij
eff)(1)uāb

1ab̄&.
The matrix representation of this Hamiltonian is

~Heff!~1!5S 2ED
A1B~1!2J~1! J~1!

J~1! 2ED
A1B~1!2J~1!D .

~24!

The effective interactionsB(1) and J(1) are obtained by re-
placing byES

AB andET
AB the solutionsE of

det~Heff2EI !50, ~25!

I being the representative matrix of the identity operat
One obtains

ES
AB52ED

A1B~1!22J~1!, ~26!

ET
AB52ED

A1B~1!. ~27!

The isomorphism from one iteration to another implies t
generation of a sequence of identical effective Hamiltonia
The eigenvaluesa of (Hi j

eff)(n) for a single block being equa
in units ofJ(n) at any iterationn, one may therefore calculat
the energyA(n) of a block as follows:

A~n!5NsA
~n21!1nBB~n21!1aJ~n21!, ~28!

B~n!5ncB
~n21!1bJ~n21!, ~29!

J~n!5gJ~n21!, ~30!

wherenB is the number of first-neighbor pairs~or bonds! ^ij &
inside the blocks andnc is the number of bonds connectin
two blocks. Note thata, b, andg are iteration-independen
parameters. Notice that this procedure is applicable to
dimensional lattice in which only one type of interactio
connects the blocks.

Expressions~30!–~32! are also true at the first iteration,

A~1!5NsA
~0!1nBB~0!1aJ~0!, ~31!

B~1!5ncB
~0!1bJ~0!, ~32!

J~1!5gJ~0!, ~33!

with A(0)50 andB(0)50 to getH (0).
ExpressingA(n), B(n), andJ(n) as functions of the initial

parameters, one obtains

A~n!→NS
nS A~0!1

nB

NS2nc
B~0!1

a

NS2g
J~0!

1
bnB

~NS2nc!~NS2g!
J~0!D , ~34!

B~n!→nc
nS B~0!1

b

nc2g
J~0!D , ~35!
0-4
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TABLE I. Asymptotic energy per site of the 1D spin chain for several block sizes and the in
estimate.

Block size 5 7 9 11 ` estimate

Block energy per site 21.171 154 4 21.238 925 6 21.274 738 1 21.296 744 2
Superblock energy per site 21.301 607 0 21.325 246 3 21.338 556 8 21.347 097 8
Renormalized energy per site21.392 270 2 21.390 113 8 21.388 950 9 21.388 253 1 21.386 205
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J~n!5gnJ~0!. ~36!

In the case of a 1D chain, the number of connecting bo
between two consecutive blocks isnc51 and the number o
bonds per blocks isnB5NS21, so the large-limit ground-
state energy per site in units ofJ(0) is

e1D5 lim
n→`

NS
2nA~n!5

a1b

NS2g
5

2@ET
AB2ED

A #

2NS2ET
AB1ES

AB . ~37!

We have performed calculations on superblocks ofNT510,
14, 18, and 22 sites, so the number of sites per block isNS
55, 7, 9, and 11, respectively. The obtained values of
large-limit energies per site are reported in Table I. The ex
value of the ground-state energy per site given by the Be
ansatz1 is 22 ln 2 in our Hamiltonian. The error as a func
tion of the number of sites is going from 631023 for NS
55 to 231023 for NS511. It is always 20 times smalle
than the energy error obtained from the starting dimer.
have estimated the infinite-size energy per site using
standard BST extrapolation method.23 This method evaluate
the limit of a functionT(h)5T1a1hv1a2h2v1..., where
h51/Ns and v is a free parameter, by approximating th
function T(h) by a sequence of rational functions.

A minimal error of 831028 is obtained forv51.606; the
corresponding estimated value of the energy is21.386 205.
This result compares very well with the exact o
~21.386 294!. One should recall that it has been obtained
a very low computational cost, with only one diagonalizati
of the block and the superblock systems for each size.

B. Cohesive energy of the 2D square lattice

A similar development has been performed to calcul
the large-limit energy per site of the 2D square spin latti
The superblock hasNT518 sites and is divided in two iden
tical blocks ofNS59 sites arranged in a (333) sublattice.
The effective Hamiltonian has been extracted from the t
lowest eigenstatesCS

AB andCT
AB of the superblock. It has the

expression of Eq.~23! and the two associated eigenvalues
given by Eqs.~26! and ~27!.

Since in that case also one gets an isomorphism from
iteration to another, it is possible to calculate the energy o
block at any iterationn using the expressions~34!–~36!, as
did the authors of Ref. 18. Now the characteristic number
the lattice are as follows:

NS59, nB512, nC53, ~38!

which leads to an expression of the large-limit energy
site in units ofJ(0) of the form
08511
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e2D5 lim
n→`

NS
2nA~n!5

a12b

92g
5

4ET
AB26ED

A

182ET
AB1ES

AB . ~39!

The obtained value forNs59 is 22.332 31 while the energy
per site for an 18-site cluster is21.8926. The best availabl
QMC method24 and dressed cluster~DCM! method25 results
are, respectively,22.338 68 and22.338 56. For comparison
the CC method gives22.334 00 in the LSUB6 approxima
tion and 22.33634 in the LSUB8 approximation.26 Notice
that we did not perform any extrapolation as a function of
block size, which would have probably improved the es
mated value. Actually, the next-size block would beNS
525 sites, i.e.,NT550 for an identical treatment, which i
not possible to compute exactly at the moment. It wou
however, be possible to treat theNS511- and 13-site sys-
tems by changing the model of the lattice, and this will
the subject of a future work.

C. Spin gap of the dimerized 1D chain: Application
to the polyacetylene

As we have seen in the presentation of the method,
excited states should be accurately described by this me
since the effective Hamiltonian theory is designed to rep
duce several states simultaneously. The simplest verifica
may concern the dimerized 1D spin chain, i.e., an infin
system with alternating spin couplingsJ1

(0)5 J̄(0)(11d (0))

and J2
(0)5 J̄(0)(12d (0)), where J̄(0) is a mean coupling

~which here is fixed to 1! andd (0) is a dimerization param-
eter varying from 0 to 1. There is no spin gap for the no
dimerized chain (d (0)50). Actually the lowest singlet-triplet
transition energy calculated from Eqs.~26! and ~27! is
2J(n)52gnJ̄(0) at iterationn with g,1, i.e., zero for an in-
finite number of iterations. As soon asd (0) is different from
zero, a gap appears. For the fully dimerized chain (d (0)

51), the strong bonds withJ1
(0)52J̄(0) become independen

(J2
(0)50) and the excitation energy isDEST

(0)(d (0)51)

54J̄(0). The power lawDEST5ad2/3 ~Ref. 27! has been
established in the case of the dimerized and frustrated
chain at the critical ratioJ5J2 /J1.0.2411 (J2 andJ1 be-
ing, respectively, the second- and first-nearest-neighbor c
plings!. When the ratioJ is lower than that critical value
logarithmic corrections appear. In order to study that pro
lem within our RSRG approach, we have to consider a blo
with an odd number of sitesNS , presenting a strong interac
tion J1

(0) on one border and a weak interactionJ2
(0) on the

other border. Actually when theJ2
(0)/J1

(0) ratio increases, the
unpaired electron~effective spin! tends to localize on the
0-5
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external site connected to the system by a weak bond. T
are, therefore, two possible types of dimers~see Fig. 1!. The
first one concerns those terminating with strong interacti
for which the splitting into two blocks goes through a stro
interaction. The singlet-triplet splitting of such a skelet
obtained at the first iteration is actually finite and

2J1
~1!5DEST

~0!~2NS!. ~40!

On the contrary, in the other type of dimers, terminating w
two weak interactions, the two blocks are connected b
weak interaction and the interaction between the two rem
effective spins will be weak; and actually,

2J2
~1!5DEST8~0!~2NS! ~41!

is much weaker and will tend to zero whenNS tends to
infinity. FromJ2

(1) andJ1
(1) , one redefines new values ofd (1)

and J̄(1) and iterates the process.J2
(n) decreases rapidly to

zero, i.e., one obtains a finite gapDEST
(n) .

The logical structure of the problem can be pictured a
single figure ~Fig. 2! in which J̄(1), d (1), and DEST

(na)/4
~wherena is the iteration where the procedure is converg!
are represented as functions ofd (0) for Ns57 and 9. One
sees that bothJ̄(1) and d (1) increase toward 1 whend (0)

increases. The iteration procedure can be visualized as a
growth toward thed (0)51, d (1)51, andJ̄(1)51 accumula-
tion point. At each step,d (n) is changed into a new valu
d (n11) rapidly equal to 1 and one may calculate the cor
sponding value ofJ̄(n11) from the newly read valueJ̄(1) for
this d (n),

FIG. 1. Two types of 10-site dimeric superblocks for the stu
of the dimerized spin chain.
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J̄~n11!5 J̄d~n!
~1!

3 J̄~n!. ~42!

Since the procedure converges in three or four iteration
the accumulation point, the asymptotic value ofJ̄(na) and the
gap are finite. While the values ofJ̄(1) and d (1) are quite
different for NS57 and 9, the values of the converged ga
are very close. Figure 3 presents, forNS57, a very simple
interpolation of the gapsDEST

(nc)
54J̄* da, where the a

50.71 optimized value is close to the canonical value2
3.

As a more realistic illustration of this study, we will ca
culate the first excitation energy of the polyacetylene ch
(CH)n in the Heisenberg regime. The low-lying states of th
polymer may be studied by considering only a half-fille
band involving the 2pz atomic orbitals of the carbon atoms
which are orthogonal to the polymer chain. The other el
trons~of the carbon and the hydrogen atoms! belong to thes
system. The Heisenberg Hamiltonian28 that we use in this
study treats the electronic delocalization of thep electrons
through the exchange parameter 2Ji j . A scalar termRi j de-
scribes thes system energy,

~H !~0!5(
i j

J~ i j !~r i j !@ai
1aj̄

1
ajaī 1aj

1aī
1aiaj̄ 2ai

1aj̄
1

aj̄ai

2aī
1

aj
1ajaī #1Ri j ~r i j !. ~43!

FIG. 2. Dimerization parameterd (1) ~dot-dashed line! and mean

coupling J̄(1) ~plain line!, both obtained at the first iteration, an
converged valuesDEST

na /4 ~dashed line! as functions of the coupling
dimerization parameterd (0) for the dimerized 1D chain. Circles an
squares correspond, respectively, to seven- and nine-site block
te for
TABLE II. First excitation energies~in a.u.! of the polyacetylene chain calculated for several black sizes and the infinite-size estima
different values of the bond alternationd ~in Å!.

Block size 3 5 7 9 11 ` estimate

d50.01 2.649 834E22 2.306 438E22 2.157 016E22 2.055 638E22 2.009 299E22 1.971 703E22
d50.02 4.053 322E22 3.612 172E22 3.397 360E22 3.312 325E22 3.273 165E22 3.215 941E22
d50.032 5.407 111E22 4.880 9E22 4.676 770E22 4.581 6E2002 4.451 167E22 4.295 732E22
0-6
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The parametersRi j (r i j ) and J( i j )(r i j ) are functions of the
interatomic distancesr i j ; they have been extracted from a
curateab initio calculations on the lowest singlet and tripl
states of the ethylene molecule. The scalar termRi j (r i j )
plays a role in the determination of the optimal bond-len
alternations but not in the calculation of transition energie
a fixed geometry.

Previous calculations29 ~exact diagonalizations and ex
trapolations! have predicted an optimized geometry of t
chain. Let us definer i ,i 615 r̄ 6d. The optimized average
interatomic distance and bond-length alternation parametd
~half difference between the long and short bond lengt!
are, respectively,r̄ 51.4 Å andd50.032 Å. We have con-
centrated our study on thed parameter keepingr̄ 51.4 Å
constant. Since the bond-length alternation increases the
tiferromagnetic coupling in every other bond, one gets t
alternatingJ1

(0) and J2
(0) couplings so thatJ1

(0)5Ji j ( r̄ 2d)
andJ2

(0)5Ji j ( r̄ 1d), respectively, for short and long bond
Our calculations have been performed for superblocks

NT510, 14, 18, and 22 sites, so thatNS55, 7, 9, and 11
sites, respectively. The values of the calculated gaps for
eral values of the dimerization and for the different blo

FIG. 3. Converged gaps~divided by 4! obtained from nine-site
blocks. The circles correspond to calculated values while the p

line is a power-law interpolationDEST
na 54J̄* d0.71.
n
n
s
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sizes are reported in Table II. The values of these ener
whenNT tends to infinity, estimated by the BST extrapol
tion algorithm, as a function of the dimerization parameted
are plotted in Fig. 4. Ford50.01, 0.02, and 0.032, the min
mal errors aree5231028, 931029, and 131027, respec-
tively, for the corresponding values ofv54.695, 2.642, and
1.375. Previous estimates of the excitation energies may
found in Ref. 30, where a dressed cluster method was u
The calculatedDEST were somewhat smaller than th
present values, but they did not behave asd2/3, as they
should, while the results of the present work nicely follo
this power law.

D. The 1D spin-12 Heisenberg chain with nearest-neighbor
„NN… and next-nearest-neighbor„NNN… couplings

Let us start with the Hamiltonian of this model,

~H !~0!5 (
i j ,NN

J1@ai
1aj̄

1
ajaī 1aj

1aī
1

aiaj̄ 2ai
1aj̄

1
aj̄ai

2aī
1

aj
1ajaī #1 (

i j ,NNN
J2@ai

1aj̄
1

ajaī 1aj
1aī

1
aiaj̄

2ai
1aj̄

1
aj̄ai2aī

1
aj

1ajaī #. ~44!

To get an isomorphic Hamiltonian since the first iteratio
one should have both NN and NNN block couplings. W
have so considered superblocks made up of three iden
blocks of an odd number of sites, namelyA, B, andC, where
the NN blocksA andB, as well asB andC, interact through
the effective exchangeJ1

(1) , and the NNN blocksA and C
interact through the effective exchangeJ2

(1) ~see Fig. 5!.
Here also, only the doublet ground state of each block

been kept. The model space of theSz5
1
2 component states is

made up of the three direct productsābc, ab̄c, andabc̄.
We now need to identify the three states of the superbl

having the right projections on this model space. The po
tion of these states in the spectrum of the superblock is no
trivial as in the previously considered cases. Actually,
changes as a function of the ratioJ(1)5J2

(1)/J1
(1) , and is dif-

ferent for different-sized systems, so systematic projecti
of the low-lying states of the superblock matrix were pe
formed to control the method.

The expression of the effective Hamiltonian matrix is

in
~Heff!~1!5S 3ED
A12B~1!2J1

~1!2J2
~1! J1

~1! J2
~1!

J1
~1! 3ED

A12B~1!22J1
~1! J1

~1!

J2
~1! J1

~1! 3ED
A12B~1!2J1

~1!2J2
~1!
D , ~45!
tric

c-
,

whereED
A is the ground-state energy of a block,J1

(1) andJ2
(1)

are the NN and NNN exchange couplings to extract, a
2B(1) is the energy of the ferromagnetic solutio
^abcu(Hi j

eff)(1)uabc&. The diagonalization of this matrix give
d

three eigenstates of different symmetries: an antisymme

doublet ground stateC̃DA
ABC , a symmetric doubletC̃DS

ABC , and

an antisymmetric quartetC̃QA
ABC . These states are the proje

tions of the three states of the superblock to be identified
0-7
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uC̃DA
ABC&5A2

3 uab̄c&2
1

A6
~ uābc&1uabc̄&), ~46!

uC̃DS
ABC&5

1

&
~ uābc&2uabc̄&), ~47!

uC̃QA
ABC&5

1

)
~ uābc&1uab̄c&1uabc̄&). ~48!

Once the corresponding states are identified, one can ex
the three effective interactions by replacing the solutionE
of

det~Heff2EI !50

by the three corresponding eigenvaluesEDA
ABC , EDS

ABC , and
EQA

ABC . One finally gets

J1
~1!5

EQA
ABC2EDA

ABC

3
, J2

~1!5
2EQA

ABC23EDS
ABC1EDA

ABC

6
.

We have performed calculations on superblocks made u
NT59, 15, and 21 sites. Let us consider what happens a
first iteration whenJ(0)5J2

(0)/J1
(0) increases from 0 to 0.5

We have concentrated on that domain because the natu
the ground state changes after 0.5 and the definition of a

FIG. 4. Extrapolated values of the first excitation energies~in
a.u.! of the polyacetylene chain whenNT tends to infinity, as a
function of the bond-length alternation parameterd ~in Å!.

FIG. 5. Example of a trimer~15-sites! superblock for the study
of a frustrated spin chain.
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model space would be necessary beyond that value. F
given value ofNS ,J1

(1) depends weakly onJ(0) while J2
(1)

increases. When the number of sites per block increases,
both tend to zero for small values of the initial ratioJ(0),
while they seem to converge to a finite value for larger v
ues of this ratio. Unfortunately, we did not manage to get a
infinite-size estimates for both couplings from the BST e
trapolation algorithm. The ratioJ(1)5J2

(1)/J1
(1) as a function

of J(0) presents an interesting behavior, as may be see
Fig. 6. For each value ofNS , the distance of the correspond
ing curve to the straight line of slope 1 goes through a m
mum aroundJ(0).0.24 and this distance decreases whenNS

increases. The three values ofJ(0) giving the minimal dis-
tance are reported in Table III. An extrapolation of the po
tion of the closest contactJc

(0) when NS increases has bee
performed using the BST algorithm. The estimated asym
toteJc

(0)50.241 915~with a minimal errore5531027 and a
valuev52.362) compares quite well with the accurate val
Jc50.241 167.31 The minimal differenceJ(1)2J(0) de-
creases slowly~as NS

20.25) when NS increases. One may
therefore expect that the extrapolatedJ(1)5F(J(0)) curve
will present an accumulation point atJc

(0) . This point will be
attractive when one comes from a lower value of the ra
and repulsive when starting from a larger value. Starting
iteration procedure from a valueJ(0),Jc

(0) , an infinite num-
ber of iterations is required to reach the accumulation po

FIG. 6. 1D spin frustrated chain: effective couplingsJ(1)

5J2
(1)/J1

(1) obtained at the first iteration as a function of the initi
ratios J(0)5J2

(0)/J1
(0) for different sizes of the blocks. The circle

are used forNS53, the squares forNS55, and the diamonds for
NS57. The dotted line is a straight line of slope 1.

TABLE III. Critical ratios of the NNN and NN couplings ob-
tained at the first iteration of the RG transformation for seve
block sizes and their infinite-size estimate, for the frustrated
chain.

Block size 3 5 7 ` estimate

Jc
(0) 0.233 55 0.239 35 0.240 75 0.241 91
0-8
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At each step the new value ofJ1
(n11) is obtained by multi-

plying J1
(n) by the value ofJ1

(1) ~which is always smaller than
1! corresponding to a value ofJ(0) equal toJ(n),

J1
~n11!5J1J~n!

~1! 3J1
~n! .

The effective interactions decrease at each iteration lea
to a zero value ofJ1

` . Consequently the gap defined as t
energy difference between the quartet and the lowest dou
DEDQ53J1

` is zero.
Starting from aJ(0) value greater than the critical one,

few iterations lead outside of the studied domain. The c
verged value ofJ1

` would be obtained from the next accu
mulation point. Unfortunately, to get the new accumulati
point, it would be necessary to define a different model sp
~this one being irrelevant beyondJ(0)50.5). Nevertheless
since the effective couplingsJ1

(1) seem to converge to a finit
value whenNs increases, a finite gap is expected.

IV. CONCLUSION

This work proposes an improvement of the numeri
real-space renormalization-group method. It first proce
through the exact treatment of a finite-size system, wh
may be divided into a few blocks. Then one restricts
Hilbert space to products of the lowest eigenstates of th
blocks. At the next iteration, these blocks are considered
the new sites of the system and the procedure is repea
The main difference with the traditional RSRG method co
sists in the determination of an effective interaction betwe
the selected eigenstates of the blocks. Treating exact
dimer or a trimer of blocks, it becomes possible, according
Bloch’s formalism, to define an effective Hamiltonian, ha
ing one-body and two-body~and eventuallyn-body! interac-
tions where the bodies are the blocks in their selected eig
states. At this stage, it is possible to check the relevanc
the chosen model space by calculating the projections o
of the interesting eigenstates of the superblock. The num
cal advantage of this procedure~i.e., of the substitution of the
Hamiltonian interactions by renormalized interactions! is
that it takes into account the energetic effect of the neglec
eigenstates of the blocks. It is possible to show in the mo
problem of the lowest energy of the monoelectronic Ham
.
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tonian for a 1D chain that this procedure circumvents qu
efficiently the fixed boundary condition problem since t
effective interaction between the two lowest states of
blocks no longer behaves asNS

22 ~whereNS is the dimension
of the block! but asNS

21.
Computationally, the bottleneck is the exact treatment

the superblock that attempts to consider blocks of sma
size than the traditional RSRG method. Larger syste
could, however, be treated if the space of the Hamiltonian
the superblock were truncated, the neglected terms being
instance, included by an appropriate dressing of the matri32

It may be worth noting the flexibility of the method, since
presents several degrees of freedom—the topology of
blocks, the number of the selected eigenstates, and the
sion of the superblock in a variable number of blocks
which govern the nature and complexity of the effecti
Hamiltonian. Playing with these different factors should a
give the opportunity to check the stability of the results.

The method has been tested on several spin problems
have seen that in the case of the 1D and 2D spin lattic
infinite summations were possible, due to the isomorph
of the Hamiltonian from one iteration to another. In su
cases, only one iteration of the procedure was necessa
calculate the converged results.

The formalism of the effective Hamiltonian has been d
signed to study several states at a time, so that the calcula
of gaps is possible, as illustrated in the study of the exc
tion energies of the 1D dimerized spin chain. Finally, t
example of the 1D frustrated spin chain has shown the p
sible use of the method for the study of phase transition. T
domain of application of this method is wide; it can be a
plied to 2D and 3D systems and its extension to more
phisticated models such as the Hubbard or thet-J model
would be easy and not computationally more demanding
would be worthwhile to use the eigenstates of the bloc
reduced density matrix to define the model spaceS instead of
the eigenstates of the blocks, as done in the DMRG meth
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