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Based on our time-dependent numerical simulation results of a resonant tunneling structure, a resonant
tunneling theory for double-barrier quantum well systef@8QWS'’s) is presented. The origin of intrinsic
high-frequency current oscillation in DBQWS's, a long-time unsolved device physics problem, is explained, in
terms of a time-dependent energy-level coupling m@@BIELCM) as the result of the coupling between the
emitter quantum well and the main quantum well and the wave-corpuscle duality of electrons. The origin of the
intrinsic high-frequency current oscillation in DBQWS'’s and that of the hyteresis and plateaulike structure in
I-V curves are two different aspects of the problem. A qualitative analysis of the creation of the hyteresis and
plateaulike structure ih-V curves is also given. The TDELCM sets the foundation of the time-independent
energy-level coupling model that was presented in our recent pBpéthaoet al, J. Appl. Phys87, 1337
(2000]. It presents insight into the whole process of resonant tunneling through a DBQWS.
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[. INTRODUCTION bias? The GTC theory cannot explain these problems. It also
cannot explain why the plateaulike structure disappears at a
The double-barrier resonant tunneling struct(dP8RTS) certain bias voltage. The GTC theory can only predict the
has been extensively studied due to its novel physics andxistence of two current states, but not the creation and dis-
potential device applications. Until the late 1980s, resonanappearance of the plateaulike structure in the curves.
tunneling experimental results were qualitatively explainedThus, the GTC theory did not explain the origin of the hys-
by the Chang-Esaki-Ts(CET) theory® At the end of the teresis and plateaulike structure in th¥ curves. In fact, the
1980s the experimentatV characteristics of resonant tun- GTC theory is based on the Schinger equation. A solution
neling through a double-barrier quantum-well system showsolely provided by solving the Schiimger equation cannot
bistability and a plateaulike structure in the/ curves? The  give the plateaulike structure ih-V curve® The second
CET theory cannot explain the complicated experimental review on the origin of the hysteresis and plateaulike structure
sults. Historically, there is controversy regarding the explain the -V curve of RTS’s comes from Sollnét. Sollner
nation of the above-stated experimental result. believed that the bistability of thé-V curve occurred not
Since Goldman, Tsui, and CunninghafGTC) made the  because of the charging of the well, but because of the os-
experimental discovery of the behaviorlel/ characteristics cillation in the negative-resistance region. The oscillation in
of RTS’s, it has attracted research attention for more than the negative-resistance region is caused by the external cir-
decad€ !’ There are three main theories explaining the ex-cuit. However, the research theory holding this point of view
perimental results. The first is the GTC thedryn this  cannot explain all the features of the experimental results, for
theory, bistability is a nonlinear effect caused by electrostatiexample, the plateaulike structure in th&/ curvel* Some
feedback experienced by the incoming electrons from thgeople who support Sollner’s view believe the bistability of
charge buildup in the space between the barriers. This view-V curve is extrinsic, caused by oscillation induced by an
dominated the understanding of research in this area sina@xternal circuit. However, numerical simulation results pre-
this theory was presented. However, it has some seriousented by Jensen and Bddjegel and Plummet,and Zhao
drawbacks. As we know, charges build up in the well whenand co-worker®’ clearly demonstrate that the oscillation
the bias is applied on the devices. The amount of the chargesd the bistability of -V curve are intrinsic. Thus, Sollner’s
in the well reach a maximum value just before the bias volt-explanation is not a suitable answer to the problem; at the
age reaches the resonance bias. Then, the charge densityléast it is incomplete. Jensen and Buot, the third research
the well decreases with the increase of the bias voltage. Tharoup, believed that the oscillation and the charging of the
is, the charge density in the well is higher when the biagguantum well jointly contribute to the-V characteristics of
voltage is close to the resonance bias. So, the electrostatine RTS’s which show hysteresis and a plateaulike structure
feedback should be stronger in vicinity of the resonance biai the curve® Unfortunately, they did not provide a mecha-
than that in the other bias region. Why does the plateaulike@ism for the creation of the current oscillation.
structure in the -V curve exist at bias voltages away from  Stated above are the main theories explaining the origin
the resonance bias voltage? Why is the plateaulike structuref the features of the experimentblV curves. Although
in the |-V curve created after the bias passes the resonantkeere are some researchers devoting to research in this
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area®'® their theories can be sorted into the above-later, electrostatic feedback is not the fundamental cause of
mentioned three categories. the oscillation. Recently, Woolardt al. suggested that the

It should be noted that all theories cannot present a comeurrent oscillation may be caused by the charge fluctuation
plete and self-consistent explanation of the experimental reaear the emitter barrier of RTS'S.However, they did not
sults. We believe that a suitable explanation of the experipresent the cause of the charge oscillation near the emitter
mental results should suitably and self-consistently explaiparrier and how the charge oscillation affects the electronic
the following issues: all features of the experiment, that isf€sonant tunneling. Obviously, a suitable theory accounting
two hystereses, a plateaulike structurel iV curve. Also, for this problem is still missing. A t.heory for_explammg_thls
why does the plateaulike structure in th&/ curve occur just Problem should answer the following questions: How is the
after the current passes its main maximum value? Why dod§trinsic high-frequency current oscillation created? Why
the plateaulike structure in tHeV curve start its formation does the time average of the time-evolving current give the
while the charge density in the well is decreasing? Why doeglateaulike structure of thé-V curve? Why do the high-
the plateaulike structure in theV curve disappear and at frgquency oscillations exist only in gcertalp b[as—voltage re-
which bias point does it disappear? How do the hysteresig'on? It_ should also be ab_le to pred_|ct oscillation freql_,lency.
and plateaulike structure form? What factors determine the !N this paper, by numerically solving the coupled Wigner-
average slope of the plateaulike structure? The above-stat&@iSSon equations, based upon our numerical calculation re-
theories cannot answer all the questions. A complete angUlts, we presenta TDELCM for explaining the origin of the
self-consistent explanation of the experimental results relHFCO in resonant tunneling through double-barrier quan-
mained unknown for more than 10 years. Recently, the ai!m Well systems. In terms of this model, the above-
thors of this paper and Buot and Jensen presented an altépentioned two long-time unsolved problems, the origin of
native understanding to the experimental restfitd/e noted  the hysteresis and plateaulike structure in Ithé character-
the importance of the creation of an emitter quantum weliSticS Of resonant tunneling and the origin of the high-
just after the bias voltage passes the resonancebibise frequency current oscnlgtlon in resonant tunneling, can be
coupling between the energy level in the emitter quanturr?omF"ete and self-consistently ;olved as a whole. In our
well (EQW) and that in the main quantum wéMQW) con- theory, these two problems are different aspects of one prob-
tributes to the creation of the plateaulike structure inithe ~ 1€m: How do electrons pass a DBQWS? A clear picture of

curves. The coupling between the energy level in the EQV\yesonant tunneling'through 'doublejba'rrier quantum well sys-

and the energy-band edge and the three-dimensional colgms can be obtalne_zd._Thls qualitative resonant tunneling

tinuum states are the causes of the hysteresis. Our explanfl€0ry presents new insights to resonant tunneling through a

tion of the experimental results are based on the stationa BQWS- ) ) ]

numerical simulation of the RTS’s and a time-independent 1hiS paper is organized as follows. In Sec. II, we briefly

energy-level coupling model. With the energy-level Coup"ngdesc.:rlbe the numerlca_l technigue used in this paper. The_nu-

model, our theory can fully and self-consistently provide an-merical results, the time-dependent energy-level coupling

swers to the above-stated questions. model, and the explfanatlon _of the re_sult_s are presented in
A problem closely related to the explanation of the hys-S‘-f’C- Ill. The conclusion of this paper is given in Sec. IV of

teresis and plateaulike structure in the/ characteristics thiS Paper.

curve of resonant tunneling through a double-barrier quan-

tum well system is the origin of the intrinsic high-frequency Il. NUMERICAL TECHNIQUE

current oscillation(IHFCO) in resonant tunneling. As stated The Wianer function formulation of auantum mechanics

above, Jensen and Buot observed the current instabilities iﬁlas been gsed in our approach, due toqits many useful char-

their numerical experiment on resonant tunneling. However g . : ' :

they did not present a complete and self-consistent explané‘-.(:tens.tICs fo_r the simulation of _q_uantum-effect _ele_ctronlc de-

. . . . vices, including the natural ability to handle dissipated and

tion for the origin of the high-frequency current oscillation.

Historically, Ricco and Azbel first suggested, in their quali- open-boundary systems. The Wigner function equation was

tative arguments, that intrinsic oscillation exists in a double-fIrSt employed in quantum device simulation by Frensley.

barrier structure for one-dimensional casélhey believed Then, Kluksdahgt al. included the Poisson equatiéRB) to

when the energy of the incoming electrons matches the res:ﬁt—‘e quel of RTD and self-con5|stently solvec_i th's_ mddel.
. he Wigner function equatioWFE) can be derived in sev-
nance energy, the electrons enter the device and charge the

. o - eral ways?! Since the Wigner function may be defined by
potential well, raising the bottom, thus driving the system 20 , . .

. nonequilibrium Green’s functions, the WFE may be derived
away from resonance. The ensuing current decrease lowefs . . P ;
the charae in the well. bringina the svstem back to resol M the equation of motion of the nonequilibrium Green’s

g ’ ging Y 2223 ith only the lowest-order approximation to

nance, and a new cycle in the oscillatory behavior beginsf.uncuo.n' . !
Scattering being considered, we have

The theory in Ref. 19 implies that the oscillation will occur

at the resonance bias voltage. Numerical simulation results

; X . f hk of 1
show that the bias voltages at which the current oscillates are  —=—-—— —— — f dk’ f(x,k’)f dy[U(x+Y)
different from the resonance bias voltdtyet’ Presillaet al. t 2mm* ox h
believed that the nonlinearlity caused by the electrostatic of
feedback induced by the charge trapped in the well can lead —U(x—y)]sir[2y(k—k’)]+§ , (D)
to oscillation of the transmitted fluxé8 As we will explain coll
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where h is Planck’s constantn* is the electron effective f(x,k)="f(x ,k)=";, )
mass, andU is the conduction-band edge. Appropriately

treating scattering in semiconductors is very important for Xi=(—1)L/(N,—1)=(i—1)6x, &x=LIN, (9
getting necessary simulation results. Recent research shows

that the computation burden associated with detailed consid- Kj=(2]—=N—1)6k/2, ok=mIN6X, (10

eration of electron-phonon scattering is formidable. Typical

whereN, andN are the number of andk points on a grid in
computer CPU times required for the calculation of one pomt hase space. The time-dependent Wianer function equation
in the |-V curve are the order of 30 h on a 100 CPU Crayp P P g q

T3E machiné* The huge amount of computation times “&" be written as

would make this paper impossible if we treated the scattering of L
in detail. Thus, we employed the relaxation-time approxima- —=—1f, (11
. P . X ot ik
tion to scattering in this paper. In terms of the relaxation-
time approximation to scattering, the collision terms in thewhere
above equation may be written?as .
L=i(T+V+9). (12
ot 11 fo(x,k) K fO k) — F(x K ,  Inthe above equatiof, V, andSare the drift, potential, and
9t ”—; —fdkfo(x,k) (XK =f(x,k) |, (2 scattering terms, respectively. Using a second-order upwind
col

difference scheme to discretize the position derivative, they
where 7 is the relaxation time and, is the equilibrium C€an be expressed as

Wigner function. The boundary conditions are 2
TH(x,K)=——=—(2j —N-1)A=f(i,j), (13
f 4arm* kBTl [1+ r{ 1 ( h2k2 )” 2m” ox
_ =———>—In X o , e ) _ _
X=0x=0 h? OH T keT | Ba2me K0 ASF(iL )=+ L[ —3f()+4f(ix1)—f(i+2)], (19
N
Amm* kgT 1 [ h%K Vi= 2 V(L =i, (15
Betkeo=pz I L+ exg = | grome |- a
4 2 Y2 2n
|])— Z sm—l "TITUG+i")—=U@—i")],
The second equation composing our RTD model is the Pois- Nii=
son equation(PE) (16)
and
d2 q2
32 U0 =" [NgCO = n(x)], (5) St—h[ﬂ| 1)§:f0 »] a7

wheree is the dielectric permittivityp(x) is the electrostatic
potential,q is the electronic chargé\y(x) is the concentra-
tion of ionized dopants, anal(x) is the density of electrons,

The discretized density of electrons and current density may
be written, respectively, as

given by sk N
n(i)=5—2 f(i.j) (18
= dk i
n(X)ZJ‘_wzf(X,k). (6) and
. . , h 6k
The current density may be written as Ji+H=—r—->D k
+=dk ik Ca L :
j(x)zf 5= o FxK). (7) f(i+1j)—f(i+2j), j<3N
m X o o (19
3f(i,j)—f(i—1j), j>iN

To solve the WFE-PE equations, we must discretize th

simulation zone and these two equations. For the one el'he formal solution of Eq(11) is

dimensional device model, the discretization of the PE is . 1— (i L/2h)t

trivial. We just present the discretization of the WFE. Details f(t+At)=e MY ()= — (20
of this process are well described by Jensen and 8Gat, 1+(iLizh)t

only a summary of the results is given here. Assuming therhjs equation may be written as

simulation zone is betweer=0 andx=L, the zone may be

discretized as follows: [—r+L][f(t+AD)+f(t)]=—2rf(t), (21
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wherer =2#/At. In discretizing the equation above, the drift 7
term gives the boundary condition. The boundary condition —@— Forward Bias Sweep
does not change with time. Thus, we have 6 - ~#l - Backward Bias Sweep
[—r+Z][f(t+AD)+f(D)]=—2rf()+2BC, (22 o~
whereZ is the operator defined by E¢0) without consid- § 57
ering the boundary conditions of Wigner function, that is,
BC. In the discretization of Eq41) and (5), the dielectric S 44
function of the material and the effective mass of electrons is:;.:
taken to be constant throughout the structure. Z)
In our simulation, we first approximate the conduction- 8 31
band profile by a square well potential and g€k) from €
Egs.(1) and(6). The density of electrons is substituted into g 2 ]
the Poisson equation and then the new conduction-band prc 3
file U(z) =u(z) +A.(2) is obtained, wheré .(z) is the off- ©
set of the band edge. Using this new conduction-band profile 1 Iq
at the next time step, the Wigner function equation is solved
again. This iteration continues until a steady-state or a pre- g : : : : : : ,

assigned time value is achieved by a simultaneous solutior

of both Egs.(1) and(5). .
In order to ensure the convergence of the numerical simu- Bias (V)

lation results, we have employed a very small time step in FIG. 1. -V characteristics of the RTD. The data are taken from

our Sémwatlor;' The time St_EE I;ffl fs. Furthermore, Wed haV?he steady states of the simulation. The values of the current in the
tested several structures with ditferent momentum an POSkE\/\W are calculated from time average of the current oscillation.

tion space mesh points and different simulation boxes to en-

sure correct simulation results. These results will be pre- o )

sented elsewhere. It should be noted that the numericsteady state. In the current oscillation region, the current val-
technique adapted in this paper is well established, havinges are determined by averaging over a period. This figure
been used by many others previous'y with well accepteéhows a.” the features Of the eXperImental I‘esultS: a plateau-
results. The correctness of the similar simulation results hakke structure in thel-V characteristics and two hystereses

0.00 0.05 0.10 0.15 020 025 030 035 040

been verified beforg? regions. It convinces us of the correctness of our numerical
calculation.
I1l. NUMERICAL RESULTS AND ANALYSIS Figure 2 shows the time-dependent current density with

S _ ) . bias voltage as a parameter. This figure exhibits the follow-

The intrinsic oscillation was first numerically obse_rV(_ad bying features of the time-dependent current density: The os-
Jensen and Buot. Then, Biegel and Plummgr got S|m|Iar_ '€illation of current density starts after the bias voltage passes
sults. In order tq compare our resulps to theirs, we conS|delrhe resonance bid8.224 \); there is a bias-voltage window
the RTS extensively studied in the Ilteratﬁ_r%The param- gy\) in which the current oscillation is permanent; the
eters used in our simulation are the following. The momeny it de of the oscillated current is variable; as the bias
tum and position spaces are broken into 72 and 86 pointg,giage approaches the BVW from the low-bias-voltage side,
respectively. The donor density is20 particles/crt} the e amplitude of the current density increases, and the oppo-
compensation ratio for scattering calculations is 0.3; the bargj phenomena for the amplitude exists as the bias voltage
rie_r and We_II widths are 30 an_d 50 A, re_spgctively; the simu-goes away from the BVW on the high-bias-voltage side. The
lation box is 550 A; the barrier potential is 0.3 eV, corre- ¢, rant oscillation in the BVW can last a very long period of
sponding to A} G As; the device temperature is 77 K ime |n our simulation, we have chosen the simulation for
except as noted otherwise; the effective mass of the electrfe current oscillation in the bias-voltage window to be 30 ps

is assumed to be a constant and equals 0.0§6the doping 4t 4 pias voltage of 0.248 V. The frequency of the oscillation

extends to 30 A before the emitter barrier and after the colig the order of 1 THz. No obvious reduction of the amplitude
lector barrier; the quantum well region is undoped. Bulkf the current oscillation has been found.
GaAs parameters are used to calculate the relaxation time |, order to understand the cause the current oscillation,

and the chemical potential. The chemical potential is deteryg plot the time-dependent self-consistent potential and elec-

mined by [g\/ef(e)de=5u(T=0)* where f(e) is the tron density at different bias voltages. These graphs are pre-
Fermi distribution function. This RTS is called RTS1 here-gented in Figs. 3—10 for the case of forward bias sweep.
after. The method of evaluating the relaxation time can berom these figures we can see that the current oscillation is
founded in Ref. 22. concurrent with those of potential and electron density in the
whole region of the device. The oscillations have the follow-
ing features. Before the bias reaches the BVW, the potential
Figure 1 shows thd-V characteristics of the resonant and electron density just irregularly oscillate a short time and
tunneling when the time-dependent simulation reachethen evolve into steady state. When the bias voltage enters

A. Numerical results
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FIG. 2. Current-time characteristics of the RTD with bias volt-

ages as parameters for the case of forward bias sweep. FIG. 3. Time-dependent electron density d|Str|bUt|(H), self-

consistent potential an¢b) at bias voltage 0.232 V. The self-
consistent potential shows that there is no an emitter quantum well

) . . in front of the emitter barrier. After a few irregular oscillations, the
the BVW, the potential and the electron density oscillategensity distribution of electrons enters the steady state. The density

periodically rather than irregularly. The density oscillation isin the MQW remains at a higher value.
stronger than that of the potential. The density oscillation in

front of the emitter barrier is stronger than that in the MQW.

These features do not support the Ricco-Azbel theory on ththe higher-bias-voltage direction, if the bias voltage is high
origin of the instability in double-barrier systems. In the enough, the current oscillation becomes damped, as do the
BVW, at a special bias voltagd.248 V), the irregular os- potential and electron density. This is true especially when
cillations of the potential and electron density last a verycurrent density is in the plateaulike structure of khe curve
short time. The potential and electron density enter intoof RTD. This situation lasts until the bias voltage reaches a

stable oscillations almost directly without experiencing aspecial point where the plateaulike structure in ithé char-
damping state. After the bias voltage exists from the BVW inacteristics collapses.
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] o FIG. 5. Time-dependent electron density distributi¢a, self-
FIG. 4. Time-dependent electron density distributi¢a, self-

A - - _consistent potential antb) at bias voltage 0.248 V. The figures
consistent potential antb) at bias voltage 0.240 V. The density g4y the oscillation of potential and density distribution in stable
distribution in the emitter shows a stronger oscillation than that ingiates. 1t should be noted that the depth of the EQW is increasing.
the MQW and the oscillation amplitude increases with the increase

of simulation time. The self-consistent potential shows the creation

process of an EQW and the development of the potential oscilla-
tion.

tron Fermi level in the emitter. The average of the time-
dependent electron density distributions in the MQW de-

creases after the bias passes the resonance bias voltage.
Referring to Figs. 1 and 9, when the plateaulike structuréVhile the bias voltage stays in the plateaulike structure

in the |-V curve disappears, we can see that the EQW disef |-V curve, the electron density in the MQW almost
appears with increasing simulation time. Subsequently, foremains unchangdadee Figs. &) to 7(a)]. Once the EQWd-
different bias voltages, the evaluation of the current, potenisappears, the electron density in the MQW reduces dramati-

tial, and electron density with respect to time is all the samecally. Then, the density keeps at an unchanged, low value in
before the second energy level in the MQW falls to the electhe MQW.
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FIG. 6. Time-dependent electron density distributi¢a, self-

consistent potential anth) at bias voltage 0.256 V. The figures

FIG. 7. Time-dependent electron density distributi¢a, self-
show the oscillation of potential and density distribution are becom

consistent potential anth) at bias voltage 0.264 V. The figures

; ) . . ‘show that the oscillation of potential disappears. The density just
|r}g r\:vegk V\\//\'/th the Increase of time. It should be noted that the depﬂ?)scillates a little while and then enters into a stable state. The depth
of the EQW is increasing. of the EQW is still increasing.

Figures 11-15 show the current density, self-consistent B. Energy-level coupling model and explanation of the
potential, and electron density in the backward bias sweep,

for which the current oscillation exists in the range of 0.240— The controversial issues stated above relate to the exp|a_
0.256 V. The bias-voltage point where the EQW is created is;iation of thel-V curve in the negative differential region.
smaller than the collapse bias-voltage point in the forwardye focus our attention to this region.

bias sweep. The EQW is shallower than that in the forward The key points to explaining these issues are the creation

bias sweep. Figures 11-15 clearly show the creation andf an EQW after the bias voltage is just greater than the
disappearance of an EQW and the density distribution.

numerical results

resonance bias and then the coupling between the energy
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FIG. 8. Time-dependent electron density distributica, self-

3 consistent potential ant) at bias voltage 0.320 V. These figures
consistent potential anth) at bias voltage 0.312 V. The figures clearly show the collapse of the EQW and the density change while

show that the oscillation of potential and density disappears. Théhe EQW collapses. While the EQW collapses, the electron density
depth of the EQW is the deepest. It should be noted that the densify the main quantum well dramatically reduces to a very lower
of electrons in the MQW does not change too much compared tgalue. This leads to the transition of current from a high-current
that at bias voltage 0.232 V. state to a lower-current state.

levels in the EQW and the MQW. As we have stated in ourthe emitter barrier leads to a relatively positive charge back-
earlier papet? after the bias voltage passes the resonancground, thereby a potential drop. An EQW is formed in this
bias, the dramatic increase of the reflection coefficient of thgrocess. With the increase of the depth of the EQW with
double-barrier quantum well system leads to the dramatiincreasing bias voltage, the energy level in the EQW can
increase of the amplitude of the reflected electron waveobviously be distinguished from the three-dimensional states
Then, the interference between the injected and the reflectdd the emitter. Thus, the interaction between the energy level
electron wave causes the depletion of the electron density iim the EQW and that in the MQW will greatly influence the

some part of the emitter. The depletion of electron in front oftransport of electrons through the double-barrier quantum
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appears in thd-V curve. Figures 1-7 show that after the
creation of the EQW, the current oscillation starts. With the
increase of the bias voltage, the oscillation becomes a
damped oscillation. These phenomena can also be explained
by the above-stated energy-level coupling model.

Although the above statement is clearly supported by our
detailed numerical simulation, it is perhaps more helpful to
offer a less rigorous, yet more transparent explanation of the
pivotal point of the whole argument, i.e., the coupling of the
two discrete levels in the coupled emitter quantum well/main
quantum well system. Suppose that the wave functions of
electron in the EQW and MQW can be expressed, respec-

(A) [21uBI0d UBISISU0-HES

tively, by

Yeow(Z,t) = Ceow(Z, 1) e'Feawt/® (23

g:l 1800 Ymow(Z,t) = Crow(Z,t) e'Ewant/n =71, (24)
& 1200 In writing the wave functions above, we have assumed that

600 the width of the energy level in the MQW is much wider

than that in the EQW. Considering that the energy level in
0 700 200 the MQW is next to the three-dimensional states and the
energy level in the EQW is a quasibounded state, this as-
Distance (Angstrom) sumption is a very good one. The strong oscillations of den-

sity in the emitter, shown by Figs.(@—6(a), support this
FIG. 10. Time-dependent electron density distributi@,self-  assumption. The coupled state can be expressed by the fol-
consistent potential ang) at bias voltage 0.328 V. The depletion |owing wave function:

of electrons in front of emitter barrier disappears. The forms of the
potential and density distribution are almost the same as those at W(z,1) = Crhpow( Z,1) + Cohyow(Z,1). (25
bias voltage 0.232 V except that the density of electrons in the

MQW remains at a very low value. With this wave function, the current density can be ex-

pressed as
well systems. There are seve_ral factors jointly influencing th-e(q¢|j|¢):|c 1(Ceonli|Ceon)
tunneling process. The coupling between the energy level i 1 EQWIJ I~EQW,
the EQW and that in the MQW will lift the energy level in +|C2e™ "% Crqwli | Crmow)
the MQW. The bias voltage applied on the structure has the _
tendency to push the energy in a downward direction. The +21Im(C} Co(Cequlj | Cuqw) €' ErawFeawi=7t)
strength of these two opposite factors jointly determine the 26)
average slope of the'V curve. Once the influence of these

two factors reaches a balanced state, a plateaulike structuide electron density can be expressed as
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FIG. 13. Time-dependent electron density distributi@,self-
consistent potential an¢h) at bias voltage 0.256 V in backward consistent potential antb) at bias voltage 0.248 V in backward
bias sweep. From these figures we can see the oscillation creation bfas sweep. These figures show the stable states of the density os-

the density and the potential. The average density of electrons in thgllation and potential oscillation.
MQW increases with an increase of simulation time.

ing (for example, when the bias voltage is equal to 0.24 V
The first term in Eq(26) sets the current value at which the
oscillation is surrounded at steady states. The second term in
Eq. (26) correctly reflects the damping of the curve. It should
be noted that the coupling between the above-stated energy

levels increases with elapsed time since the EQW is experi-
These two equations can explain the main features shown Incing the process of creation. At that moment, the coupling,

the figures presented in this paper. As we have stated abov€j C,(Cgoulj|Cmow), in the third term of Eq.(26) be-

the time-dependent current density decays almost exponegemes more and more important. Thus, the current oscilla-
tially with time and then oscillates while the EQW is creat- tion appears.
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FIG. 14. Time-dependent electron density distributi@),self-

FIG. 15. Time-dependent electron density distributi@,self-
consistent potential antb) at bias voltage 0.240 V in backward consistent potential antb) at bias voltage 0.232 V in backward

bias sweep. These figures show the disappearance of the denshias sweep. The forms of the potential and density distribution are

oscillation and potential oscillation. The density of electrons in thesame as those in forward bias sweep at the same bias voltage.
MQW increases again with an increase of simulation time.

to decay the oscillation. The influence of the strength of the
The 1-V curve at bias voltage 0.264 V can also be ex-coupling between the energy levels is to increase the ampli-

plained in the same way. The difference between these twtude of the oscillation. If the latter is greater than the former,
curves is that the damping constant at bias 0.264 V is greaterscillation of current develops. If these two factors reach a
than that at 0.240 V since the strength of the electron-phonobalanced state a BVW is created. Furthermore, if the latter is
interaction is stronger at higher bias voltages. It should alséess than the former, the current experiences a damped state.
be noted that in the vicinity of 0.248 V, there is a bias win-In fact, with the increase of bias voltages from 0.224 to
dow in which the current oscillation is almost undamped.0.312 V, the relationship between the effect of energy-level
There are two factors influencing the current oscillation. Thecoupling and that of the electron-phonon scattering experi-
influence of the strength of the electron-phonon interaction i€nces the relation stated above. In the BVW, the current is
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oscillating. A separate calculation shows that the energyhe emitter barrier will decrease. This and the interference
level in the EQW is of the order of 10 meV. Thus, the os-between the injected and the reflected electron waves favor
cillation frequency is the order of 1 THZ as is shown in the creation of an EQW in a backward bias sweep. It should
Fig. 2. Experimental results in the BVW should be the averbe noted that the depth of the EQW is much less than that in
age of the oscillating current. In our model, the average othe case of the forward bias swe@pmparing Figs. &) and

the current is expressed as 13(b)]. Although the creation of the EQW can influence the
charge buildup in the MQW, thereby the potential and the
~ 1 . energy level in the MQW, this influence is not big enough to
—— 2 H
(¢lily)= T |C1l%(Cequli| Ceow) cause the oscillation of current in a wider range of bias volt-

1 age. This is because the EQW is too shallow and further
. _ decreasing of the bias voltage will lead to the disappearance
2 (1—e2T 9 g pp

+1C2l*( Craquli| Crigu 27(1 e of the EQW as described by Fig. (b2.

+2Im[CT Cx(Ceowlj|Crvow)A(T)],  (28)
IV. ORIGIN OF HYSTERESIS AND PLATEAULIKE
where STRUCTURE IN |-V CHARACTERISTICS OF RTD

In this section, we will further analyze our theory and
previous theories in resonant tunneling. Numerical simula-
tions show that there are intrinsic current oscillations. We
Obviously, the time average of current density is a nonzerdind that the oscillations are quickly damped and the EQW
value. It gives the values of current density in the negativestill exists when the oscillation disappears. These occur-
differential resistance region. It is very important to note thatrences set up the foundation of our time-independent energy-
the EQW still exists even if the current oscillation disap-level coupling modet® An important issue is the action of
pears. This is the foundation of our time-independent energythe charges in the MQW while the electrons flow through the
level coupling modet® Equation(27) suitably reflects the double-barrier quantum well system. Previous theories real-
main features of the electron density in time domain. ized the significance of charge buildup in the MQW. These

When the bias voltage increases to a critical value, fotheories predicted that there are two current states, but also
example, 0.320 V for the RTS employed in this paper, thehe creation and the disappearance of the two states. Our
positions of the above-stated energy levels are reversed. Alheory notes the action of energy-level coupling in the pro-
that moment, the coupling between the energy level in theess of electron transport through a double-barrier quantum
EQW and that in the MQW, and the applied bias jointly pushwell system. In fact, the influence of energy-level coupling
the energy level in the MQW in a downward direction. This can be seen even in the RTS’s that do not exhibit a plateau-
process sets up a milestone at which the plateaulike structutike structure in thel-V curve. The asymmetry of theV
in thel-V curve and the EQW collapse appdsee Fig. 9. curve with respect to the resonance bias voltage is caused
In fact, before the extinction of the EQW, there are severapartially by the coupling between the energy level in the
processes jointly determining the depth of the EQW. ThesQW and the three-dimensional states while the energy
processes include the electron-phonon interaction in th&evel in the MQW approaches the emitter Fermi energy.
emitter, which dissipates electrons into the well, interferencédnce we have noted the importance of the energy-level cou-
between the injected and the reflected electron waves, whigbling in the process of resonant tunneling, we can systemati-
depletes electrons in the emitter and leads to the formation afally explain the origin of hysteresis and plateaulike struc-
the EQW, and the applied bias, which drives electrons intdure in |-V characteristics and the origin of the IHFCO of
the EQW to fill the energy level in the well. Of course, the RTD since they are different aspects of the same problem.
relative position of the two energy levels is the key point in  After the bias voltage passes the resonance bias, the trans-
determining the existence of the EQW. The above-mission coefficient of the double-barrier quantum well sys-
mentioned three factors directly determine the position of theem decreases dramatically. This leads to the sudden increase
energy level in the EQW, thereby indirectly the existence ofof the reflection coefficient of the system. With an increase
the EQW. Once the EQW disappears, the fundamentallpf the reflection coefficient, the amplitude of the reflected
physical process of the tunneling is the same as that beforelectron wave can be compared to the amplitude of the in-
the creation of the EQW. jected electron wave. Thus, the interference between these

In the backward bias sweep, the bias sweeps from highewo kinds of electron waves leads to the depletion of elec-
to lower bias voltages. This sequence of bias sweepingrons in front of the emitter barrier, thereby causing the rela-
causes the energy level in the MQW to be lower than theive positive charge density in the emitter and the creation of
conduction-band edge of the emitter when the sweepingn EQW. The coupling between the energy level in the EQW
starts. The interaction between the energy level in the MQWANd that in the MQW will cause two events. First, it leads to
and the conduction-band edge depresses the energy leveltinee IHFCO, which has been explained previously. Second,
the MQW and postpones the increase of the energy levefrom the point of view of the time average, it raises the
This is the mechanism of the creation of the hysteresis of thenergy level in the MQW. Once the influence of the coupling
[-V curves. Once the energy level in the MQW passes théalances that of the bias on the energy level in the MQW, a
conduction-band edge, the electrons accumulated in front gilateaulike structure in thé-V curve appears. Since this

1
A(T) = T J;) dt eI(EMQW* Egqwt/fi— " (29)
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kind of process can only occur after the bias passes the resc
nance bias, this explains that why the the plateaulike struc-
ture occurs just after the current passes its main maximun
value and why the plateaulike structure in the&/ curve
starts its formation while the charge density in the well is
decreasing. From this we can predict that a plateaulike struc
ture in thel-V curve can also exist after the second energy
level in the MQW passes the Fermi energy level in the emit-
ter. In our model, the extinction of the plateaulike structure is
the result of the reversed position of the energy levels in the
EQW and MQW. This process occurs when the energy level
in the MQW passes that in the EQW. Once the energy level
in the MQW is lower than that in the EQW, the quantum 3000
force created by coupling between this two energy levels will 2400
push the energy level in the MQW down, instead of raising §

it. Thereafter, the EQW will be filled quickly since the con- % 1200
ducting energy level, the energy level in the MQW, is lower ~

than that in the EQW. The tunneling through the emitter

barrier into the energy level in the MQW stops. Thus, the 0
EQW disappears. Figure 9 clearly exhibits this process. In

the backward bias sweep, the system is initially in a higher Distance (Angstrom)

bias state, and there are more electrons accumulated in front

of the emitter barrier. The accumulation of electrons in front FIG. 16. Time-dependent electron density distribution at bias
of the emitter barrier forms a screening of the applied biasvoltage 0.216 V in forward bias sweep.

thereby reducing the influence of the bias on the energy level

in the MQW. More importantly, the coupling between the

MQW energy level and the conduction-band edge in thelhus, we successfully explain the creation of the hysteresis
emitter depresses the MQW energy level. This mechanisrand the feature of the-V curve in the backward bias sweep.
postpones the rising of the current when the bias decreases. It should be emphasized here is that the GTC theory can
With further reduction of the bias, the amount of electronsonly explain the existence of two current states by involving
accumulated in front of the emitter barrier decreases becaug&arge buildup in the well-known tunneling formula. It can-
of the alignment of the MQW energy level and the not explain all the above-mentioned problems. In fact, the
conduction-band edge in the emitter. At that moment, thecharge buildup is not the fundamental cause for the forma-
effects of interference between the injected and the reflecteldon of the hysteresis of the'V curves. Comparing Fig. 16 to
electron waves feeds the accumulation of electrons in fronfig. 3, we can see that the charge trapped in the MQW at
of the emitter barrier, which leads to the formation of anbias voltage 0.216 V is the same as that at bias voltage 0.232
EQW. The formation of the EQW leads to a situation whereV. The GTC theory cannot explain why the plateaulike struc-
the QW state lies between the emitter conduction band antre does not develop at 0.216 V. Figure@310@ and

the EQW state. Hence, the RTS current increases rapidly tbigs. 12a)—15a) show that the charge-buildup processes in
the value approximate to the plateau value. Here, the resulforward bias sweep and backward bias sweep are different.
ing ordering of the quantum statése., MQW state< EQW  Charge buildup in the MQW is not the fundamental cause
stat¢ and the quantum interaction tends to hold the MQWinfluencing the formation of thé-V characteristics of the
state down. This physical situation tends to maintain the curresonant tunneling through a double-barrier quantum well
rent density at nearly a constant value over the backward biggystem. Furthermore, if the nonlinearlity is caused solely by
sweep plateau region. It should be noted that the currertharge in the MQW, we cannot explain why there is no
oscillation does not exist in the backward sweep. This is dugurrent oscillation at bias voltage 0.216 V. Thus, charge
to the EQW being too shallow to provide enough adjustmenbuildup in the MQW is also not the fundamental cause of the
to energy level in the MQW. The current oscillation causedintrinsic current oscillation.

by coupling between energy levels is quickly damped by the
electron-phonon interaction. As the bias progressively in-
creases, the device eventually reaches another critical point.
Then, the coupling between the energy level in the MQW By using a time-dependent finite-difference technique, we
and the three-dimensional continuum states depresses themerically solved the coupled Wigner-Poisson equations.
MQW energy level, thereby postponing the increase of théBased on our numerical results, a time-dependent energy-
current again. When the energy level in the MQW ap-level coupling model is presented to explain two long-time
proaches the three-dimensional energy, there is a large inmnsolved resonant tunneling device physical problems: the
crease in current that marks the rapid ascent to the paak origin of hysteresis and plateaulike structure in ithe curve
characteristic value, where the MQW energy level alignsof RTS’s and the origin of the intrinsic high-frequency cur-
with the energy of the three-dimensional states in the emitterent oscillation in the RTS at fixed bias voltages. We believe

(Ansued fiepunog)/AiisuaQ

V. CONCLUSION
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that these two questions are different aspects of the sanigas-voltage region of the current plateaulike structure. The
problem. In our theory, the plateaulike structure in th¥  above-stated two problems have been successfully and self-
curve is created by the coupling between the energy levels ibonsistently explained. Our theory also gives a detailed ex-
the EQW and MQW; the strength of the coupling determineslanation on the current transition between the high-current
the average slope of the plateaulike structure; the hysteresigate and lower-current state. Based upon our theory, a new

of the [-V curve is the result of the coupling between the pias-voltage region in which the current oscillates can be
energy level in the MQW and the conduction-band edge ofyredicated®

the emitter and the three-dimensional states in the emitter;
the intrinsic high-frequency current oscillation is a reflection
of the wave-corpuscle duality of electrons and the coupling
between the energy level in the EQW and that in the MQW.
The charge buildup in the MQW is not the fundamental The work at Stevens Institute of Technology was sup-
cause of the hysteresis and plateaulike structure intkfe  ported by the U.S. Office of Naval Resear@@ontract No.
curve of RTD. The time average of the oscillating current isN66001-95-M-3479 and by the U.S. Army Research Office
not the cause of the creation of the plateaulike structure iiContracts No. DAAH04-94-G0413 and No. DAAG55-97-
the -V curve since the oscillation is quickly damped in the 10355.
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