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Intrinsic inhomogeneities in superconductors and the pseudogap phenomenon

Yu. N. Ovchinnikov! S. A. Wolf?2 and V. Z. Kresini
YL andau Institute for Theoretical Physics, Russian Academy of Sciences, Moscow 117334, Russia
°Naval Research Laboratory, Washington, DC 20375-5000
SLawrence Berkeley Laboratory, University of California, Berkeley, California 94720
(Received 15 August 2000; published 24 January 2001

High-T. oxides are intrinsically inhomogeneous materials. The density of states is evaluated for such an
inhomogeneous system, and it displays a gap structure alffu@seudogap Thus, the pseudogap phenom-
enon can be caused by an inhomogeneity of the metallic phase. As a result, the critical temperature is spatially
dependent. Various types of nonuniform structure are desctibedmogeneous carrier distribution, nonuni-
form distribution of pair breakeysThe transition to a dissipationless staR=(0) corresponds to the perco-
lation threshold.
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[. INTRODUCTION imagine the sample containing regions with different values
of local critical temperature1¢). Of course, for some of
The problem of the pseudogap in the highcuprates has  them TL>T_, whereT, is the average value of the critical
attracted a lot of interest. Indeed, the existence of a gagmperature.
structure, which is a precursor to the dissipationless state Consider the case when these regions form small clusters
belowTc™ (T¢™is the resistive transition to the superconduc-iith |ocal critical temperatur@®, that is larger thaiT s (Fig.
tive state so that the resistanBe=0 at T<T¢™ is unusual 1), These clusters are embedded in a normal metallic matrix
from the point of view of the conventional theory of super- aboveT'®S, If the distance between the clustdrsexceeds
conductivity. The pseudogap has been observed for a broagme valueL, (the criteria will be introduced belowthen
range of temperatures abo¥g™® (up to the pseudogap tem- the compound is in the normal resistive state. At the same
peratureT?) using various experimental techniques, such asime, in the regionT.>T>T®, pairing still exists in the
tunneling (see, e.g., Refs. 133 photoemissioft’ heat  clusters, which manifests itself in spectroscdpgeudogap
capacity;”® NMR,® and spectroscop¥. ** The most direct 5 diamagnetic moment abovE®, heat capacity(loss of
opservation .is_provided by tunneling spectroscopy, Whidbntropy, etc.
displays a dip in the measured density of states. One should emphasize an important aspect of this sce-
Understanding the nature of such a peculiar phenomenogario we described. The clusters are not isolated but are em-
as a gap structure abovg is of definite interest. Of course, pedded in the normal metallic matrix. As a result, the prox-
the presence of an energy gap, that is the discrete structure FP:flity effect between the cluster and the matrix plays a very
the energy spectrum, has several causes, some not even j@portant role and has to be directly included in the analysis.
lated to superconductivity. But we think that the continuousthe proximity effect imposes serious restrictions on the scale
smooth change of the gap structure while crosdifig(see,  of inhomogeneites, and on the distance between clusters.
e.g., Refs. 1-B as well as the recent observation of the  There are two possible scenarios for the inhomogeneites
isotopic dependence af; , similar to that forT¢>,**implies  of interest:(1) an inhomogeneous distribution of pair break-
that the gap structure aboV&™ is related to the gap param- ers (as is known, the presence of a pair breaker leads to a
eter in the dissipationless stateTat Tg > local depression i), and(2) an inhomogeneous distribu-
We think that the appearance of the pseudogap is due totéon of carriers leading to a spatial dependence of the cou-
peculiar, intrinsically inhomogeneous structure of the comling constantx\=X\(r). Below we will consider both sce-
pound. We stated our point of view briefly in Ref. 15. Here narios.
we present a more detailed analysis and some new results. As temperature decreases towaldS’, the region occu-
The structure of the paper is as follows: Sec. Il describepied by clusters is growing antl° corresponds to the per-
our theoretical approach. At first, we present a qualitative
picture, and then we focus on a detailed theory for two pos-
sible scenarios of inhomogeneity. Section Ill contains an C::)

analysis of experimental data and a discussion.

Il. THEORY O

A. Qualitative picture: Two scenarios

Consider an inhomogeneous superconducting compound.
Inhomogeneity leads to a spatial dependence of the critical FIG. 1. Inhomogeneous structure. “Islands” are characterized
temperature, so that.=T.(r). As a result, it is realistic to by values ofT.’s higher than the matrix.
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colation threshold, that is, to the formation of an infinite use the method employed by us in Ref. 16 for the calculation
cluster. This cluster forms the channel for a macroscopiof the diamagnetic moment for an inhomogeneous system

superconducting current. aboveT{®. According to Ref. 16,
As was noted above, the presence of local superconduct-
ing regions within the interval;>T=T/ leads to a dia- IN(TYTE)=W[0.5+ (T, +\ )27 T]-¥(0.5. (2

magnetic moment aboVE;>. This problem was considered

by us in Ref. 16. In this paper, we focus on the pseudoga'g'ere* TY is the critical temperature in the absence of pair
phenomenon. Let us turn to a more detailed evaluation, ~ Preakersthis is an “intrinsic” value of T introduced by us
in Ref. 22, I', is the value ofl’ outside of the inhomoge-

neous regior(grain), and\ is the minimum eigenvalue of
the equation

Our goal is to evaluate the density of states, because the
energy gap structure should be directly reflected in the shape —[(D/2)d% =T (r)]Ag=(N1+T.)A,. 3
of the density of states. Let us consider first the case of an
inhomogeneous distribution of pair breakers. As we know, For concreteness, consider the case whégn) is de-
magnetic impurities act as pair breakéf$® The pair- scribed by the following dependence:
breaking effect leads to a depressiorTin, so that the value
of T, depends directly on the impurity concentratiog,. I'=T.(p>po), T'=To(p<po). (4)
As a result, an inhomogeneous distribution of magnetic im- . . .
purities leads to the dependentgr). Some regiongclus- Here, po is the radius of the small region. Assurig,

ters with a small concentration of impurities have a higher<r°“ so that the Lreglorpo is characterized by a higher
L= value of localT,=T;.
value of T;>T..

Below we consider the case sfwave pairing. Note, that Then, (see Ref. 15
for the d-wave picture, the pair-breaking effect is also quite Ay=6T+7, (5)
important, but the scenario looks even stronger, because in
addition, nonmagnetic scatters also act as pair breakers. where
We employ the method of integrated Green’s functions
that was developed by Eilenberdérand independently by -or=r,-ry (5"
Larkin and Ovchinnikov° (see review in Ref. 21 This
method is very convenient for treating an inhomogeneou§nd
system. This method was used by us in Ref. 16. 5
The main equations have the form: y=0.8D(zy/po)". (5")

B. Main equations and density of states

Z, is the lowest zero of the Bessel functidg(z). As a

o’ +pgP=1, (1) IN(TYTL) =W[0.5+ (T + y)/2aTL]-¥(0.5.  (6)

, Using this equation and the expressionn(TYT'S)
AZZ”T)‘;;O Blwn). @) =W[0.5+ /T !S]—¥(0.5), whereT !> is the critical tem-
! perature of an isolated grain, we obtain the following equa-
Here, @ and B are the usual and pairing Green'’s functionstion for T'C':
averaged over energyA is the order parameterg,

=(dldr), wy=(2n+1)7T, andT =71, 7 is a spin-flip In(T!S/TS) =W[0.5+(Tg+ y)/27TE]
relaxation time(for the magnetic impurities’ Of course a, <
B, and A are spatially dependent functions. It is essential —W(0.5+o/27Te), (7

that, because of an inhomogeneous distribution of magnetic . ' .
impurities, T is a spatially dependent quantity, so tHat Wherey is defined by Eq(5). One can see directly from Eq.

L . is . .
=I'(r). We consider the “dirty” case, so th@ is the dif- g) tr:attrt]he \r/a:(lijriri: 'S f?eptr(;stsv?ld rsltar;uverfbi;, igdt;hlfnlstrix_
fusion coefficient. The Green'’s functions and 8 are nor- thue ? xi(ranipt) 0 ff %/ie dec r?b ji the 9 ar r;l ; € matrx,
malized by the functioryy, that is, by the value of in the € pro y effect is described by the parameje
normal state. Let us turn to calculation of ,the der_15|_ty of s'_[ates. The

Our goal is to calculate the density of statgs It will be order parameter and the Green's functigin the first ap-

; ; 6
shown that, indeedy displays a pseudogap phenomenonprox'matlon have the forrif
(see below. At T=T%, the order parameteA becomes A=CA.:
— - 0
equal to zerdthenvs=1,,).
Let us start by calculating the local value of the critical whereA, is the normalized solution of Eq3).
temperatureT ; this will allow us to explicitly separate the The dependenc€=C(T) can be evaluated with the use of
impact of the proximity effect. In order to evaluaté, we  higher terms ing and is described by relation

B=CAg(w+N+T.,) "%, 8
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CAT)=A(T)[IN(TE/T)+ W (0.5+ N /27 Ty) N
—W(0.5+\/27T)] 9

A Y T)=4=T) V' (0.5+\2a7T)+ (N 4wT) e X
XW"(0.5+ N27T)]— (D/2(27T)?) p

X" (0.5+ )\IZWT)f dpA2(aA,/dp)2, /

wherex=N\;+1T... 1
As was mentioned above, our main goal is to evaluate the

average value of the density of states that is, (v) !

=Re(a). It is natural to assume that neByr the deviation of @) wp »

the Green’s functiorx from its normal value inside the ma-

trix is caused by the proximity effect and is small. As a v

result, we arrive at the following expression for the average

value of a:

(@)=1—(nLC?%2)[\2— w?+2iNw](\2+ w?) 2. (10) 4 RN

Here,C=C(T) and\; are determined by Eq$9) and (5), /
n. is the concentration of superconducting clusters /
(“spots™). The density of states is definée)=Re&(«) and /
can be determined directly from E@L0). The density of /

states is peaked near the valwe=I'=w, [see Fig. 2a)]. /
One can see directly from E¢LO) and Fig. 2a) that there /

is a “softening” of the low-energy part of the density of

states, and this is a manifestation of the pseudogap phenom-

enon. . s . FIG. 2. The behavior of the density of states for different types
If the temperature is aboVE;*and increases toward§ , of inhomogeneites. The dashed line corresponds to higher tempera-

(TE=maxT IE}) then C?—0 [see Eq.(10)], and the differ- ture. (a) Density of states for an inhomogeneous distribution of pair

ence A v= vy unin—0. At the same time the position of breakers(b) Density of states for an inhomogeneous distribution of

the peak is independent @f This feature is very specific for carriers and, correspondingly, the coupling constants.

a pseudogap phenomenon caused by an inhomogeneous dis-

(b) @

tribution of pair breakers. po is the radius of the spot. In order to determine the transi-
tion temperature of the clustdf'spot”), we consider the
C. Inhomogeneous distribution of coupling constants linearized Eq(11):
In this section, we consider the case when the coupling b
constant is spatially dependent=\(r). Here, the set of -1 _
: ; : —Bo+ = =0.
equations for the integrated Green’s functions has a fafm A=peo 2 Lo~ "l op(paplop)]=0 (12
Eq. (1]

Based on Eq(12), we can write for the region inside the spot
aA—Bo+(DI2)[a(d?Blar?) — B(d?al dr?)]=0,
B=B—(B;/2)p% Ay=DB;+ wB, (13

a®+B2=1; A=2xT|\(r)] ZO B(w). (1) whereB,B; are some constants, arg, is the value of the
“n order parameter gi=0.
For the regionp>pq (matrix) where A=y, one can

Equations(11), similar to Eq.(1), determine the spatially write

dependent functiong, B, andA. As was mentioned above,

we focus on a layered conductor and, in a first approxima-

tion, we neglect the interlayer hopping and consider a two- —AK /2_w (14)
dimensional system. We also assume that the spatial depen- B PN

dence of\ is such that in some small region it has a large

value, so that whereKg is the Bessel function andl is a constant.
With the use of continuity conditions, we obtain the fol-
N=No(p>po); A=A1(p<pg); A1>Ap. lowing values of the constants, B, andBy:
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A=(Ap/w)f(a); B=(Ag/w)g(a), (15
f(a)=[Kq(a)+aKy(a)] ™™, (15)
g(a)=[Ko(a)+(a/2)Ky(a)]f(a). (15")

Here,
a=a(w,)=po2w,/D)Y% a=(al2)+(2/a). (16)

PHYSICAL REVIEW B63 064524

pressed in the regiom<w,, so that the total number of
states is conserved. This suppression is a direct manifestation
of the pseudogap.

Note that an increase in temperature—Ty (T
zmaxTCL) is accompanied by decrease &{0,T) [see Eq.
(19)] and, consequently, by the shifiowards tow=0) of
the peak position in the density of stafésg. 2(b)].

Herein lies a major difference between two scenarios con-
sidered in the present paper. In both cases, we are dealing

As a result, we arrive at the following expression for thewith the appearance of the pseudogap. However, if it is due

transition temperature of the clustef :
0L 1
In(TeTe)=2aT >, —[1-g(a)], (17)
wp>0 Wn

whereg(a) is defined by Eq(5"). Here T? is the critical

temperature of the bulk superconductor with coupling con

stant\;. One can see directly from Eql7) that, indeed
TE<T?, that is, the proximity effect between the cluster (
<po) and the matrix leads to decrease Tp; TC corre-

to an inhomogeneous distribution of pair breakesse Sec.

Il B), the peak position does not depend on temperature as
T—Tg (the depth of the pseudogap is getting smaller
whereas the present cage=\(r)] is characterized by a
continuous shift of the peak position and corresponding de-
crease of the pseudogap region. Real superconductors can

combine both factors.

Ill. EXPERIMENTAL DATA: DISCUSSION

sponds to the absence of the proximity effect. Note that the

measured quantity i$; .

The phenomenon of the pseudogap has been observed in

As was noted above, our goal is to evaluate the density danY studies, e.g., Refs. 1-14. The most direct technique to

states. It will allow us to conclude whether or not there is
gap structurd“pseudogap’), that is, a softening in the den-

sity of states at low energies. We focus on the regign

<T<Tg. If the region occupied by the clusters is small

thenT, =T, whereT"*' is determined by the coupling con-
stant\y. The density of statesxRea. The functiona for

a

observe the pseudogap is tunneling spectroscopy, which
measures explicitly the density of states. Such experiments
were described in Refs. 1-3. There are also interesting pho-
toemission dat&’® the observation of a loss of entropy in

» heat capacity measuremefité infrared spectroscopy data,

and a decrease in nuclear relaxation in the normal &tate.
According to our approach, the appearance of the

the matrix slightly deviates from the normal value and, in apseudogap is due to intrinsic inhomogeneites that lead to the

first approximation, can be written in the form:
a=1-p?%2=1-(A(0)%2w?)K(a)
X[Ko(a) +3aK4(a)] 2, (18)

wherea anda are defined by Eq(16); recall that the func-
tion « is normalized to its normal valuey . As was noted
above,A,=A(0,T) is the value of the order parametermat
=0. The temperature dependent¢0,T) can be obtained
from Eqgs.(11) and(18), and is described by the relation

~ \1/2 ~\ 1/2
Az(o,T)=w2[(Tg)2|n2(%) —T2|n2<$) ]/| (19

Here, ®=D/(mp3), and | =[7dyyIn®y(1+Iny) *=1.055.
One can see that, indeed(0,T)—0 asTHT'g.

The average density of statés)x(Reca) can be calcu-
lated with the use of Eq$18) and(19), and the correspond-

ing analytical continuation. The result of the calculations is

existence of regionsgclusters with values of IocaITC=T'c'

higher thanT.=T¢>. We described above two possible sce-
narios of inhomogeneity(l) an inhomogeneous distribution
of pair breakers, an®) a spatial dependence of the coupling
constantA=A(r). Both scenarios lead to a pseudogap, but
they each have distinctive behaviors of the peak positions
(see above

The density of states and its temperature dependence were
directly measured by tunneling spectroscopy in Ref. 1. One
can see directly from the dataee Fig. 1 in Ref. ]l that the
gap structureg(pseudogappersists abovd ., but the peak
position does not depend on temperature. This is in a direct
correspondence with the first scenario discussed atsre
Sec. Il B and, therefore, indeed, for the Bir,CaCyOg, 5
sample studied in Ref. 1 the pseudogap phenomenon
is caused by an inhomogeneous distribution of the pair
breakers.

An interesting interlayer tunneling spectroscopy for over-

presented in Fig. 2. The density of states is peaked in thdopPed BiSpCaCyOg, 5 compound was described in Ref. 2.

region w,<w<D/p§, where

wp=mNpeA%(0,T)/4D. (20)
In this region{a) has a form
(a)y=1+mnepSA%(0,T)In(2/a( w))/4D? (21)

Here,n. is a concentration of the clusters wikh=\, and
a(w) is defined by Eq(18). The density of states is sup-

The author$also observed the occurrence of the pseudogap
below 150 K, that is at much higher temperatures than the
resistiveT,=87 K. The datd, like Ref. 1, is also consistent
with the picture of an inhomogeneous distribution of pair
breakers. The break junction technique was employed in Ref.
3 for T>T® to study the(Bi,Pb),SLCaCu014, 5 COM-
pound. A slight shift in the peak position ds- T} reflects
the presence of some inhomogeneityaof

The proximity effect leads to restrictions on the scale of
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the regions, namely, on the size of the superconducting clusreasing Ag thickness mimics the phase diagram of the cu-
tersp=§&,= th/27th; otherwise, the proximity effect will prates with doping. The mean-field transition temperature.re.—
destroy the pairing. On the other hand, in the pseudogapeémbles the pseudogap onset temperature and the resistive
region (T*>T>T"® the distance between the clustdrs T. resembles the superconducting transition temperature,

= ¢y=hve/27T; then we are dealing with normal transport with t.he mear_1—.field transition temperature lying above the
(R#0). resistive transition.

L ; .. We believe that the results on the Pb/Ag artificial inho-
The pseudogap region is characterized by a normal res'Smogeneous superconductor model the behavior of the cu-

tance R#0), because the distance between the supercon- - :
) : . . rates. The cuprates are doped substitutionally and inhomog-
ducting clusters is large and there is no macroscopic supel-

ducti t below N thel ¢ nously. At some concentration of doping there are regions
conducting pattisee below Nevertheless, one can expec awith a high enough concentration of carriers to locally super-

frequency-dependent superconducting response of the Clusgnqgyct and therefore reduce the low energy density of
ters. As we know, the conductivity=o(w) in the Super-  giates. The evolution of these islands into a percolating re-
conducting state has the formr=o,+io, 02,=ns, Where  sjstanceless state would resemble the percolating proximity
ns is the “superfluid” density. Recent microwave coupling described above. It is not then surprising that the
measurement$ show that in the pseudogap regiofcC  phase diagrams would be nearly identical.
<T<T}) 0,#0 and this is consistent with our picture. We  The pseudogap region is characterized by the coexistence
will analyze the microwave response in detail elsewhere. of normal resistance and the gap structure, and it is due to an

The presence of superconducting clusters can also comptrinsic inhomogeneity of the system. The question arises
tribute to the diamagnetic response of the sample afife ~ @bout the dynamics of transition to the dissipationless state
Such response, indeed, has been observed a'bpfmf the with R=0 asT decreases towards ﬁes. ACCOI‘ding to our
overdoped Tl-based cuprate.Based on the described approach, the system contains regions with varibus. The
model, we calculated the diamagnetic moment and its temdecrease ifT towardsT; " is accompanied by the formation
perature dependenc¢®jn good agreement with the defta. of new superconducting “clusters” and by their growth.

The pseudogap is most evident in underdoped cuprateghis is a percolation picture ant® corresponds to the per-
and inhomogeneities in this region of the phase diagram haveolation threshold. According to the percolation the(ge,
been observed in a number of experiments. Scanning tunnet.g., Ref. 29 this threshold is related to formation of the
ing microscopy (STM) at low temperatures into cleaved infinite superconducting cluster. Formation of such a cluster
single crystals of BiSrCaCu@Ref. 25 has revealed the allows us to observe a macroscopic superconducting current
presence of large variations in the tunneling conductérese  with R=0 and phase coherence within such cluster.
flecting large variations in the superconducting )gd@pend- A similar percolative scenario was introduced by Gor’kov
ing on the position of the STM tip. This variation was more and one of the authofto describe the properties of man-
pronounced in samples with lower resistive transition tem-ganites. Note that a similar approach can be used in order to
peratures than those wifli’s closer to the optimally doped describe the evolution of the system as a function of the
93 K.26 Of course, it will be necessary to map out in detail doping level at fixed low temperature.
this variation of the density of states above the resistive tran- One should stress that usual inhomogeneous picage,
sition in the pseudogap temperature region to determine i€.g., Ref. 31 implies the coexistence of the metallic and
experimental evidence fdocal superconductivity persists in insulating phase§hase separati¢nin this paper, we focus
underdoped BiSrCaCuO above the resistive transition. Resn an additional and different aspect, namely, on the inho-
cently, anomalous diamagnetism above the resistivhas  mogeneity of the metallic state. This leads to the coexistence
been observed in underdoped YBaCuO from magnetizationf superconducting and normal metallic regions similar to
and Cu NMR-nuclear quadrupole resonance relaxatioproximity systems.
measurement¥. This diamagnetism has been observed well According to Ref. 32, the Na-doped W@ompound is
into the pseudogap regime but did not seem to persist aboweharacterized by a diamagnetic moment and by a decrease in
the maximum knownT, for YBaCuO, at least within the resistance. Afterwards, interesting studies were described in
sensitivity of the reported measurements. Ref. 33. Moreover, recent STM spectrosctplyas revealed

We have recently learned about another interesting serigbe dip in the density of states, that is, the gap structure.
of measurement® in which an electrically discontinuous Probably, this system is inhomogeneous and contains surface
(insulating Pb film is covered with increasing thicknesses of superconducting “islands.” This corresponds to an inhomo-
Ag. The Ag act to couple the superconducting Pb grains viageneous picture described above.
the proximity effect. The resistive transition, as well as tun- The inhomogeneous structure of the cuprates has been
neling spectra, has been taken on a series of these films. Tldserved with the use of neutron diffraction technigtré.
most insulating film has no resistive transition but a full PbRecently, we have learned about one such interesting
gap as revealed by the tunneling spectra. This gap is reducetudy>® According to Ref. 36, the underdoped region is very
as silver is added reflecting the decrease in the meanTiield inhomogeneous and the compound becomes more homoge-
of the Pb grains. At some point, the composite film becomeseous if we move towards optimum doping and above. Such
continuous and superconducting with a low resistive transia picture is totally consistent with our scenario for the
tion temperature. The evolution of the mean-field transitionpseudogap, because, as we know, this phenomenon is par-
temperature and the resistive transition temperature with inticularly strong in the underdoped region.
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As was mentioned above, recently we learned about theonducting phase diagram, including the nature and tempera-
STM measuremerfts®’ performed at different locations of ture dependence of the pseudogap.
the BiSrCaCuo compoun¢at T=4.2K). The energy gap
defined as a distance between the peaks of the density of ACKNOWLEDGMENTS
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