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Calculations of the susceptibility of interacting superparamagnetic particles
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A model of the magnetic properties of a dispersion of interacting superparamagnetic particles in a solid
matrix is presented. The model uses Monte Carlo techniques and is capable of predicting the time and
temperature dependence of the magnetic properties. The model is applied to the study of the magnetic behavior
of a cobalt granular system, particularly the low-field susceptibility. It is shown that strongly interacting
systems at high density exhibit non-Langevin behavior and give a strongly nonlinear variation of susceptibility
with packing density. The temperature dependence of the initial susceptibility shows the characteristic peak
observed experimentally, with the peak temperature increasing with packing density. The field cooled~FC! and
zero field cooled~ZFC! magnetization are also studied. The field dependence of the FC magnetization is shown
to depend on the interparticle interactions and also on the orientational easy axis distribution. The FC magne-
tization is found to exhibit a peak resulting from the interactions. This behavior is finally related to the energy
barrier distribution of the system~and its dependence on the interactions! using the temperature decay of
remanence. It is also shown that the remanence calculated from the complete hysteresis loop at each tempera-
ture differs from the values obtained by increasing the temperature of a system initially at saturation rema-
nence. The evolution of magnetic properties as a function of the magnetic state and history points to the
importance of collective phenomena. Calculations of a spin-spin correlation function show the existence of a
state with short-ranged order at low temperatures.
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I. INTRODUCTION

The magnetic properties of a fine particle system
strongly dependent on the interactions between the partic
Clearly the magnetostatic interaction between particles m
be expected to be significant, especially at high densities
addition, in materials consisting of magnetic particles in
conducting~nonmagnetic! medium, the possibility exists of a
reduced exchange coupling between the grains. The eff
of interactions are, in general, complex. A number of pre
ous analytical treatments have been carried out.1–7 In par-
ticular, the effects of interactions on the dynamic~relax-
ational! behavior have been studied, and the results app
for example, to the understanding of the variation of t
initial susceptibility with temperature. However, it is cle
that these approaches involve significant approximatio
whose actual effects are not easy to determine. There e
considerable discussion in the literature as to the correct
proach. Within this context there would appear to be a n
for computational studies to provide results on ‘‘model’’ sy
tems for comparison with analytical theory, and with expe
mental data. Chantrellet al.8 developed a Monte Carlo
model and studied the hysteresis properties of systems
duced by the solidification of ferrofluids. In this case a sta
dard Metropolis type MC model was used to predict t
microstructure of the ferrofluid which was assumed to
frozen in when the ferrofluid was solidified. These calcu
tions showed that in strongly interacting systems some ph
separation is possible which leads to the presence of ag
gates even in systems of low packing density. The reman
state was shown to be strongly dependent on the magn
0163-1829/2000/63~2!/024410~14!/$15.00 63 0244
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static interactions between particles. Anderssonet al.9 have
used a similar Monte Carlo model to investigate theoretica
the behavior of a collection of interacting particles. The s
tem was assumed to be monodispersed, but some diso
was introduced via a random orientation of easy axes and
a random placement of particles in the computational c
Calculations of the dynamic susceptibility were made, le
ing to the prediction of a collective magnetic state, which
reflected in the appearance of magnetic aging, manifeste
a dependence of the slow dynamic behavior on the ‘‘wait
time’’ after quenching to a low temperature before the pro
field is applied. This effect has also been observ
experimentally.10 MC calculations were also carried out b
Kechrakos and Trohidou11 of the hysteresis behavior of in
teracting fine particle systems. This work shows a comp
behavior, dependent on the detailed balance between the
isotropy and interaction energies, for example a purely di
lar system~zero anisotropy! was shown to exhibit an in-
crease in coercivity at low packing density, leading to a pe
at the percolation threshold.

The effects of interactions on the magnetic behavior
fine particle systems were reviewed by Chantrellet al.12 Es-
sentially, the behavior of such a system is dominated b
critical diameter which determines the transition from reve
ible superparamagnetic~SPM! to irreversible or thermally
stable~TS! behavior. For a system of particles with uniaxi
anisotropy and easy axes aligned with the field there ex
an energy barrier to magnetization reversal given byEb
5KV(12H/Hk)

2, where H is the applied field,K is the
anisotropy energy density, andV is the particle volume.Hk
52K/I sb ~with I sb the saturation magnetization of the bu
©2000 The American Physical Society10-1
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material of which the particles are composed! is the anisot-
ropy field. Hk is essentially the intrinsic coercivity of th
particles, i.e., the coercivity in the absence of thermal a
vation. At a nonzero temperature, there exists the probab
of a thermally activated transition over the energy barr
This process gives rise to a characteristic relaxation t
given by the Arrhenius-Neel Law13

t215 f 0 exp~2Eb /kT!, ~1!

wheref 0 is a frequency factor, of the order of the precess
frequency of the magnetic moment, often taken as 109 s21.
In zero field, setting the relaxation time equal to some ch
acteristic measurement timet leads to the expressionVc
5Ln(t f 0)kT/K with Vc a critical volume for SPM behavior
The rapid variation oft with Eb is responsible for a separa
tion of the magnetic behavior into two distinct ‘‘phases;’’ th
SPM phase forV,Vc which, havingt@t is able to achieve
thermal equilibrium, and conversely the thermally sta
~TS! phase which exhibits irreversible magnetic behavi
The measurement most clearly illustrating the change fr
TS to SPM behavior is the temperature dependence of
low-field susceptibility. Here, the gradual change from TS
SPM behavior with increasing temperature results in a ch
acteristic susceptibility peak occurring at a temperat
which increases with the packing density of the particles

Clearly the relative balance of the two phases is resp
sible for determining the magnetic behavior of the syst
and the properties of each phase must be simulated with
physically meaningful model. It is also important to note th
the two phases cannot be considered in isolation, sinc
general their behavior is linked by the interparticle intera
tions. The theoretical description of both SPM and TS pha
requires very different approaches. Here, we develop
Monte Carlo model, based upon the calculation of transit
probabilities, which is able to predict the behavior of a ge
eral fine particle system consisting of any arbitrary value
the SPM and TS fractions. As a consequence the tempera
and time dependence of the magnetic properties are natu
included.

It is the aim of the current paper to present the results
a computational study based on a model of an interac
fine particle system using Monte Carlo techniques. T
model is applied first to a study of the initial susceptibili
and its dependence on packing density. Further calculat
of the variation of susceptibility with temperature are a
carried out, in order to provide a more detailed picture of
interaction effects. This aspect of the investigation is also
importance since there exists a substantial body of exp
mental evidence to suggest that interactions have a st
bearing on this property. Finally, we relate these results
the underlying energy barrier distribution of the system, a
especially its dependence on interparticle interactions.

II. THE MONTE CARLO MODEL

Fundamentally, magnetization reversal proceeds via t
mal activation over the anisotropy energy barrier. Howev
the energy barrier is dependent upon the interparticle in
actions. In this model thermal effects are introduced via
02441
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Arrhenius-Neel relaxation time, with an energy barrier d
pendent on the local field, by means of which interacti
effects are introduced. Given that interactions are introdu
by means of a local field, the model cannot correctly ta
into account strong collective modes of magnetization rev
sal which may occur in highly ordered systems, and is th
most applicable to materials with some local disorder, in
which category many fine particle systems fall. In this stu
we consider systems with disordered microstructures.
model consists of a cubic cell in which the positions of t
particles are generated randomly with the constraint that
ticle overlap is not allowed. This was achieved by assign
(x,y,z) coordinates uniformly in the range 0,a,L with a
the coordinate andL the size of the cubic computational ce
Assignments leading to overlap with an existing partic
were rejected and a further trial made. A particle size dis
bution was introduced, with the particle sizes being selec
according to a lognormal distribution function. In order
achieve high packing densities the particles were assigne
the cell in decreasing order of particle diameter, allowi
smaller particles to occupy the interstitial sites between
larger particles. The anisotropy easy axes were gener
randomly in 3D, i.e., with a probability for the polar ang
p(ua)5sin(ua) and a uniformly random distribution of th
equatorial axisfa . Periodic boundary conditions were ap
plied in 3D in order to remove boundary effects.
The total energy of a particle can be written as

E5KV~e"m!22m3HT , ~2!

where the unit vectorse and m represent the orientation o
the local anisotropy easy axis and the magnetization res
tively, and the calculations are done in polar coordinat
specificallym5m(u,f). The total local fieldHT acting on
each particle is the sum of the applied field and the dipo
field arising from the neighboring particles, given by

HT5Haẑ1(
iÞ j

F3~mj•r i j !r i j

di j
5 2

mj

di j
3 G , ~3!

where the applied field is chosen to be along thez axis. The
second term of Eq.~3! represents the vector sum of the tot
dipolar fields arising from neighboring particles.r i j 5di j r̂ i j
is the position vector of the particlesi relative toj wherer̂ i j
is a unit vector in the direction of the particle separationdi j .
The dipolar field is calculated within a spherical volume d
fined by a cutoff radius chosen to be at a distance six tim
the mean radius of the particles. In the systems conside
here, extension of the cutoff range had no significant eff
on the predictions of the calculations, consistent with
results of Anderssonet al.9 Long-range magnetostatic inte
actions were introduced using an effective field term.

The behavior of small SPM particles~for which the en-
ergy barrier was<3kT) was simulated using a standard M
tropolis algorithm.14 The total energy of a particle within th
cell ~anisotropy and Zeeman! is given from Eq.~2! by

E5KV sin2 a2mHT cosb, ~4!

where the first term represents the anisotropy energy~un-
iaxial! and the second term the total Zeeman energy~includ-
0-2
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CALCULATIONS OF THE SUSCEPTIBILITY OF . . . PHYSICAL REVIEW B 63 024410
ing the applied and interaction fields!, with m the magnetic
moment. The anglesa and b represent the angles betwee
the moment and the easy axis and the total field acting on
particle, respectively.

The Metropolis algorithm proceeds by changing the m
ment orientation of each particle by a random amount
allowing the change with a probability min@1,exp(2DE/
kT)#. For each particleu and f are incremented randoml
and the total field is calculated using Eq.~4!, allowing the
energy changeDE to be calculated. After a number of suc
moves the system evolves into a thermal equilibrium c
figuration characteristic of the behavior of SPM particles,
in this case taking into account interactions via the lo
field, which of course introduces a coupling between
SPM and thermally stable components of the magnetizat

It is important to note that the SPM behavior persists
to large energy barriers~typically, for a measurement time o
100 s up to a value of 25kT!. Essentially this creates diffi
culties for the standard MC approach, since a momen
likely in practice to become localized in one or other of t
energy minima resulting in apparent nonequilibrium beh
ior as an artifact of the unreasonably large number of Mo
Carlo moves necessary to achieve equilibrium. Although
principle the SPM system would achieve thermal equil
rium, the computational time required is prohibitively lon
due to the small transition probabilities involved. Essentia
for large energy barriers we can consider the particle a
two-state system, since the orientational distribution of
magnetic moments is clustered around the energy mini
SPM behavior is a result of the rapid transitions between
minima, which allow thermal equilibrium to be achieve
Consequently an improved approach to the computatio
treatment of SPM particles with relatively large energy b
riers can be derived by consideration of the relaxation of
magnetic moment described in general terms by the ma
equation for a two-state system15

dn1 /dt5n2 /t212n1 /t12, ~5!

wheren1 andn2 are the numbers of particles in states 1 a
2, andt12 andt21 are the relaxation times between the tw
states. It is straightforward to show that the solution of E
~5! leads to a time dependent probability of the form

pi~ t !5t i j
21/t211@pi~0!2t i j

21/t21#exp~2t/t!, ~6!

where pi is the probability of occupation of statei, and
t215t12

211t21
21 is the total relaxation time for the system

The condition for thermal equilibrium~SPM! behavior in
this case ist/t>1, leading to the expression

pi5exp~2Ei /kT!/@exp~2E1 /kT!1exp~2E2!#, ~7!

where Ei is the energy of statei. Using the standard MC
technique of importance sampling it is easily possible to g
erate the correct populations in each state. However,
master equation approach does not include the inevitable
tribution of the magnetic moment about the local ene
minimum. In our simulations, we carry out standard M
moves about the minimum in order to achieve a correct th
modynamic description of the magnetic microstate. It sho
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be noted that the master equation approach works well d
to energy barriers'3kT. For energy barriers approachin
this value, the distribution of magnetic moments around
energy minimum becomes significant. Essentially, the inc
sion of MC moves around the equilibrium position ensure
smooth transition into the separate computational appro
used forEb<3kT.

The magnetization reversal for a blocked particle tak
place by a transition over the energy barrier. This is mode
by calculating the transition probability given by

Pr512e2tm /t, ~8!

wheretm is the measuring time andt is the relaxation time.
In generalt21 is given by the Arrhenius-Neel law@Eq. ~1!#,
whereEb(HT ,c̄), the height of the total energy barrier fo
reversal is a function of the particle orientation. Herec̄ rep-
resents the orientation of the easy axis with respect to
total field. The angular dependence is specifically includ
because the model allows any arbitrary orientational dis
bution of easy axes and consequentlyEb also depends onc̄.
The frequency factorf 0'109 s21 is taken as a constant sinc
this factor is slowly varying with field and the behavior o
the relaxation time is dominated by the exponential functi

A simple analytical expression for the energy barr
when the easy axis is oriented at an angle with respect to
field is not obtainable. However in this case an approxim
expression forDE(HT ,c̄) has been given16 as

Eb~HT ,c̄ !5KV@12hT /g~ c̄ !#k~c̄ !, ~9!

where g(c̄)5@cos2/3 c̄1sin2/3 c̄#23/2 and k(c̄)50.86
11.14g(c̄). Equation~9! was used to calculate transitio
probabilities via Eq.~8!. A transition was allowed with a
probability Pr by generating a random numberx(0,x,1)
and allowing reversal ifPr.x.

For particles which make the transition it is necessary
determine the new direction of the energy minimum. Th
was achieved by rotating our coordinate system so that
local field was along thez axis, thereby simplifying the lo-
cation of energy minima.

In small fields such that the moment lies close to the e
axis the S-W equation has an approximate analytical solu
which is17

āmin5sin21S hT sinc̄

11hT cosc̄
D , ~10!

whereāmin is the angle between the applied field and ma
netic moment in the rotated co-ordinates. Previo
calculations18 have shown that Eq.~10! is approximately
valid over a large field range. Where necessary the solu
for āmin was refined numerically using the Newton-Raphs
technique, requiring generally at most two iterations
achieve sufficient accuracy. After the determination of t
energy minimum the direction was transformed back to
original coordinate system. As mentioned previously therm
activation leads to a Boltzmann energy distribution with
0-3
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R. W. CHANTRELL, N. WALMSLEY, J. GORE, AND M. MAYLIN PHYSICAL REVIEW B63 024410
the energy minimum. Consequently, following the transf
mation back to the original coordinate system, standard M
tropolis MC moves around the equilibrium position we
carried out.

Thus, based on consideration of the relaxational beha
of individual particles a formalism is possible which enco
passes both the reversible and irreversible phases of a
particle system. In the following we apply the model to t
study of reversible and irreversible behavior in strongly
teracting fine particle systems. In order to achieve a deta
understanding of the behavior of the system, we also c
sider the temperature dependence of the initial susceptib
This is finally interpreted in terms of the energy barrier d
tribution ~and its dependence on the interactions! using the
representation of the energy barrier distribution as the dif
ential of the temperature decay of remanence curve.

III. RESULTS AND DISCUSSION

We have carried out an extensive study of the magn
behavior of a system of interacting Co particles in order
gain a fundamental understanding of the effects of inter
tions on the reversible and irreversible magnetic behav
The bulk of the investigation is dedicated to the temperat
dependence of the magnetic properties, which have been
subject of considerable experimental study. The aim is
provide model calculations as a framework for understand
the experimental studies and also to elucidate the very su
effects of interactions in granular magnetic solids. We s
with a description of the room temperature properties. T
system consisted of 1000 particles placed into a cubic c
putational cell as described earlier. The convergence of
calculations depends on a number of factors. Principally
are concerned with achieving the correct thermal equilibri
properties of the SPM fraction. As mentioned previous
this is somewhat complicated by the presence of large en
barrier of up to 25kT for the SPM particles. Our hybrid
solution to this problem for particles withKV/kT.3 con-
sists of carrying out preliminary moves in which the partic
are treated as a two-state system, with moves allowed
between the energy minimum positions. Because of the
number of degrees of freedom involved this was found
achieve equilibrium rapidly in a maximum of around 10–
moves per particle. The system was then subjected to s
dard MC moves in order to allow thermal equilibrium to b
achieved within the minima, which required typically 200
250 moves per particle. The correctness of this approach
established by carrying out calculations for a system of n
interacting SPM particles, for which the reduced magneti
tion ~relative to saturation! is given by

M̄ ~e!5

E E sinu exp~2E/kT!du df

EE exp~2E/kT!du df

, ~11!

where we note that the magnetization is a function of
orientation~e! of the easy axes.E is given by Eq.~2!, noting
that, in the absence of interactionsHT5Ha with the applied
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field oriented along thez axis. Equation~11! was evaluated
numerically for comparison with MC calculations using th
hybrid approach for a noninteracting system of particl
which was found to give good agreement. This procedur
clearly vital in validating and testing the numerical impl
mentation of the hybrid approach.

Calculations of the variation of magnetization with fie
for a system of fine cobalt particles are shown in Fig. 1. T
parameters used correspond to bulk cobalt~Ms
51400 emu/cc andK543106 erg/cc! with a median diam-
eter of 7 nm and standard deviation of the~lognormal! dis-
tribution of 0.15. This relatively large size corresponds
those observed in solidified ferrofluids and is chosen to ill
trate a number of features, which are clear in Fig. 1. Firs
can be seen that there is a strong variation of magnetiza
with packing density. For the noninteracting case, the fo
of the variation of magnetization with field deviates signi
cantly from the Langevin function normally expected for s
perparamagnetic materials. The reason for this is the effec
the material anisotropy on the magnetization curve.19 Al-
though the initial susceptibility is independent of the mater
anisotropy, at larger fields the anisotropy tends to restrict
magnetic moments to the easy direction and to lower
magnetization in a given field. This gives rise to a change
slope in the magnetization curve at around a reduced m
netization of 0.35 as is evident in Fig. 1. The reduction
susceptibility at higher packing density is due to the effect
the interparticle magnetostatic interactions. The reductio
a result of the formation of flux closure configurations whi
minimize the magnetostatic energy and which are hig
stable against the action of the external applied field. I
also interesting to note that the interacting systems do
exhibit the change in gradient associated with the effects
anisotropy in the noninteracting case. This shows that
interactions dominate the magnetic state at the higher p

FIG. 1. Magnetization curves for a system of SPM Co partic
with a median diameter of 7 nm and standard deviation of 0.15
different packing densities
0-4
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CALCULATIONS OF THE SUSCEPTIBILITY OF . . . PHYSICAL REVIEW B 63 024410
ing densities; an observation which is important for the
terpretation of the temperature dependence of the susc
bility.

We have also calculated the variation of initial suscep
bility with packing density for the cobalt particle system a
the results are shown in Fig. 2. It can be seen that there
dramatic reduction in susceptibility as the packing dens
changes from the noninteracting case to a packing densi
0.35. It can be seen that the variation is highly nonlinear.
mentioned previously the reduction in susceptibility aris
from the production of flux closure configurations in the d
magnetized state, due to the magnetostatic interactions. I
been found important to correctly simulate the demagneti
state. Simply assigning directions at random to the magn
zation leads to a high energy state which is relatively ea
magnetized. This is a nonphysical situation, which we h
avoided by carrying out an annealing of the configuration
order to produce a realistic demagnetized state.

In all numerical calculations system size can have an
portant effect. It is interesting to note here that the first ma
festation of system size effects appeared, in this study, in
production of the demagnetized state. The initial~room tem-
perature! calculations were possible for packing fractions
high as 0.35. However, at low temperatures, as will be d
cussed later it was found impossible to produce realistic
magnetized starting states for the ZFC magnetization ca
lations for the system size used here, presumably becau
the increasing correlation lengths. For a system size of 1
particles ZFC calculations were limited to packing densit
«,0.2. In order to extend the calculations significan
larger system sizes will be required.

We now proceed with a detailed investigation of the s
ceptibility of an interacting fine particle system, first by ca
culations of the variation of initial susceptibilityx with tem-
perature. It is known that the initial susceptibility exhibits
characteristic peak as the particles change in terms of t
magnetic behavior from being SPM at high temperatures

FIG. 2. The variation of susceptibility with packing density for
nm diameter Co particles.
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being ferromagnetically stable or ‘‘blocked’’ at lower tem
peratures. This has been observed in a number
materials.20,21 Although the analogy between spin-glass b
havior and that of a fine particle system has often been m
it has also been pointed out22 that there are a number o
differences between the properties of a fine particle sys
and that of a canonical spin glass. The following investig
tions have been carried out to assess the effect of short
long range interactions on the magnetic properties. The l
range interactions are exemplified by studying the differe
between thin-film samples and bulk samples in the form o
sphere for which a demagnetizing factor of 4p/3 must be
applied. The particles are assumed to have the bulk sat
tion magnetization and anisotropy constant of cobalt.

Figure 3 shows the susceptibility versus temperature
various packing densities up to 0.2. The calculated cur
show the expected peak in the susceptibility at a tempera
of around 23 K for the noninteracting system. The polyd
persity of the samples is evident in the relatively broad pe
The effect of interactions is to give rise to a dramatic red
tion in the susceptibility as the packing density increas
There is also a significant broadening of the curve with
creasing«. This is consistent with an increase in the width
the effective energy barrier distribution due to interacti
effects, itself a result of a dispersion in the magnitude a
direction of the local interaction field. This dispersion
clearly important in determining the magnetic properties
the system. There is evidence that the susceptibility at
temperatures increases with packing density, which can
broadly interpreted in terms of the wider energy barrier d

FIG. 3. Susceptibility vs temperature for various packing den
ties for Co particles with median diameter 3 nm and standard
viation 0.1. Values of packing density are indicated in the legen
0-5
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tribution. It also implies that a fraction of the particles in th
low temperature microstructure have a relatively high s
ceptibility. This is consistent with the frustration arising fro
competing positive and negative interactions as will be d
cussed more fully later in relation to calculations of t
spin–spin correlation function. The prediction of a broade
ing and flattening of the susceptibility/temperature curve
consistent with the results of Taketomi23 on frozen ferroflu-
ids, who found that systems with a tendency to cluster f
mation in fact exhibited no susceptibility peak. The tenden
of our simulations is certainly toward this case, although
the packing densities achieved here we would not expec
interaction effects to be as strong as in a fully aggrega
ferrofluid, and therefore we would not expect the simulatio
to exhibit such extreme behavior.

It should be noted at this point that the variation ofx with
T depends very strongly on the low temperature initial sta
Simply assigning initial moment directions at random at
lowest temperature gives, we believe, nonphysical res
arising from the far from equilibrium initial state. Within th
model calculations it was necessary to carry out a contro
cooling of the sample from temperatures in excess of 20
down to the starting temperature of 1 K. For the stron
interacting systems the rate of reduction of the tempera
and also the temperature step used was found to be cru
All initial states were produced by very slow cooling. F
«,0.2 it was possible to produce demagnetized configu
tions with reduced magnetization smaller than around 0
This was considered to be satisfactory from the point of vi
of calculating initial susceptibility vs temperature curve
Above this packing density it was found increasingly dif
cult to produce correctly demagnetized samples, due to
creasing correlation lengths in the system. Thus, our cur
investigation is limited to«,0.2. Extending the range of th
model to higher packing densities is in principle possible,
would require excessive computational times. The data
sented in Fig. 3 is predominantly for a thin-film sample, w
a demagnetizing factor of zero. The effect of long-range
teractions is demonstrated by including the curve calcula
for a spherical sample at a packing density«50.2. The re-
duction in the susceptibility due to the demagnetizing field
clear.

There are two characteristic temperatures associated
the variation ofx with T which are often studied experimen
tally. The first of these is the temperatureTg at which the
susceptibility peak occurs. This we find to be dependent
the packing density as shown in Fig. 4. The variation
rather nonlinear with a functional dependenceTg}«1/2. The
solid line in Fig. 4 is the corresponding fit. The solid symbo
in Fig. 4 correspond to simulations carried out with a sphe
cal sample, and the open circles are calculations for a fi
Within the statistical errors of the calculation there is
significant difference between the sphere and the film in
cating that in this case the long range interaction effects
having a relatively small effect onTg : the most significant
effect of the demagnetizing interactions is an overall dep
sion of the susceptibility. Clearly for cobalt systems the s
ceptibility is strongly affected by nearest-neighbor intera
tions. Previous work6,22 has demonstrated experimentally
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increase in theTg with packing density. In the case of Ref.
the power law experimentally had an exponent closer
0.17. However, these experiments were for well disper
Fe3O4 particles, which might be expected to be less stron
interacting than Co because of their lower saturation mag
tization.

The effects of magnetostatic interactions are also inve
gated by means of an ordering temperatureT0 calculated
from the high temperature SPM regime. In the absence
interactions it is expected that in this region the SPM syst
would obey the Curie-like lawx5C/T. Figure 5 shows plots
of x21 vs T for a spherical sample with various packin
densities. The plots are reasonably linear forT.50 K. It is
clear from Fig. 5 that magnetostatic interactions give rise
an apparent ordering temperatureT0 which is negative and
whose magnitude increases with packing density. The va
tion of T0 with packing density is shown in Fig. 6, whic
demonstrates for this particular characteristic temperatu
much stronger dependence on the long-range interacti
The large negative values of ordering temperature might
interpreted as indicating some ‘‘antiferromagnetic’’ orde
While we believe this is a possibility in systems with a re
tively well ordered lattice which could exhibit the require
order in the form of interpenetrating sublattices we belie
that this is not the case in our disordered system. Correla
functions indicate a relatively short-ranged order consist
of flux closure configurations with low magnetostatic energ
In strongly interacting systems the magnetostatic energ
sufficient to dominate over the anisotropy energy, as in
cated by the room temperature calculations given in Fig

FIG. 4. The dependence ofTg on the packing density«. There is
at most a weak dependence ofTg on the long range interactions
The solid line is a fit toTg}«1/2.
0-6
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leading to a relatively broadx vs T curve. Direct evidence o
short-ranged order using a spin–spin correlation funct
will be given later.

We now consider the effect of an applied magnetic fi
on the dc susceptibility. The applied dc field has the effec

FIG. 5. Plots ofx21 as a function ofT for different packing
densities as indicated in the legend. All plots are in the linear
gion, i.e., from forT.50 K which is'2Tg .

FIG. 6. The variation of the negative ordering temperatureT0

with «. The solid symbols are for the thin film calculations.T0 is
strongly dependent on the long range interactions.
02441
n
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lowering the anisotropy energy barrier, which leads to
lower temperature at which the peak in the dc susceptib
occurs. This is a well known result, which has been ext
sively studied experimentally. Generally speaking, theor
cal studies have been based on a system of aligned part
for which semianalytical approaches are possible. For
ample, Wenger and Mydosh24 have used the relaxation tim
expression given by Brown25 to carry out numerical calcula
tions which show a power law dependence of the block
temperature of the system on the field, of the formTb}H]

where]52 for low fields and]52/3 for high fields. For the
frozen state of a spin-glass similar expressions have b
predicted by Toulouse and Gabay26 and Almeida and
Thouless.27 Previous experimental work given in Ref. 7 ha
given reasonably good agreement with these expressions
also indicates that interactions have a strong bearing on
experimental results. Here, we first consider the case o
noninteracting system since our numerical results allow
exploration of the effects of particle orientation on the fie
dependence of the dc susceptibility. The results are sum
rized in Fig. 7 which gives calculated results for aligned a
random systems, both monodispersed and with a lognor
particle size distribution having a standard deviation of 0
The peak temperatures for the system with a particle s
distribution are generally higher as has been no
previously.7 The solid line in Fig. 7 has been calculated u
ing the following expression for the field dependence of
blocking temperature:

TB~H !5TB~0!~12H/HK!2. ~12!

-

FIG. 7. Calculations ofTg as a function ofH for a noninteract-
ing system of Co particles with 3 nm median diameter, both mo
dispersed and withs50.1, for randomly oriented and aligned sy
tems.Tg is strongly dependent on the orientational texture of
material and also on the presence of a dispersion of particle si
0-7
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As expected, Eq.~12! gives good agreement with the nu
merically calculated data for the aligned and monodisper
system. For the monodispersed system we expect tha
blocking temperatureTB should be equal to the peak tem
peratureTg . It is interesting to note that in the case of a
aligned polydispersed system there is an initial increase inTg
leading to a maximum value at around 750 Oe. In orde
explain the origin of this peak consider the following expre
sion for the low field magnetization of the system

M̄5E
0

yp~H !

F~b! f ~y!dy, ~13!

which represents an integration over the superparamag
part of the system with a distribution function written asf (y)
wherey5D/Dm and Vm is the corresponding medium vo
ume. f (y) is a volume fraction distribution, withf (y)dy
giving the fraction of the total magnetic volume having d
ameters betweeny andy1dy. M̄ is the reduced magnetiza
tion relative to the saturation magnetization of the samp
The functionF of argumentb5I sbVH/kT is the Langevin
function for a randomly oriented system orF5tanhb for a
system with aligned easy axes. Determination of the p
temperature as a function ofH numerically from Eq.~13!
demonstrates the existence of a maximum. The maximu
evident for the aligned system with a weaker peak for
randomly oriented case. The existence of the peak is se
tive to the width of the particle size distribution, disappe
ing rapidly ass increases. Further insight into the predict
peak can be obtained from the linearised form of Eq.~13!
appropriate for small fields. The condition for the tempe
ture maximum at a given value of fieldH follows as

FIG. 8. The variation ofTg with H2/3 in large fields for the
noninteraacting system of Fig. 7, the solid lines being a le
squares fit to the calculated results.
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0

yp~H !

y3f ~y!dy5
1

3
@yp~H !#4f @yp~H !#. ~14!

Numerical solution of Eq. 14 gives no peak as a function
the applied field. This suggests that the peak is a result of
nonlinear terms in the magnetization, as also shown by H
son et al.28 The polydispersed system with randomly o
ented easy axes shows no strong evidence of a peak in
field variation of Tg . This is presumably a result of th
spread of energy barriers introduced by the random orie
tion of the easy axes. We note that the work of Luoet al.22

does show evidence of a peak in agreement with this pre
tion. This may indicate some preferential alignment of t
easy axes in their experimental systems, since the peak is
present in a randomly oriented system.

Figure 8 gives plots ofTg vs H2/3 for the monodispersed
and polydispersed systems with randomly oriented e
axes. Interestingly these systems obey anH2/3 law, which
indicates that the experimentally observedH2/3 law is attrib-
utable at least in part to the random orientation of the e
axes. Both the polydispersed and monodispersed system
trapolate to the same effective value ofHk of 3.5 kOe, which
is slightly higher than half the calculated value ofHk for the
system.

Essentially, the field variation ofTg is dependent pre-
dominantly on the field dependence of the average ene
barrier of the system. This is the premise behind all previo

st

FIG. 9. The variation ofTg with H for systems of different
packing densities as indicated in the legend. The effect of inte
tions is to increase the curvature of these plots which is indica
of the effect of interactions on the variation of energy barrier w
H. The long-range interactions as represented by the calculat
for a sphere at«50.2 show a large deviation from the calculation
from a thin film at large values ofH.
0-8
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CALCULATIONS OF THE SUSCEPTIBILITY OF . . . PHYSICAL REVIEW B 63 024410
attempts to calculate analytically the variationTg(H). The
results of our calculations are summarized in Fig. 9, wh
gives the variation ofTg(H) for various packing densities
Overall, the results are consistent with the experimental d
of Luo et al.22 Specifically, interactions dominate the pro
erties for small applied fields, with the curves merging
large H. This is not unreasonable as one would expect
applied field to dominate over the nearest neighbor inte
tions as the system approaches saturation. For compar
we include calculations for a spherical sample~only the high
field data are shown for clarity—in small fields the two se
of results merge as expected!. For the spherical sample th
demagnetizing field has a large effect on the behavior of
system at large fields. This effect of course can be inclu
by a mean-field approach. Of more importance is the dep
dence on packing density at low fields. This implies th
interactions are having a strong bearing on the effective
ergy barrier dispersion of the material especially at sm
fields. There is some evidence in the noninteracting case
small peak in low fields, as was observed and noted by
et al. The effect of interactions is to remove this peak at
higher packing densities. There is some evidence for a re
tion of the peak in the data of Luoet al. although we note
that their experimental data were for relatively weakly int
acting magnetite particles at low density.

It should be stressed that the effect of interactions in
calculations described so far is invariably to increase the
fective energy barrier of the system. Specifically, an incre
of the peak temperature with packing density is observed
there is an increase in curvature of theTg vs H plot as the
packing density increases, indicating a strong effect of
interactions on the form of the variation of energy barr
with field. It is interesting to note that in the case of t
strongly interacting systems the variation in small fields
rather slow. This compares markedly with the noninteract
case and is in fact more similar to the weak dependenc
Tg on H for small fields in the canonical spin-glasses AgM
and CuMn.29

We also find strong effects of interactions in a comparis
between the field cooled magnetization~FC! and the zero
field ~ZFC! magnetization. The ZFC magnetization esse
tially represents the dc susceptibility and is obtained by
application of a static magnetic field at a low temperat
after which the sample is progressively warmed beyond
maximum in the susceptibilityTg . The FC magnetization
was obtained by applying a field and cooling the sam
from a temperature well aboveTg ~in this case 150 K! down
to a temperatureT51 K. Thus the FC magnetization i
achieved by a dynamic process, in which the relaxation
havior of the particles might be expected to play a signific
role. Consequently, the FC magnetization should dep
upon the rate at which the temperature is reduced. Exp
mentally such behavior has been observed by Wenger
Mydosh30 in an insulating spin glass system. A theory givin
an expression for the FC magnetization of a fine part
system was given by Chantrell and Wohlfarth.31 The result is
a rate dependent critical temperature at which the sys
makes a transition from being superparamagnetic to be
ferromagnetically stable. The situation regarding the effe
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of interactions in such a system is very poorly understo
Recently, Dormannet al.4 have reviewed some experiment
data relating tog-Fe2O3 particles in a polymer. Their con
clusion is that for weakly interacting systems there is a re
tively strong increase in the FC magnetization at low te
peratures which tends to be reduced by the effects
interactions. Interestingly a weak maximum in the FC ma
netization in some samples was also noted by these auth
Dormannet al. also note that no model of the FC magne
zation has been produced taking into account specifically
interparticle interactions, which makes the interpretation
experimental data extremely difficult.

Our model allows the calculation of the ZFC and FC ma
netization. Figure 10 shows calculations for two appli
fields of the ZFC magnetization and FC magnetization fo
noninteracting system. As expected, aboveTg the two curves
merge. The divergence occurs at a temperature slig
greater thanTg , which is a reflection of the volume distri
bution of the system. The size distribution assumed in
model is relatively narrow. We would expect that as the s
distribution increases in width the two curves would diver
at temperatures significantly larger thanTg . The FC magne-
tization decreases to a plateau at a temperature some
less thanTg . These observations are consistent with the t
oretical approach given in.31 It is interesting to note that the
data represented in Refs. 4 and 22 show a continuous
crease of the FC magnetization with decreasing tempera
This may reflect relatively large particle size distributions
these systems. The effect of interparticle magnetic inter
tions is quite dramatic as shown in Fig. 11. Here we sh

FIG. 10. A comparison of the FC and ZFC magnetization fo
noninteracting system at fields of 141 and 400 Oe. Open sym
represent FC, and closed symbols ZFC magnetization, respecti
0-9
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R. W. CHANTRELL, N. WALMSLEY, J. GORE, AND M. MAYLIN PHYSICAL REVIEW B63 024410
calculated results for the interacting system of cobalt p
ticles in fields of 50 and 259 Oe, both ZFC and FC mag
tization. Data in Fig. 11 are for a packing density of 0.1.
can be seen that the interactions give rise to a peak in the
magnetization. This is consistent with the observation of R
4 and also with data presented by Greaveset al.32 on AgNiFe
alloy films. We assume that these are relatively strongly
teracting systems because of the Fe content, which wo
explain the relatively strong peaks observed in the syste
It can be seen from Fig. 11 that the ZFC and FC magnet
tions diverge at a relatively low temperature for the 50
field. At the larger field the two curves become more se
rated. The results for a packing density of 0.2 are given
Fig. 12, which demonstrate a similar effect. In addition,
the field increases the peak in the FC magnetization beco
less pronounced. This is consistent with interactions havin
smaller effect on the functional form of the energy barrier
larger fields analogous to the previous observations of
variation ofTg with H.

We note that so far all the results obtained can be in
preted in terms of an increase in the width of the ene
barrier distribution due to interactions and a shift of the a
erage energy barrier to higher energies. However, we c
clude this investigation by studying the energy barrier dis
bution by the use of the remanent magnetization. Here,
look at two types of remanent magnetization. The first is
remanence obtained by cycling the sample through a hys

FIG. 11. A comparison of the ZFC~solid symbols! and FC
~open symbols! magnetization for an interacting system with«
50.1 and two applied fields. The presence of a peak in the
magnetization is clear.
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esis loop to the remanent state at very low temperature,
lowed by a gradual increase of the temperature and a m
surement of the magnetization. This is the commonly u
temperature decay of remanence curves, which can be
lated to the energy barrier distribution. The second is refer
to by Blytheet al.33 as hysteresis loop remanences~HLR!. In
this case the sample is cycled through the hysteresis loo
remanence at each temperature concerned. Blytheet al.
noted a difference between the two types of remanent m
netization. Our results are shown in Fig. 13. The magne
static interactions introduce a dramatic reduction of the re
anent magnetization. The remanence in this case is red
by a factor of 2 for a system with a packing density of 0.0
Two further factors are interesting to note. The nonintera
ing case exhibits a large plateau at low temperatures. Th
a result of the narrow particle size distribution in our syste
However, as the packing density increases this plateau es
tially disappears and the system simply exhibits a rapid
crease of the remanent magnetization with increasing t
perature. This is consistent with most experimental da
where a plateau is in general not observed. It is clear fr
our computational results that the slope of theMr vs T curve
is strongly dependent on magnetostatic interactions eve
very low densities. Consequently, energy barrier distrib
tions determined by differentiation of such curves must
considered to be strongly influenced by the interparti
magnetostatic interactions. The effect of interactions can

C

FIG. 12. ZFC magnetization~solid symbols! and FC magnetiza-
tion ~open symbols! for different fields at a packing density of«
50.2. At small fields the interactions completely dominate the s
tem. At larger fields the peak in the FC magnetization becom
rather less pronounced.
0-10
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CALCULATIONS OF THE SUSCEPTIBILITY OF . . . PHYSICAL REVIEW B 63 024410
characterized by the differential of the remanence curve w
respect to temperature, which is a measure of the en
barrier distribution. In this case the distribution is found
shift to lower energy barriers. This is inconsistent with t
inference of energy barriers increasing with interactio
which is the simple interpretation of the effect of interactio
on the susceptibility/temperature curves of Fig. 2. This
parent inconsistency is in fact easily reconciled by the e
tence of shorted-ranged order, as will be discussed shor
A final, very subtle effect of the interactions is demonstra
in Fig. 14 which compares the difference between the s
dard temperature decay of remanence and the HLR mea
ments carried out by Blytheet al. It can be seen that there
a significant difference between the two types of measu
ment which indicate strongly that the magnetic behavio
dependent on the state of the system. This is not a long ra
interaction effect since these calculations were made fo
film geometry. Clearly, the remanent state at a given te
perature produced by cycling the field into the remanent s
is rather more stable than that obtained by the tempera
decay of remanence. A difference between the two type
measurements was noted by Blytheet al. However, their
data showed that in temperature decay of remanence m
surementsMr extends to a very high temperature tail, whi
has not been observed in our simulations. Instead, we
serve a small difference in the low temperature reman
magnetization values. A more detailed calculation work
with the specific materials parameters of the work of Blyt

FIG. 13. Temperature decay of remanence curves for the Co
particle system with various values of packing density« as indi-
cated in the legend.
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et al. is necessary in order to study the origin of this discre
ancy. However, it is significant that both theory and expe
ment predict a difference between the temperature deca
remanence and the HLR, which is worthy of further stud

The computational results presented in this paper can
be interpreted by a simple effective change in the ene
barrier resulting from interactions. They can, however,
explained in terms of effective energy changes coupled w
a slow transition to an ordered state at low temperatures
our model system we can of course investigate this by me
of correlation functions. Here we choose a correlation fu
tion defined as

j~r ,u!5^m i .m j&,

with ^ & representing an ensemble average. The polar coo
nates (r ,u) represent the position of particlej in a coordinate
system based on the orientation of the moment of particli.
This definition makesj sensitive to local anisotropies in th
magnetic microstructure such as small clusters, which wo
otherwise be lost.

Investigations show a gradual transition to a state w
short-ranged~glassy! order at low temperature, with no ev
dence of a divergence in the correlation length. For clarity
Fig. 15~a! we show results for temperaturesT5300 K and
T51 K ~the starting point for the ZFC magnetization calc
lations!, in zero applied field. The technique of batch mea
was used to calculate the mean value of and standard err
j(r ,u). Figure 15~a! showsj(r ) for u50 andp/2, i.e., par-
allel and perpendicular to the local magnetization directi
j(r ) shows short-ranged order having positive values ch

ne

FIG. 14. A comparison of the temperature decay of remane
process with the HLR process. Values of packing density are in
cated in the legend.
0-11
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R. W. CHANTRELL, N. WALMSLEY, J. GORE, AND M. MAYLIN PHYSICAL REVIEW B63 024410
FIG. 15. Correlation functions parallel and perpendicular to
local magnetization~a! in zero field forT5300 and 1 K, and~b! for
H5921 Oe atT51 K. Closed symbols:u50, open symbols:u
5p/2.
02441
acteristic of ‘‘ferromagnetlike’’ order foru50 and negative
values indicating antiferromagnetlike order foru5p/2. We
stress that this order is rather local~demonstrated by the
small correlation length! and also macroscopically isotropic
The anisotropy apparent in Fig. 15~a! is a local phenomenon
highlighted by our use of a ‘‘local’’ correlation function
Figure 15~a! is characteristic of short chains oriented loca
antiparallel ~but with randomly oriented chain axes! or of
small flux closure loops. Either configuration is consiste
with the low energy demagnetized state inferred from
susceptibility and remanence calculations. We note also
the correlation function demonstrates the presence of c
peting positive and negative correlations, leading to the p
ence of frustration, consistent with the increased suscept
ity at low temperatures noted earlier.

Figure 15~b! gives results for a system with«50.2 cooled
in a field of 921 Oe, corresponding to one of the FC mag
tization curves in Fig. 12. It can be seen that the field coo
state has a rather different form of correlation function. F
u50 j(r ) is always positive, tending asymptotically to
finite value for larger. The same asymptote~related to the
system magnetization!, is reached foru5p/2. Clearly the
applied field has reduced the negative correlations au
5p/2 by mitigating against the formation of local configu
rations of low magnetostatic energy. This is perfectly cons
tent with the reduction in the peak in the FC magnetizat
with increasing field. Clearly it cannot be expected that a
lytical treatment, neglecting the presence of correlations,
be successful in describing the properties of strongly in
acting systems. Our results also demonstrate that the form
the correlations themselves vary in a complex manner w
the external field and indeed the temperature history of
sample, which must be considered in the interpretation
experimental data.

IV. CONCLUSIONS

We have carried out an extensive investigation of the q
sistatic magnetic properties of an interacting fine parti
system, using a Monte Carlo model taking account of
complex combination of reversible and irreversible magne
properties, which characterize its behavior. The model c
rectly predicts the form of the susceptibility/temperatu
curve and an increase of peak temperatureTg with «, in
agreement with experiment. A second characteristic orde
temperatureTo is found to be negative, increasing in magn
tude with increasing«. T0 is also found to be strongly de
pendent on the long-range interaction via the demagnetiz
field term, in agreement with Ref. 4. We also find the pre
ence of a peak in the FC magnetization. This arises from
tendency toward an ordered state at low temperatures ha
short ranged order characteristic of a spin-glass as descr
in Refs. 22 and 34. The broadening of thex/T relationship
and the shift ofTg to higher temperatures with increasing«
can be interpreted in terms of a modification of the effect
energy barrier of the particle by the dipolar interaction.
some extent this is in agreement with analytical models p
posed by Dormann and co-workers~reviewed in Ref. 4!,

e
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CALCULATIONS OF THE SUSCEPTIBILITY OF . . . PHYSICAL REVIEW B 63 024410
which essentially predicts increased energy barriers du
interaction. However, the behavior is extremely complex a
subtle. For example, there is a significant increase in sus
tibility with increasing « at temperatures well belowTg .
This could be associated with a form of frustration of t
ordered magnetic configuration. Complete 3D flux closu
especially in a disordered system such as is studied he
extremely unlikely. It seems likely that the minimum ener
state will involve positions of relatively high energy. A 2
analog of this is the central particle of a vortex structu
produced by dipolar interactions, which is often observed
be weakly coupled to the vortex structure. Particles in h
energy positions would be expected to exhibit an enhan
susceptibility consistent with our numerical results. A simp
interpretation in terms of effective energy barriers is a
excluded by the observation of a dramatically reduced re
anent magnetization. This is more consistent with the tra
tion to a magnetically ordered state involving a high deg
of flux closure. The importance of a transition to an orde
state has been proposed by Hansen and Morup35 and the
numerical results presented here certainly underline this c
jecture. It is clear that an understanding of the underly
magnetic state of the system is an important componen
models of strongly interacting systems. Consequently
transition to the glassy state is worthy of extensive stu
The importance of the magnetic state is also demonstrate
the predicted difference between the temperature deca
remanence and the HLR curves. It is also important to n
that the transition to an ordered state carries the implica
that for any property calculated starting at low temperatu
n
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the correct simulation of the ground state is vital. We ha
found a strong dependence of the ZFC magnetization on
ground state. All calculations presented here were carried
using low temperature states produced by a slow coo
through the transition. The size of correlated regions ess
tially determines the upper limit of the packing density giv
the limitations of our system size. Essentially with 1000 p
ticles a reasonable demagnetized state could not be prod
for «.0.2. At low temperatures there is a slow tempo
evolution of the magnetic state, characterized by slow ene
changes. This is presumably related to the aging effect
served in spin glasses and in fine particle systems.10

The dipolar interaction also has a strong bearing on
field dependence of the magnetic properties. As mentio
previously, the most dramatic effects of the transition to
ordered state are the existence of a peak in the FC mag
zation and the rapid decrease of the remanence of the sys
However, in addition, the nature of the ordered state gi
rise to a large spread in the effective energy barrier distri
tion as reflected in a change in curvature of theTg vs H
relationship as the packing density increases.
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