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Phase separation and enhanced charge-spin coupling near magnetic transitions
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The generic changes of the electronic compressibility in systems which show magnetic instabilities are
studied within a mean-field approach. It is shown that, when going into the ordered phase, the inverse com-
pressibility is reduced by an amount comparable to its original value, making charge instabilities also possible.
We discuss, within this framework, the tendency towards phase separation of the double-exchange systems, the
pyrochlores, and the magnetic transitions of the Hubbard model.
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I. INTRODUCTION

The theoretical possibility of phase separation~PS! in
magnetic systems was first discussed in connection with
Hubbard model for itinerant magnetism.1 The work of Emery
and Kivelson2 has since established that PS should be ub
uitous in doped antiferromagnets. Recent arguments sug
that PS is also likely in other magnetic materials, such
those in which magnetism is due to double-exchan
interactions.3–8 Spin polarons, which can be viewed as
manifestation of PS on a small scale, have been analyze
relation to the pyrochlores.10 Finally, there is an extensive
literature on PS in two-dimensional~2D! doped antiferro-
magnets~see, for instance Refs. 11–16!, although there is no
definitive consensus on its existence.

A variety of different experiments show features whi
are compatible with electronic phase segregation, at leas
small scales, near magnetic transitions. For instance, nea
antiferromagnetic transition there is ample evidence for
formation of charged stripes, both in the cuprates17 and in the
nickelates.18 In the ferromagnetic manganites, various e
periments suggest the existence of polarons near the C
temperature,19 which, as mentioned above, can be viewed
phase separation on small scales. In addition and also in
ferromagnetic manganites~i.e., La12xCaxMnO3, x'1/3),
inhomogeneous textures20 and hysteretic effects21 have been
reported nearTc . Note that we are discussing the relative
simple case of the optimally doped,ferromagneticcom-
pounds, avoiding the complications which arise between
competition between antiferromagnetism, charge order
and double exchange in these materials. Finally, there is
dence for inhomogeneous textures in ferromagn
pyrochlores.22 The purpose of this paper is to show the th
oretical foundations which make likely the existence of el
tronic phase segregation near magnetic transitions. We
not pretend to give an exhaustive list of the experimen
evidence which supports this view.

In the following, we analyze how a magnetic transitio
PRB 620163-1829/2000/62~1!/391~11!/$15.00
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influences the electronic compressibility. Although most
the paper is restricted to a mean-field treatment, we exp
the main conclusions concerning PS to survive in the pr
ence of critical fluctuations, at least in three dimensions.
the systems we study at zero temperature~Hubbard model!,
the effective dimensionality is increased~by 2 or 3, depend-
ing on the dynamical critical exponent!. This means that, in
three dimensions, we are safely above the critical dimens
Therefore, we do not expect major problems from the me
field approach. For those models we study at finite tempe
ture ~double-exchange systems and pyrochlores!, critical
fluctuations can be important. Nevertheless, phase separ
can be considered as a diverging charge fluctuation at
macroscopic scale. Therefore, it is not unreasonable to
pect an increase in the PS tendency due to the enhance
of charge fluctuations caused by their coupling to the criti
fluctuations of the magnetic order parameter~not included in
the mean-field analysis!.

The paper is organized as follows. A general framewo
is presented in the next section. Simple applications to
Hubbard model are considered in Sec. III. Then it is sho
that the same approach predicts the existence of PS in
pyrochlores ~Sec. IV!. Section V studies PS in double
exchange models, including some improvements over
standard mean-field approach. Section VI analyzes the
of long-range interactions. Finally, the main conclusions
our work are summarized in Sec. VII.

II. GENERAL FEATURES OF THE ELECTRONIC
COMPRESSIBILITY NEAR A MAGNETIC PHASE

TRANSITION

The formation of an ordered phase induces a decreas
the free energy of the material, usually called the conden
tion energy. Because of it, quantities which depend on
variation of the free energy with temperature, such as
specific heat, show anomalous, nonanalytic behavior at
critical temperature. For instance, the specific heat show
391 ©2000 The American Physical Society
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abrupt reduction atTc in mean-field theories. The phase tra
sition can also be tuned by varyingn, the electronic conten
~per unit cell!, in many systems, leading to phase diagra
like those shown in Figs. 2–4. Thus one expects an ano
lous dependence of the free energy on the electronic den
as the phase boundary is crossed by changing the elect
concentration.

A standard Ginzburg-Landau expansion of the fre
energy density23 yields a simple estimate of such an effec

F~m!5
c

2
~¹m!21

a@T2Tc~n!#

2
m21

b

4
m41Fn~n!,

~1!

wherem is the electronic magnetization andFn(n) stands for
a regular contribution to the free energy. We now negl
spatial fluctuations and obtain a mean-field approximation
F:

FMF5
a@T2Tc~n!#

2
m21

b

4
m41

~n2n0!2

2k̃0
, ~2!

where we have expanded the dependence of the free en
of the paramagnetic phase onn. Herek̃0 is the~scaled! elec-
tronic compressibility in the paramagnetic phase, andn0 de-
fines the equilibrium density in the absence of magneti
We will use the name inverse scaled compressibility and
symbol k̃21(k̃0

21) to describe the derivative of the chemic
potential with respect ton, that is k̃215]2F/]n2. Notice
that our scaled compressibility coincides with the stand
definition except for trivial factors of density. WhenT
,Tc , the magnetization ism25a@Tc(n)2T#/b, and the
free energy becomes

FMF52
a2@Tc~n!2T#2

4b
1

~n2n0!2

2k̃0
, ~3!

while aboveTc the magnetization vanishes and only the l
addend survives on the right-hand side~RHS! of both Eqs.
~2! and~3!. Let us now fix the temperatureT and expand this
expression around the densitync such thatT5Tc(nc). We
obtain

FMF'2
a2

4b S ]Tc

]n D 2

~n2nc!
21

~n2n0!2

2k̃0
. ~4!

And by taking derivatives, we have

k̃21[
]2FMF

]n2 5H 1

k̃0
, Tc,T,

2
a2

2b S ]Tc

]n D 2

1
1

k̃0
, T,Tc .

~5!

The compressibility has a jump at the transition. The ori
of this discontinuity is the same as that in the specific he

Alternatively and keepingT fixed close toTc(n0), one
can first find the densityn which minimizesFMF . By ex-
pandingTc(n) aroundn0 , we find

n5H n0 , Tc,T,

n01
ak̃0m2

2

]Tc

]n
, T,Tc .

. ~6!
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Then, by expandingTc(n) aroundn0 and inserting the above
value ofn in the free energy whenT,Tc , we find

F'
a@Tc~n0!2T#

2
m21

b

4
m42

a2k̃0

8 S ]Tc

]n D 2

m4. ~7!

The dependence ofTc on the density leads to a negativ
quartic term in the dependence of the free energy on
magnetization. Whenb/42(a2k̃0)(]Tc /]n)2/8,0, the mag-
netic transition becomes first order. This condition is equi
lent to saying that the effective compressibility, defined
Eq. ~5!, becomes negative. Thus PS near the transition ca
thought of as arising from the transmutation of a continuo
phase transition into a first-order one by the introduction
an additional field, the densityn, which is a well-known
possibility in statistical mechanics.24 The new feature found
in a magnetic transition is that the correction to the co
pressibility can easily be comparable to the initial compre
ibility. The latter is determined by the density of states at
Fermi level in the paramagnetic phase. In typical magne
systems, the transition is driven by a coupling const
which is of the order of the inverse of the density of stat
Finally, the dependence of the critical temperature on
electronic density depends on the change of the coup
constant with variations in the density of states, which is
the same order~see examples below!. Thus no fine-tuning of
parameters is required to obtain corrections to the compr
ibility of the order of the compressibility itself.

III. PHASE SEPARATION IN HUBBARD-LIKE MODELS

A. Ferromagnetic transitions

Let us consider a one-band Hubbard model:

H5(
k,s

ekck,s
† ck,s1(

i
Uni ,↑ni ,↓ , ~8!

where i is a site index,s is a spin index (s5↑,↓), and
ni ,s5^ci ,s

† ci ,s&. This model~with appropriate additions! has
been invoked as a reasonable starting point for the stud
itinerant ferromagnetism.25 Within a mean-field approxima
tion, the Stoner criterion gives a ferromagnetic instability f
UD(eF)>1, whereD(e) is the density of states per spin
energye. Let us assume that in the paramagnetic phase th
aren0 electrons per site, with chemical potentialm0 :

n052Em0D~e!de. ~9!

If we shift the two spin bands by6d, the induced polariza-
tion m5ni ,↑2ni ,↓ satisfies

d5
m

2D~m0!
1

D82~m0!m3

16D5~m0!
2

D9~m0!m3

48D4~m0!
, ~10!

whereD8 and D9 stand for the derivatives with respect
energy of the density of states. Because of the lack
electron-hole symmetry when these derivatives are finite,
chemical potential in the polarized state is shifted:
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m2m052
D8~m0!d2

2D~m0!
1

D8~m0!D9~m0!d4

4D2~m0!

2
D83~m0!d4

8D3~m0!
2

D-~m0!d4

24D~m0!
. ~11!

The ground-state energy, at zero temperature, can be wr
as

E5E01
m2

4D~m0!
1

D82~m0!m4

64D5~m0!
2

D9~m0!m4

192D4~m0!
1U

n22m2

4
,

~12!

whereE052*m0e D(e)de. This is the Ginzburg-Landau ex
pansion needed to study the phase transition as functio
electronic density at zero temperature. The system beco
ferromagnetic whenD(mc)U>1. We can expand the qua
dratic term in the magnetization aroundnc52*0

mcD(e)de as

1

4 FU2
1

D~m!G' D8~mc!~n2nc!

8D3~mc!
, ~13!

which leads to the following scaled inverse compressibil
as the transition is approached from the ordered side:

k̃215k̃0
212

1

2D~mc!
F12

D9~mc!D~mc!

3D82~mc!
G21

, ~14!

where k̃0
215@2D(mc)#211(Uc/2) and Uc5@D(mc)#21 is

the critical coupling for the transition to take place. The co
pressibility is negative ifD9(mc)D(mc)/@3D82(mc)#.1/2.
In particular, near a saddle point in the 3D dispersion re
tion, we have D(e)5D02cAue2eSDu. This implies
lime→eSD

$D9(e)D(e)/D82(e)%→1`, and the system is al
ways unstable versus PS.

It is interesting to note that, using a different formalis
phase separation has been shown to appear near ferro
netic phases of the Hubbard model in two dimensions,26 in
good agreement with the picture presented here.

B. Doped antiferromagnets

It is well known that the Hubbard model@Eq. ~8!# at half-
filling, in a bipartite lattice and with nearest-neighbor ho
ping only, has an antiferromagnetic~AF! ground state, ex-
cept in one dimension. The main physical features of t
state, a charge gap, long-range magnetic order, and
energy spin waves, are well described using standard m
field techniques and the random phase approximation~RPA!.
Recent work shows that, in the presence of a static magn
zation, the opening of a charge gap occurs, while the qu
particle residues remain finite, at least in the infini
dimension limit,27 further supporting the validity of a mean
field ansatz. Alternatively, a calculation of the ground-st
energy in the limit of large dimensions and small values
U/t can be obtained by standard perturbation theory arou
mean-field symmetry breaking state.28 This approach does
suggest the existence of PS near half-filling.11

The mean-field solution at half-filling is straightforwar
to extend to finite fillings. Hartree-Fock calculations sho
that there are self-consistent homogeneously doped solu
for a finite range of fillings around half-filling, in two an
en
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three dimensions.29–31As reported earlier, these solutions a
quire a negative contribution to the electronic compressi
ity near the transition boundaries, making PS possible. In
following, we analyze the stability of the homogeneo
mean-field solution in arbitrary dimensions, following a d
ferent approach from that used in Ref. 11.

The AF distortion shifts the mean-field levels,e
→sgn(e)Ae21D2, opening a gap and leading to the follow
ing staggered magnetization:

s̄[ (
s561

sci ,s
† ci ,s522E

2W0

m̃
de D~e!

sgn~e!D

Ae21D2
, ~15!

whereD(e)5D(2e) andm̃ are, respectively, the density o
states~per spin! and Fermi level in the paramagnetic phas
with filling factor n52*2W0

m̃ de D(e) and half-bandwidth

W0 . The energy is given by

E52E
2W0

m̃
de D~e!sgn~e!Ae21D21D s̄1

U

4
~n22 s̄2!,

~16!

with the order parameter satisfying the following se
consistency requirement:

1

U
52E

2W0

m̃
de D~e!

sgn~e!

Ae21D2
. ~17!

Both the energy and self-consistency equation can be
tained from the minimization of the following functional o
the order parameterF(D), which we take as the startin
point for the stability analysis:

F~D!52E
2W0

m̃
de D~e!sgn~e!Ae21D21

U

4
n21

D2

U
.

~18!

Away from half-filling, a critical valueUc is required for the
instability to take place, withUc(n)521/*2W0

m̃ de D(e)/e.

Close to the transition lineUc(n), a Ginzburg-Landau analy
sis is straightforward, leading to

F~D!5 f 01 f 2D21 f 4D4, ~19!

with

f 052E
2W0

m̃
de eD~e!1

U

4
n2, ~20!

f 251/U21/Uc~n!, ~21!

f 452
1

4 E2W0

m̃
de

D~e!

e3 . ~22!

The scaled inverse compressibility satisfies

k̃215
]2E
]n2 5H 1

2D~m̃ !
1

U

2
, U→Uc

2

1

2D~m̃ !
1

U

2
2

~]nf 2!2

2 f 4
, U→Uc

1

.

~23!
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Following the transition line on the AF side to the limit o
small doping, one has (]nf 2)2/2 f 4→1/D(m̃), leading to
k̃21→21/2D(m̃). Therefore, we have proved the existen
of PS in the vicinity ofUc(n), at least close to half-filling.

In fact, PS is not restricted to the previous region. It
also present around half-filling,n→16, for all values ofU,
as we now show. Close to half-filling and at finiteU, the
compressibility satisfies

k̃215U/225F2D2E
2W0

0

de
D~e!

~e21D2!3/2G21

~24!

and, given the inequality@see Eq.~17!#

2D2E
2W0

m̃
de

D~e!

~e21D2!3/2,2E
2W0

m̃
de

D~e!

Ae21D2
5

2

U
,

~25!

one obtains

k̃21,0, ~26!

proving PS around half-filling for all values ofU, as previ-
ously stated. This analysis indicates that PS is a very ro
feature of the AF instability at the mean-field level. In fa
for a flat model density of states, numerical results sugg
that the entire AF region has negative compressibility.

The study of this section can be extended to the case
diverging density of states at half-filling:D(e);ueua (0
<a,1). The existence of PS is also proved in this case
least around the transition lineUc(n→1). In particular, this
includes the mean-field solution of the Hubbard model in
square lattice, where the density of states has a van H
logarithmic singularity. The conclusions of our analysis a
consistent with the tendency towards inhomogeneous s
tions found in mean-field studies of the Hubbard model.32–35

IV. PYROCHLORES

The pyrochlores are metallic oxides, Mn2Tl2O7, which
show various anomalous transport and magnetic proper
including colossal magnetoresistance. The magnetism
mostly due to the spins of Mn ions. The electronic carri
are assumed to come from a wides band from TI orbitals,
with a very low occupation. These electrons are coupled
romagnetically to the Mn spins.36,22 We can describe the
coupled system by the Hamiltonian10

H5(
k,s

ekck,s
† ck,s2J(

i j
sW i•sW j2J8 (

i ,s,s8
ci ,s

† sW ss8ci ,s8sW i ,

~27!

whereJ andJ8 are positive~ferromagnetic!, s represents the
carrier spin index (s5↑,↓), sW i is the Mn spin~assumed
classical! of site i, and sW ss8 are Pauli spin matrices. Th
model undergoes a transition to an ordered phase where
local spins have a finite magnetization,s5u^sW&uÞ0, and the
electron gas is polarized,m5uSs^ci ,s

† sW ss8ci ,s8&uÞ0.
In principle, the entire issue of PS in the pyrochlor

could be settled using results of Majumdar-Littlewo
~ML !.10 These authors have shown that magnetic polar
~i.e., self-trapped, polarized electrons in a magnetic bub
of core spins embedded in a paramagnetic environment! are
st

st
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the stable configuration of carriers in the paramagnetic ph
at low densities. Now we will show that the existence
polarons in the paramagnetic phase is a sufficient condi
for the thermodynamic instability of the uniform phase of t
standard mean-field analysis.

Let us consider a low concentration~n! of carriers in the
polaronic configuration. The free energy at fixed temperat
is proportional to the number of carriers~polarons!:

Fpol~T,n!5d f pol~T!n, ~28!

where d f pol(T),0 is the free-energy reduction per carri
due to its polaronic bubble. The preference for polarons
plies that the homogeneous~paramagnetic! phaseFhom is
aboveFpol in the limit n→0. Consider now that the carrie
density reaches the valueñ at which all volume is filled with
polarons, each one with its confined carrier. It is obvio
that, allowing carriers to delocalize~keeping the core mag
netization and temperature constant!, their kinetic energy di-
minishes. This implies the existence of a homogeneous ph
~with finite core magnetization and total carrier polarizatio!
with energy below the polaronic phase at finite carrier co
centration. A variational reasoning guarantees that the
homogeneous solution of the mean-field treatment is e
below in free energy. In conclusion, if the single polaron
stable, the free energy of the homogeneous phase mus
isfy

Fpol~T,n→0!5d f pol~T!n,Fhom~T,n→0!,

Fpol~T,ñ!5d f pol~T!ñ.Fhom~T,ñ!.

Remember thatFpol is linear in n, and bothFpol and Fhom
start from the same point. Then the previous inequalities
only happen if the curvature ofFhom changes sign with con
centration, leading to a negative compressibility and P
Therefore, we have proved our original assertion: sta
polarons imply thermodynamic instability towards PS. N
tice that this is a sufficient condition, but not necessary:
can exist~see below! even if the ML polarons are not th
stable configuration in the paramagnetic phase. A graph
description of the previous argument comparing polaron
and homogeneous-phase free energies forkT50.115t is
shown in Fig. 1~two upper curves!. In addition, we also
show the free energy of the correct treatment, including c
rier entropy~see below!.

There is, however, a source of concern with the previo
conclusion. In the ML analysis, carriers in the homogene
phase enter with energy but no entropy. This would be c
rect for the usual case of degenerate fermions. But the t
perature is finite and the interesting region corresponds
very low carrier concentration, making the degenerate
sumption questionable. For the parameters expected to a
in the pyrochlores,10 the classical limit would be a more
appropriate starting point. In fact, in the limit of zero co
centration at finite temperature, the chemical potentialm
5]nFhom) corresponds to classical particles, and diverges
m(n→0); ln(n). This implies that, in that limit, the homo
geneous paramagnetic phase~including carriers entropy! is
alwaysmore stable than the ML polaronic ansatz. It could
argued that the entropy does not appear explicitly in the
treatment because it is the same in both the polaronic



bo
h

o
m
p

ul
e

tic

as
,

ters

y
on-
of

for
rier
ns

the
ts of
ic
-

. We
n

y
-

n-
py
re-

re

are
o-
e

a

t.

the
of

ical

PRB 62 395PHASE SEPARATION AND ENHANCED CHARGE-SPIN . . .
homogeneous phases. This would remove any doubt a
the ML analysis, but we see no obvious reason for suc
cancellation to take place.

Given the previous ambiguities, we study the existence
PS in the pyrochlores with the standard thermodyna
analysis of the homogeneous phase, without relying on
laronic arguments. We perform the usual mean-field calc
tion without simplifying hypothesis for the carriers. Th
Helmholtz free energyF contains the coreFs , carrierFm ,
and core-carrier contributionsFsm, with expressions

Fs52
Jz

2
s22kTF lnS sinh~h!

h D2hsG ,
Fm52kT (

s5↑↓
E de D~e!lnFexpS ms2e

kT D11G
1 (

s5↑↓
msns , ~29!

Fsm52J8sm, ~30!

wherem5n↑2n↓ is the carrier magnetization,z is the num-
ber of nearest neighbors,D(e) represents the paramagne
density of states~per spin!, andh describes the effective field
characterizing the mean-field distribution of core spins,
sumed to be classical vectors of unit length, therefores
5coth(h)2h21.

Minimization of F leads to the following equations:

m↑2J8s2m20, ~31!

m↓1J8s2m50, ~32!

2Jzs1kTh2J8m50, ~33!

with the occupation constraint

FIG. 1. Free energy vs electron concentration for the ex
mean-field treatment~solid line!, the polaronic ansatz~dashed
straight line!, and the degenerate approximation for electrons~dash-
dotted line!, for kT50.125t and parameters explained in the tex
The arrow marks the onset of negative curvature.
ut
a

f
ic
o-
a-

-

n5 (
s5↑↓

ns5 (
s5↑↓

E de
D~e!

expS e2ms

kT D11

. ~34!

We have solved the previous equations for parame
expected to apply in the case of pyrochlores:kT05Jz/3
50.1t, andJ85t, wheret, a measure the electronic energ
scale, is taken to be the kinetic energy of an electron c
fined to a unit cell volume. Searching for negative values
]2F/]n2, we arrive at the phase diagram plotted in Fig. 2
small carrier concentration. We see that, beyond a car
concentration, a region of negative compressibility ope
around the ferro-para transition. Therefore, we confirm
existence of PS as suggested by the general argumen
Sec. II. Notice that in Fig. 2 we show the area of intrins
instability: the standard Maxwell construction would in
crease this PS region even into the paramagnetic phase
have plotted~Fig. 1! the free energy of the exact solutio
~solid line!, compared to the ML polaron ansatz~dashed,
straight line! and the solution ignoring the electron entrop
~dash-dotted line! for kT50.115t. As explained at the begin
ning of this section, the correct homogeneous phase~includ-
ing entropy! has the lowest free energy even at low conce
tration. In contrast, having ignored the electronic entro
would have led to the prediction that polarons are the p
ferred configuration~see two upper curves of Fig. 1!. Nev-
ertheless, PSdoesexist, and the onset of negative curvatu
~hardly visible to the bare eye! is marked with an arrow in
that figure.

For the parameters corresponding to Fig. 2, electrons
stronglynondegenerate, and the numerical results almost c
incide with the classical limit for the carriers, whos

ct

FIG. 2. Phase diagrams for the mean-field theory of Eqs.~31!–
~33! for the parameters explained in the text. The solid line is
~scaled! critical temperature vs carrier concentration. The region
negative compressibility is bound by the dashed line and the crit
temperature.
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Ginzburg-Landau analytic treatment we now present
completeness. Assuming the electrons to be a classical
gas and performing an expansion in the cores and carrier
magnetizationm, one obtains the following expressions f
the contributions to the free energy:

Fs5S 3

2
kT2

Jz

2 D s21
9

20
kTs4, ~35!

Fm52nkT1nkT lnS n

nQ
D1

kT

2n
ms21

kT

12n3 m4, ~36!

Fsm52J8sm, ~37!

where nQ is a reference density marking the onset of t
quantum regime.

Minimization of the free energy leads to the followin
transition temperature:

kTc5
kT0

2
1AS kT0

2 D 2

1
J82n

3
. ~38!

In the vicinity of Tc , core and electron magnetization a
related by

m5s
J8n

kT F12
J82s2

3~kT!2G ~39!

and the scaled inverse compressibility atT→Tc
2 is given by

k̃21[
]2F
]n2 5k̃0

212
15kTck84

54~kTc!
4110J84n

, ~40!

where k̃0
215kTc /n is the inverse compressibility of th

paramagnetic phase.k̃ becomes negative beyondnPS
554(kTc)

4/(5J84)51.26631023, for the parameters use
here, very close to the exact results of Fig. 2.

As a final remark, it is important to realize that the prec
configuration of the coexisting phases in the real mate
will be complicated by effects beyond the present treatm
~disorder, domain boundary contributions, etc.!. The final
picture could well be that of an arrangement of polaronicl
structures. The associated spatial inhomogeneity will c
tainly affect the behavior of these compounds in an imp
tant way. This suggests that, even if the original pola
argument deserves further scrutiny, the associated phy
explored by ML might well apply to the pyrochlores.

V. DOUBLE-EXCHANGE SYSTEMS

The double-exchange~DE! model describes systems wit
local spins and itinerant electrons, in the limit where t
Hund coupling between the electrons and the spins is m
larger than other scales.37 The electrons are always polarize
in the direction of the local spins, and hopping~t! to neigh-
boring ions is modulated by the relative orientation of the
spins, leading to the following Hamiltonian:

H52t (
^ i j &,s

@zisz̃j sci
†cj1H.c.#, ~41!

wherezis is the spinor describing the orientation of the co

at sitei : zi↑5cos(12ui), zi↓5sin(1
2ui)exp(2ifi).
r
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The model, put forward by Zener,37 has received grea
attention in recent times as the building block needed
explain the physics of Mn perovskites. We will restrict ou
selves to its simplest one-band version, leaving aside fur
features such as orbital degeneracy, antiferromagnetic
plings, or Jahn-Teller distortion, probably required for
more realistic description of manganites.

PS in double-exchange models has been extensi
studied.3–9 It was originally observed in numerical studies
the DE model with AF couplings between core spins, rais
doubts about its existence in the bare version.4,6,7 However,
we have recently shown that the PS tendency is an intrin
feature of the simplest DE model without additional term8

For completeness, we include here an analysis of the c
pressibility using the Ginzburg-Landau expansion outlined
the preceding sections. The approach is a direct extensio
that used in Ref. 38. We leave out the study of PS at z
temperature due to the competition between direct antife
magnetic interactions and the double-exchange mechani5

which also can be case in terms of a Ginzburg-Landau
pansion.

The model is determined by the polarization of the loc
ized spinss, the density of states of the itinerant electrons
the absence of spin disorder,D0(e), and the temperatureT.
The free energy of the spins comes from the entropy du
their thermal fluctuations only and coincides with Eq.~35!,
except for the absence of the direct-exchange term. We
sume that the electron gas is degenerate, an excellen
proximation for temperatures in the range ofTc , and replace
its free energy by the ground-state energy in a backgroun
fluctuating spins. The bandwidth of the electrons is redu
by a factorf 5^cos(qij /2)&, whereq i j is the angle between
neighboring spins. Thus, the electronic energy can be wri
as

E5 f K05 f E
2W0

m0
e D0~e!de, ~42!

wherem0 denotes the chemical potential in the absence
spin disorder andW0 is the lower band edge~note that
2W0<m0<W0). We can now expandf in terms of the mag-
netizations, to obtain

E5
2

3
K01

2

5
K0s22

6

175
K0s4, ~43!

which completes the required Ginzburg-Landau expans
The Curie temperature of the model is given byTc5
2 4

15 K0 (K0 is negative!. The magnetization is

s25H 0, T>Tc ,

2~ 3
2 kT1 2

5 K0!/~ 9
10 kT2 12

175K0!, T,Tc

, ~44!

which leads to

F5H 2

3
K0 , T>Tc ,

2

3
K02kTRS K0

kTD , T,Tc

, ~45!

whereR(u)5 7
6 (u1 15

4 )2/( 105
5 2u).
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Finally, the scaled inverse compressibility is

k̃215H 2

3D0~m0!
, T→Tc10,

2

3D0~m0!
2

14m0
2

27uK0u
, T→Tc20

. ~46!

The compressibility belowTc is negative when

uK0u
D0~m0!

<
7

9
m0

2. ~47!

This result is independent of the initial bandwidth 2W0 . In
general, there is always PS at low fillings, becausem0→
2W0 while K0 /D0(m0)→0. At half-filling, m0→0, and
there is no PS.

If we use

D0~e!5
2

p

AW0
22e2

W0
2 , ~48!

we find that there is PS if

um0u>W0A 3

10
, ~49!

which corresponds to a number of electrons per site,;0.2.
The previous expansion in powers of the order param

is not necessary, and the complete mean-field equations
be written as follows:8

x2
1

2
5

1

2 E21

1

dg D0~g!tanhS a1 f g

2Q D , ~50!

2Q
f Q

s
5

1

2 E21

1

dg gD0~g!tanhS a1 f g

2Q D , ~51!

wheres5coth(Q)2Q21 is the magnetization,x describes the

doping level ~electron/hole!, and f 5A1
2 (11s2)

5^cos2(qij )&1/2. The energy, temperature, and chemical p
tential are scaled in units of the half-bandwidth in the a
sence of spin disorder byg[e/W0 , a[m/W0 , and Q
[kT/W0 .

If D0 is taken to be the density of states of the origin
crystal lattice, neglect of the Berry phase40 collected by the
hopping electron is implicit. More appropriately, we can a
sume that spin disorder cancellations favor retraced path39

leading to a Bethe lattice density of states, with Eq.~48! as
the infinite coordination limit. In Fig. 3~upper panel! we
show the phase diagram~scaled temperature versus hole co
centrationx! for the density of Eq.~48!. Notice that the PS
region corresponds to the intrinsic instability~negative com-
pressibility!. Global stability~Maxwell construction! would
increase this region.

The simple DE model offers a clear example of the g
eral mechanism for PS in the presence of an ordering
cess. In fact, the mean-field treatment is intrinsically unsta
versus PS in the limit of low carrier density. To see th
notice that the energy scale of the magnetic order is the e
tronic energy, proportional to the carrier concentration in
dilute limit. Doubling, for instance, the carrier concentrati
er
an

-
-

l

-
,

-

-
o-
le
,
c-
e

close to the Curie temperature produces a finite increas
the bandwidth. The chemical potential is pinned at the ba
edge, and it decreases with increasing electron density, l
ing to a thermodynamic instability. In our electron-hole sym
metric model, the same would apply to the dilute hole lim

Although we do not expect the mean-field approximati
to be a serious drawback, certain limitations are clear.
instance, the inability to distinguish between short-range c
relations and long-range order confines the negative c
pressibility region to the ferromagnetic phase, for only the
does the bandwidth change with magnetic order. In w
follows, we will show that PS is a robust feature that su
vives several improvements of this basic mean-field
proach.

A. Schwinger bosons

An improved mean-field theory can be implemented us
the Schwinger boson41,8 method. A nondynamical fieldl i
enforces the constraintz̄iszis51 at every site. The core
spins are quantized according to@zis ,z̄j s8#5d i j dss8/2S.
The mean-field Hamiltonian is obtained through a Hart
decoupling of the bosoniczisz̄j s and fermionicci

†cj hopping
terms:

HMF5N~zt f K2l!2m(
i

ci
†ci1l(

is
z̄iszis

2t f (̂
i j &

~ci
†cj1cj

†ci !2tK (
^ i j &,s

~ z̄iszj s1 z̄j szis!,

~52!

FIG. 3. Phase diagrams~upper panel! for the mean-field theory
of Eqs. ~50! and ~51! and ~lower panel! for that of Eqs.~52! and
~53!, both computed using an elliptic density of states. The so
line is the~scaled! critical temperature vs hole concentration. Th
dashed line marks the boundary of the region of negative compr
ibility.
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whereK5^ci
†cj& and f 5^zisz̄j s&. Such a model was intro

duced by Sarker,42 who identified a Curie transition an
found that theeg fermion band becomes incoherent abo
Tc . Accounting for the possibility of condensation o
Schwinger bosons, we writeCks[^zks&. Assuming conden-
sation only atk50, we definer[uCk50,su2. The mean-field
equations are then

11
1

2S
5r1

1

2SE21

1

dg D~g!cothS L2Kg

4SQ D ,

f 5r1
1

2SE21

1

dg g D~g!cothS L2Kg

4SQ D ,

x2
1

2
5

1

2 E21

1

dg D~g!tanhS a1 f g

2Q D ,

K5
1

2 E21

1

dg g D~g!tanhS a1 f g

2Q D , ~53!

where g5e/W0 , L5l/W0 , Q5kT/W0 , and a5m/W0 ,
W0 being the half-bandwidth in the absence of spin disord

Two aspects distinguish this treatment from that of
previous section. First, core spins are quantum objects
intrinsic dynamics: a minute correction close to the Cu
temperature. Second and more important, long-range m
netic order~condensation of Schwinger bosons! is not a req-
uisite for short-range correlations: the latter exist a
change with temperature even in the paramagnetic phas

We have solved the mean-field equations for a semie
tic density of states andS53/2.8 Several features of the so
lution are shown in Fig. 3~lower panel!. While the critical
temperature is hardly affected, the region of negative co
pressibility enters now into the paramagnetic phase, an
pected physical feature not present in the previous appr
mation. In this approach, the fermion bandwidth collapse
zero at high temperature. Although this is likely an artifact
the approximations, it takes place well above the Curie te
peratures to be a source of concern.

B. Critical spin fluctuations

The PS region is tied to the magnetic transition, where
magnetic order~and therefore the bandwidth! changes rap-
idly with temperature and/or density@see, for instance, Eq
~44!#. Therefore, one can worry about the importance
critical spin fluctuations, neglected in the molecular field a
proximation. Assuming a nearest-neighbor, tight-binding
tice with hopping amplitudet i j 52t cos(uij /2) and expand-
ing the half-angle between spins in the usual man
cos(u/2).a01a1 cos(u), the standard virtual crystal decou
pling of the electron-spin system allows integration of t
charge degrees of freedom. This produces an effec
Heisenberg model for the core spins~assumed classical fo
simplicity!, and the total free energy~charge and core spins!
is given by

F5K`~x!1FH~J,T!, ~54!

where x is the hole concentration andK` is the electron
energy ~degenerate limit assumed! of the fully disordered
r.
e
th

g-

d
.
-

-
x-
i-
o
f
-

e

f
-
-

r

e

limit t i j 5a0t. HereFH describes the free energy of the cla
sical Heisenberg model, with coupling constantJ
52a1u^ci

†cj&ut. A lengthy but simple calculation permits th
following connection between the stability criterion and the
mal properties of the Heisenberg model~cubic lattice!:

]2F
]n2 5

1

D~m!
@12g~x! f H~T!#, ~55!

with

g~x!5
2a1m̃2D̃~m̃ !

6u^ci
†cj&u

, ~56!

where the tilded symbolsm̃ and D̃(m̃) are the chemical po-
tential and density of states scaled to unit half-bandwidth

f H~T!5
TC~T!

J@a01a1^cos~u i j !&#
. ~57!

C(T) represents the specific heat of the Heisenberg mo
The expected increase ofC(T) near the critical temperatur
Tc links the tendency towards instability with magnetic o
dering. In any case, for a fixed value ofT/Tc , the system is
bound to exhibit PS, (]m/]x),0, owing to the diverging
behavior of g(x→0). Extracting the temperature depe
dence off H(T) from published Monte Carlo data43 for the
cubic lattice, we estimate PS to follow the ordering transiti
up to x.0.11. The resulting phase diagram and intrinsic
stability region are shown in Fig. 4~upper panel!. Notice that
no approximate treatment is assumed for the criticality of

FIG. 4. Phase diagrams~upper panel! for the cubic lattice in the
virtual crystal approach, including Monte Carlo data for the Heis
berg model~Sec. V B! and ~lower panel! for the Bethe lattice of
infinite coordination. The solid line is the~scaled! critical tempera-
ture vs hole concentration. The dashed line marks the boundar
the region of negative compressibility.
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effective magnetic Hamiltonian, the only~major! surviving
approximation being the virtual crystal~mean-field! decou-
pling of mobile carriers and core spins.

C. Infinite dimension

The mean-field decoupling of charge and core spins fl
tuations remains in all the previous analysis. This manife
itself in a mere rescaling of the electronic density of sta
with magnetic order. Given that the PS instability can
seen as a manifestation of correlation between charge
spin at a macroscopic level~the only possibility left in a
mean-field approach!, concern might arise about its fat
when charge-spin coupling is properly considered. Althou
in the general case a numerical approach would be neces
to answer this question, there is a limit in which the proble
is solvable but the charge-spin coupling remains nontr
al: infinite coordination~dimension!. The relevance of this
limit for the understanding of correlated systems in 3D h
been recognized in recent years.44,45

In the DE case, this problem has been considered
Furukawa,46 and indeed PS has been observed.6,7 In those
works, the DE model included a large though finite Hu
coupling, leading to AF correlations between core spins t
certainly increase the tendency towards PS. Accumulated
perience from numerical studies of doped antiferromagn
also seemed to suggest that antiferromagnetism is requ
for PS to exist~see Sec. III B and references therein!. We
now show that, in spite of recent suggestions on the contr
the simple DE model without AF additions indeed exhib
PS close to the ordering temperature, according to the g
eral mechanism explained in this paper.

The average density of states for electrons moving in
infinitely coordinated Bethe lattice according to the D
Hamiltonian is given by

^D~e!&VW 52~1/p!Im^g~e,VW !&VW , ~58!

where the local Greens function satisfies

g~e,VW !5@e2S~e,VW !#21 ~59!

and the self-energy is determined by

S~e,VW !5~W0/2!2K 11VW •VW 8

2
@e2S~e,VW 8!#21L

VW 8

,

~60!

whereVW is the unit vector describing the orientation of th
local core~classical! spin,W0 represents the half-bandwidt
for the fully aligned case, and angular averages are ta
with the probability distributionP(VW ). Notice that, though
the probability distribution for spins in different sites facto
izes ~confining PS to the ferromagnetic phase!, charge and
spin fluctuations remain coupled at the same site, and
density of states is not merely rescaled by magnetic o
@Eq. ~60!#.

The complete thermodynamic problem is solved by fin
ing the probability distribution that minimizes the total fre
energy:

F5Fel2TS, ~61!
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where Fel is the free energy of fermions for the avera
density of states andS is the core spin entropy, both depen

ing on P(VW ).
For computational convenience, we have solved the pr

lem with two additional features: degenerate limit for ca
riers and a core spin distribution parametrized by an effec
magnetic field~detailed analysis of the exact solution for
few temperatures shows the previous simplifications to in
duce only minute corrections!. The generic results of previ
ous treatments are reproduced here. This is shown in Fi
~lower panel!, where the phase diagram presents the
pected region of intrinsic instability~negative compressibil-
ity! at low carrier density. The inclusion of a finite Hun
coupling will certainly increase the PS region, as observed
previous works.6,7 All these studies support the view that th
general scheme for PS presented in this paper applies to
simple DE model with features which are robust and not
artifact of approximations.

As mentioned before, PS can be thought of as a lo
range instability caused by the coupling between carriers
core spins. Such a mechanism is operative even in the re
where the system does not phase separate, and the ca
compressibility can be much enhanced close to the C
temperature. This statement does not contradict the fact
the density of states at the Fermi level is featureless
shows no major change around the Curie temperature.47 Re-
member that, if the bandwidth were not affected by the s
order, the compressibility would be merely proportional
the density of states at the Fermi level, which means feat
less. It is the bandwidth change with magnetic order t
produces this enhancement in the region close to the ons
magnetic order. This is shown in Fig. 5, where the compre
ibility of the infinitely coordinated Bethe lattice is measure
in units of the compressibility of afree-fermion system~that
is, no carrier-spin coupling! with the same density of states
This behavior of the compressibility close to the transiti
temperature is not a peculiarity of the infinite-dimensi

FIG. 5. Compressibility of the DE model for the~infinitely co-
ordinated! Bethe lattice, in units of the compressibility of a free
fermion system with identical density of states, vs hole concen
tion at constant temperature.
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limit, but rather a general feature of all systems studied
this paper. In the case of manganites, the possible conne
between this enhancement and the unusual propertie
these materials remains an open and intriguing question9

VI. INFLUENCE OF A MAGNETIC FIELD

So far, we have considered the existence of phase sep
tion near a ferromagnetic-~or antiferromagnetic-! paramag-
netic transition, at zero magnetic field. When a field is a
plied, the features associated with the transition
smoothed, at sufficiently large fields the magnetic mome
are aligned, and the magnetization has a weak tempera
dependence.

The increase in the compressibility which leads to ph
separation is associated with the strong coupling betw
magnetic and charge fluctuations, as measured by the de
dence of the critical temperature on electronic concentrat
The magnetic field suppresses magnetic fluctuations, lea
to a smaller increase in the compressibility nearTc . Phase
separation should disappear at sufficiently large fields, w
the temperature no longer induces significant magnetic fl
tuations.

A generic case which shows the dependence of the re
where phase separation occurs on magnetic field, at fi
nominal electronic concentration, is shown in Fig. 6. T
calculations have been done for the double-exchange m
of the previous sections, using the mean-field equations~43!
and ~44!, plus an applied field. The region of negative co
pressibility is shown. As in previous examples, a Maxw
construction gives a somewhat larger region.

In a small applied field, phase separation takes pl
above the Curie temperature. This is due to the rounding
the discontinuity atTc of the compressibility induced by th
field. The region of phase separation lies between a h
magnetization and a low-magnetization phase, in close a

FIG. 6. Region of phase separation, as a function of magn
field, in the double-exchange model, for a hole densityx50.10. The
temperature and magnetic field are normalized to the electron b
width.
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ogy with the phase diagram of an ordinary liquid-vapor tra
sition. At high fields, phase separation is complete
suppressed. At the highest possible field, we find a crit
point.

VII. PHASE SEPARATION AND DOMAIN FORMATION

The analysis in the previous sections suggests that
should be a frequent feature of magnetic transitions. PS o
macroscopic scale, however, cannot occur, as it require
infinite amount of electrostatic energy. The mean-field ana
ses used in the previous sections may be augmented by
following argument48,8 to include effects of Coulomb inter
actions. Neglecting interactions, the charge susceptib
obeys

lim
q→0

x0~q!52V21
]n

]m
52V21k̃, ~62!

whereV andn are the volume and carrier content of the u
cell, respectively. A charge fluctuation induces an elect
static potential, which, in turn, induces more charge pol
ization. The standard self-consistent treatment leads to
following RPA equation for the charge polarizability:

lim
q→0

x~q!5
x0~q!

12
4pe2

eq2 x0~q!

5
2V21k̃

11
4pe2

eq2 V21k̃

, ~63!

wheree is the dielectric constant of bound electrons. Fork̃
,0 ~which, in the absence of Coulomb repulsion, represe
the onset of the instability!, the denominator has a pole at

q* 5A2
4pe2

eV k̃, ~64!

and charge fluctuations of shorter wavelengths remain
stable, whereas the long-range nature of the Coulomb t
prevents the formation of larger charge inhomogeneit
Thus we expect the formation of domains at length sca
comparable toq

*
21. As mentioned previously, this analys

takes into account neither the cost in magnetic energy a
ciated with the formation of domain walls nor the effect
impurities. In addition to macroscopic charge neutrali
these are expected to be among the major factors affec
the spatial coexistence pattern in real materials.

VIII. CONCLUSIONS

We have discussed a general framework which shows
PS is likely to occur near magnetic phase transitions. T
dependence of the critical temperature, or critical couplin
on electronic density leads to a reduction of the inverse co
pressibility in the ordered phase. This reduction can be of
same order as the value of the inverse compressibility in
disordered phase. The existence of PS typically depend
numerical constants of order unity, related to the electro
structure. The coupling constants do not require a spe
fine-tuning for PS to take place. The analysis presented h
can be relevant to understand a variety of experimental fi
ings in the manganites, pyrochlores, and doped antiferrom
nets.
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We have studied PS mostly within a conventional me
field framework. For the systems studied at zero temperat
the effective dimensionality should be increased by the
namical critical exponent, and, therefore, we do not exp
major problems from the mean field study. Corrections d
to critical fluctuations of the magnetic order parameter w
be present for the models considered at finite temperat
Nevertheless, just as critical fluctuations tend to increase
specific heat~divergence of the second derivative of the fr
energy with respect to temperature!, it is not unreasonable to
expect a similar enhancement of charge fluctuations~i.e., the
PS tendency! due to its coupling to the ordering field. Ou
analysis also shows that, even in the absence of phase
ration, an enhanced coupling between charge and mag
fluctuations is expected close to the transition temperat
due to the reduction of the inverse compressibility. The r
evance of this enhancement for the anomalous properties
93
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hibited by some of the systems studied here remains an o
question.

Finally, we have discussed the way in which electrosta
effects frustrate the formation of macroscopic domains a
have provided a scheme to calculate the scales at which
main formation is expected. Due to the neglect of ma
factors affecting the coexistence pattern in real materials~do-
main walls, impurities, etc.!, our approach should be consid
ered as a first approximation.
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