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Molecular-dynamics simulation of thermal stress at the„100… diamondÕsubstrate interface:
Effect of film continuity
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We propose an approach to modeling the mismatch-induced residual thermal stress in microscopic film/
substrate systems using an atomistic simulation. Criteria for choosing model parameters necessary for success-
ful prediction of macroscopic stress-induced phenomena~quantitatively characterized by a reduction in binding
energy! are discussed. The model is implemented in a molecular-dynamics simulation of compressive thermal
stress at the~100! diamond/substrate interface. The stress-induced binding-energy reduction obtained in the
simulation is in good agreement with our model. The effect of sample size and local amorphization on obtained
stress values is considered and the maximum on the stress-strain dependence is explained in terms of the
‘‘thermal spike’’ behavior. Similarly to results from plasma deposition experiments, the dominant stress-
induced defect is found to be the tetrahedrally coordinated amorphous carbon~ta-C!. At higher film continu-
ities these defects are partially converted into^100& split interstitials; at lower stresses transformation of a
small fraction ofta-C into the graphiticsp2 configuration takes place. The penetration depths and the distri-
bution of the stress-induced defects are determined. The influence of residual stress on diamond thermal
conductivity is studied; defects formed due to stress are shown to reduce the thermal conductivity, this effect
being partially offset by the counteracting influence of stress on the phonon density of states.
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I. INTRODUCTION

The remarkable properties of diamond that include its
treme hardness, high thermal conductivity, transparen
semiconductivity, low coefficient of friction, and chemic
inertness make it attractive for a variety of applications.1 The
potential of diamond as an engineering material has con
erably increased in the last two decades with the deve
ment of advanced chemical vapor deposition~CVD!
techniques2 producing polycrystalline diamond of quality ap
proaching that of the best single crystals.3 Moreover, CVD
makes possible a wide range of products not accessible u
bulk diamond.4–6

The quality of CVD films is often limited by residua
stresses, arising during the growth process. These stre
have been ascribed to the mismatch between the therma
pansion coefficients of diamond and of the underlying s
strate~the so-called‘‘thermal stress’’!7,8 and to several fac-
tors leading to ‘‘intrinsic stress,’’ such as the incorporation
of nondiamond phases at grain boundaries and the pres
of hydrogen and the porosity arising during the growth.9–11

In films obtained by the CVD technique, thermal stress
been shown to be the main component (;90%) of the re-
sidual stress.7 A detailed understanding of microscopic pr
cesses induced by residual thermal stress, the mechanis
its relaxation, as well as its effect on the structure and pr
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erties of diamond, is crucial for predicting reliability an
wear resistance of CVD diamond films.

In spite of a large number of experimental analyses
residual stress in CVD diamond films,7–16 this topic is still
not well understood; many questions remain open. For
ample, not much is known regarding the evolution of defe
arising in diamond during the CVD process under conditio
of residual stress. Though it is generally known that the
plication of stress may lead to considerable structu
changes in the crystal, such as the formation of defects
other local inhomogeneities,17 experimental evidence con
cerning the nature of stress-induced defects in diamond fi
is still lacking.

The problem of defects arising as a result of stress
closely related to phenomena observed in Raman spe
during the film deposition process. Stress-induced shifts
splittings of the zone-center optical mode of diamond18 ren-
der Raman spectroscopy a technique well suited for the c
acterization of the developing stresses.19 Several empirical
models relating either shifts20–23 or splittings19 to stress val-
ues have been derived. However, the behavior of Ram
peaks associated with nondiamond phases and defect
mains unexplained. In particular, it has been observed
the intensity of the amorphous carbon peak, initially pres
in the deposited film, first increases and then decreases
the deposition time in correspondence with the evolution
2920 ©2000 The American Physical Society
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PRB 62 2921MOLECULAR-DYNAMICS SIMULATION OF THERMAL . . .
film continuity.7,8,24 This observation, apparently connect
to the nature and evolution of defects, has not yet been
plained.

The influence of residual stress on thermal conductivity
diamond is of great technological importance. Many appli
tions of CVD diamond are based on its ability to effective
dissipate heat.3,25 The influence of stress on thermal condu
tivity can be inferred from the known effect of stress, d
both to the change of lattice parameters and as a resu
induced defects, on the vibrational spectrum. The rela
importance of these two mechanisms can be investigated
ing the phonon spectrum~PS! method for the calculation o
thermal conductivity, discussed in our earlier study,26 which
establishes a direct connection between the phonon spec
of a dielectric and its thermal properties.

Atomistic simulation in general and molecular dynam
~MD! in particular is a powerful technique for investigatin
thermal stress with very fine spatial and time resoluti
thereby providing information that is difficult or impossib
to obtain experimentally. To date, several authors have
dressed the behavior of diamond under stress using atom
simulation techniques. Two studies are of special releva
Uemura27,28 studied the behavior of thebulk diamond under
uniaxial tensile27 and compressive28 stress using a modified
tight-binding approximation; in particular, the critica
strength of perfect diamond was determined. The paper
the group of Pailthorpe and McKenzie29–37are more relevan
to the present paper. They studied the process of pla
deposition of diamond films using either a modifie
Stillinger-Weber29–35or the Lennard-Jones36,37potential, and
investigated phenomena that produce compressive stres
allow it to be relieved. In particular, a ‘‘thermal spike,’’ de
fined as a molten zone or simply as the region in which
local structure is significantly distorted,36 was shown to form
following ion bombardment. Above some critical size th
spike causes the relaxation of stresses.30,31,35–37Another im-
portant result is that the compressive stress generated b
impact induces the formation of tetrahedrally coordina
amorphous carbon~ta-C!.30,32,34,38

The above studies, however, are concerned with the
trinsic component of residual stress prevailing when plas
deposition is used.30 Recall that when CVD is utilized, ther
mal stress plays the major role7 and the aforementioned phe
nomena, which are likely to result from ion bombardme
may be of little relevance. Here, we present a study base
various experimental results obtained for the CVD diamo
films ~in particular those of Hoffman and co-workers7,8,16,24!,
thereby placing an emphasis on the thermal componen
stress.

We report on MD simulations of diamond deposited on
substrate with a thermal expansion coefficient larger t
that of diamond~e.g., silicon!, hence producing a compres
sive mismatch-induced thermal stress. Throughout our pa
the Brenner potential39 is used. The paper is structured
follows: in Sec. II we present the model used for the sim
lation of thermal stress, film continuity, and experimen
conditions. In Sec. III we briefly describe our simulatio
method and the details of its implementation. In Sec. IV
discuss the reduction of the binding energy due to ther
stress, the effect of sample size, and amorphous inclus
on the value of obtained stresses, the nature, forma
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mechanism, and the penetration depth of arising defects,
the thermal conductivity of diamond obtained with residu
stresses. The conclusions are summarized in Sec. V.
dependence of the mismatch influence on sample size
mismatch factor is analytically derived in Appendix A, an
the Rayleigh coefficients for the defects considered here
evaluated in Appendix B.

II. MODELING OF THERMAL STRESS
IN A MICROSCOPIC SYSTEM

There are two principal approaches to the MD simulat
of stress. In the first~‘‘formalistic’’ ! approach the Hamil-
tonian of the system is modified with either stress or str
being introduced into the equations of motion.40–45 In the
second group of methods~referred to below as the ‘‘physi
cal’’ approach! the particular physical processes that cau
the stress are simulated at the atomic level~e.g., the applica-
tion of an external force27,28 or the ion bombardment in
volved in plasma deposition29–37!. This second way is pref-
erable either when the particular mechanism leading to
appearance of stress is expected to be important, or when
produced stress is inhomogeneous and hence cannot be
modeled by a single general variable. In the case of ther
stress both these factors are relevant.

We describe a model for the ‘‘physical’’ simulation o
mismatch-induced thermal stress, and discuss impor
modeling issues related to the small size of the simulat
system. Note that this size problem is relevant for all ato
istic simulations thereby suggesting that our approach m
be applicable to other systems.

Our model also addresses the simulation of the increas
film continuity that is observed during the deposition pr
cess. The straightforward approach would be to consider
crete grains with a realistic and continuously increasing s
however, at present such a simulation is impossible for s
tems with nontrivial potentials,27 in which sample sizes are
restricted to tens of angstroms, whereas the realistic g
size is much larger.7 To avoid this problem, we propose a
alternative method for modeling the increase of film con
nuity. A qualitative presentation of our model is given b
low; the corresponding equations are derived in Appendix

A. Modeling of stress

The simulated diamond crystal consisted of 512 ato
(43434 unit cells! interacting via the Brenner potential39

~see Sec. III for more details!. Biaxial thermal substrate
stress in the~100! plane was simulated by compressing t
two bottom~100! layers~the ‘‘substrate’’! by a ‘‘mismatch
factor’’ f m in two directions,@010# and @001#, coinciding
with thex andy axes, respectively~Fig. 1!. Accordingly, the
mismatch factor

f m[as /ad ~2.1!

is the ratio of the lattice parameters of substrate (as) and
diamond (ad), and the strain tensor in the principal axes

E5S ex 0 0

0 ey 0

0 0 0
D , ~2.2!
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2922 PRB 62ROSENBLUM, ADLER, BRANDON, AND HOFFMAN
whereex5ey[2e5 f m21.
The substrate atoms were immobilized to prevent exp

sion by making their masses very large~equal to
1011 M carbon). The interactions within the substrate and b
tween the substrate and the diamond film were describe
the same Brenner potential39 used for the bulk diamond~see
Sec. III!, thus simulating a diamondlike substrate, such
silicon.9

The lateral normal stresses (sxx andsyy) were calculated
by summing forces across an imaginary vertical slice29 in the
yz and xz planes and subtracting the reference values
ideal nonstressed diamond. The reported values of stres
the average of these quantities over thex andy directions.

B. Choice of the mismatch factor: Microscopic correction
to macroscopic mismatch factor

At the deposition temperature (Tdep5800 °C! it is as-
sumed that there is no mismatch between the diamond
and the substrate (as

Tdep5ad
Tdep).7 At a lower temperatureT,

the mismatch factorf m , which is a result of the difference
between linear thermal expansion coefficients of diamo
(ad) and substrate (as), can be calculated using the defin
tion of a46

S as[
1

as

das

dT
5

d ln as

dT
, ad[

1

ad

dad

dT
5

d lnad

dT D
to be

f m~T![
as

ad
5

as
Tdep expS E

Tdep

T

asdTD
ad

Tdep expS E
Tdep

T

addTD
5expS E

Tdep

T

~as2ad!dTD'11E
Tdep

T

~as2ad!dT.

~2.3!

The dependence off m on T for two substrates, one ver
similar to diamond~silicon! and another very different~chro-
mium carbide!, as calculated with Eq.~2.3!, is presented in
Fig. 2. This figure shows that even whenas2ad is quite

FIG. 1. The~100! diamond surface at which the biaxial com
pressive stress is applied~unit cell!. Numbers indicate the coordi
nate along the@100# ~z! direction in units of the lattice parameter o
diamondad ~positivez direction is into the page!. Bonds with atoms
of the deepest planez5ad ~underlying those atz50) are shown by
dashed lines.
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large, the mismatch factor is not smaller than 0.99.
In order to reproduce the influence of mismatch seen

experiments, it would seem appropriate to accept the ab
value of f m for our simulations. However, if we quantita
tively define the ‘‘influence of mismatch’’ either as the a
erage deviation from equilibrium of a bond between the d
mond and the nearest substrate atom,^Dr &, or alternatively,
as the degree to which the binding energy is reduced du
a mismatch,̂ DU&, such a choice off m turns out to be in-
correct. This is a result of the fact that our simulation syst
is microscopic in size; contrary to macroscopic system
where the influence of mismatch is completely determin
by the mismatch factorf m , for microscopic systems it is als
dependent on the sample sizeL.

The general analytical expressions for^Dr &5 f (L, f m)
and ^DU&5 f (L, f m) are derived in Appendix A with a
graphical presentation of these dependencies given in Fi
The behavior of both quantities is highly oscillatory at sm
L and converges to size independent values asL→`. These
large-sample values vary with the mismatch factor in a n
monotonic manner~see Appendix A!; however, in the range
of f m50.9020.99, this variation is small and corresponds
approximately the same maximal (;10%) weakening of the
binding energy for all values off m @Fig. 3~b! and Eq.~A36!#.
This (10%) is the magnitude of the mismatch influence
pected in experiments~at f m'0.99), where the samples ar
not smaller than hundreds of angstroms~point A in Fig. 3!.

However, applying the same ‘‘experimental’’ value o
mismatch,f m50.99, to our small sample size,L;15 Å, we
emerge at the highly oscillatory part of the curves~point B in
Fig. 3!. At this point the mismatch-induced strain of the bo
and the corresponding weakening of the interaction are c
to zero—either initially@Fig. 4~a!#, or after an easy shift of
all atoms, which pushes the nonmatching one out of
sample @Fig. 4~b!#. This cannot happen in large sample
where too many ‘‘internal’’ atoms have to be shifted, and t
freedom of their movement is too small to enable such ‘‘fr
surface’’ relaxation@Fig. 4~c!#.

FIG. 2. Mismatch factorf m as the function of temperature fo
two substrates calculated by Eq.~2.3!. Dependence of diamond an
silicon thermal expansion coefficients on temperature, used for
calculation, was taken from Ref. 48; the coefficient of chromiu
carbide, which is weakly dependent on temperature, was ta
equal to 11.731026 K21 for the entire temperature range~Ref. 7!.
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Consequently, if we would apply the ‘‘experimental
mismatch factorf m'0.99 to our small sample, we woul
obtain a mismatch influence much smaller than that obtai
in experiment. As shown in Fig. 3, this ‘‘small size effect
can be compensated by decreasing the mismatch factor
an effect similar to that of increasing the sample size. If,
example,f m50.90 is taken, even the small system is loca
at the saturation limit~point C in Fig. 3! and the interaction
is weakened to the same degree (;10%) as in experiment
Thus, in order to obtain the same ‘‘mismatch influence’’
the factor f m'0.99 produces in experiment, in our simul
tion a smaller mismatch factor such asf m'0.90 is applied.

C. Modeling the increase of film continuity

Scanning election microscopy and micro-Raman stud
of the evolution of deposited films have shown7,8 that the

FIG. 3. Dependence of~a! the average bond strain~in units of
the diamond bond length,l d51.54 Å), calculated using Eq.~A23!,
and of~b! the reduction of the binding energy per atom~in units of
the well depthD), calculated using Eq.~A25!, on sample sizeL, for
different values of the mismatch factor:f m50.90 ~solid line!, f m

50.96 ~dotted line!, and f m50.99 ~dashed line!. Insets show mag-
nification of the small-sample part of the curves. Arrows on ins
indicate the increase of the ‘‘film continuity,’’ corresponding to th
decrease of the mismatch factorf m . See Sec. II B for the explana
tion of theA,B, andC notations.

FIG. 4. Scheme of the average bond strain and its relaxa
abilities for a small sample~‘‘isolated particle’’—a,b! and a large
one ~‘‘continuous film’’—c!. Diamond atoms are shown by ligh
gray, substrate atoms in general by dark gray, and substrate a
with the maximal mismatch are black. For clarity, in this figure t
close packing is shown.
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density of diamond particles grows as time advances
reaches a maximum value after 30 min of deposition. A c
tinuous film is obtained after 60 min and, for longer depo
tion times~120 min!, secondary nucleation takes place. Th
increase of film thickness and continuity leads to the build
of residual stresses, which has been explained in Ref.
follows. In the case of noncontinuous films, partial stre
relaxation is enabled by the relatively large freedom
movement of different parts of the film, presumably the fr
crystallites surfaces, while in a continuous film the stre
cannot relax this way and therefore builds up.

As explained above~Sec. II B!, this is similar to what
happens~Fig. 4! when the^Dr & and ^DU& curves achieve
the saturation limit, either by increase in the sample size
by decrease of the mismatch factor~insets in Fig. 3!. We
used the latter method to approximate the effect of increas
film continuity ~leading to the buildup of stress! by varying
the mismatch factorf m from 1.0 to 0.9; the latter value is
expected to give results, qualitatively similar to those o
macroscopic, continuous film with the maximal therm
stress. Although this approach appears artificial~it is based
on themathematicalequivalence between the impact of d
creasing mismatch factor and increasing sample size!, using
the more realistic approach of varying sample size is n
practical due to the large increase in demands on comp
tional resources.

D. Modeling the experimental set up„temperature regime
and initial amorphization …

In order to mimic the experimental conditions of diamo
CVD, our ‘‘computer experiment,’’ unless stated otherwis
included three stages:

1. ‘‘Deposition’’

At this first stage the diamond/substrate system w
equilibrated for 2.5 ps at the deposition temperature~a typi-
cal value7–9,47 of Tdep5800 °C was used!. Someinitial ‘‘lo-
cal’’ amorphization of diamond near the diamond/substr
interface, caused by thermal fluctuations and facilitated
the attachment of the diamond to a rigidly fixed substr
resulting in the ‘‘growth strain,’’11 was already present in ou
sample before any mismatch was introduced. This rep
duces experimental CVD conditions, where such nond
mond phases were detected immediately after the deposi
in the ‘‘as-grown’’ film.7,19

2. ‘‘Cooling’’ and equilibration

The system was then ‘‘cooled’’ to room temperature~25
°C! at which the experimental measurements are made
this stage the whole lattice was compressed in accorda
with the thermal expansion coefficient of diamond48 ~cooling
from 800 to 25 °C results in the change of the lattice para
eter from 3.576 to 3.567 Å!. The substrate part was addition
ally compressed by the mismatch factorf m , thus simulating
the difference in thermal expansion coefficients of diamo
and substrate. An appropriate choice off m is discussed
above ~Secs. II B and II C!. The cooled system was the
equilibrated during 2.5 ps.
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3. Data collection

During this stage various properties of the equilibra
system~phonon spectrum, radial distribution function, the
mal conductivity, etc.! were ‘‘measured’’ during 5 ps~this
time has been shown to be appropriate for obtaining the p
non spectra with sufficient resolution26!.

III. SIMULATION METHOD

The evolution of the diamond/substrate system was si
lated using the MD technique efficiently implemented on
parallel high-performance computer as described in Ref.
We used 16 processors of an SP2 for 20 h for each
making some 25 runs in the course of the project. The eq
tions of motion were integrated for 10 ps by the ‘‘leap-frog
algorithm50,51 with an integration time step ofDt55
31025 ps.

The simulated system consisted of 512 carbon atoms
3434 unit cells, 16 monoatomic layers in each of@100#,
@010# and @001# directions! with minimum-image periodic
boundary conditions.50,51 The periodic boundary condition
allow us to overcome the effect of surface on the calcula
properties.50 They do not increase the size of the system
make it ‘‘macroscopic’’ since the periodicity suppresses a
density waves with a wavelength greater than the simula
box.50 The fact that an atom relaxing via a ‘‘free surface
@Fig. 4~a!# enters through the opposite face of the simulat
box does not influence relaxation; the simulation system
mains ‘‘small,’’ and the above model holds. Similarly, th
‘‘grain size’’ in the calculation of the thermal conductivit
~see Sec. IV E! should be considered to be equal to t
length of the simulation cell.

Interatomic interactions were described by the potentia
Brenner,39 which is believed to accurately model diamon
and various carbon forms intermediate between diamond
graphite, as well as defects with various types of hybridi
tion; this is important for the study of stress, which produc
a variety of defects. The details of our implementation of t
potential are given in Ref. 26.

The required temperature regime~see Sec. II D! was
maintained by the periodic rescaling of all atomic velocit
followed by equilibration of the system50 ~the reasons for
such a choice of temperature maintenance method are
plained in Ref. 52!.

IV. RESULTS AND DISCUSSION

A. Reduction of binding energy as a result of thermal stress

As defined above, the influence of thermal stress can
quantitatively characterized by the reduction of binding e
ergy caused by stress-induced mismatch. This quantity, m
sured immediately after the mismatch was introduced~‘‘as-
grown’’ film ! and again after the relaxation, is plotted in F
5.

Initially ~circles in Fig. 5!, the reduction of the binding
energy is rather large and reaches approximately 0.6
atom for the largest considered mismatch,f m50.90. This
reduction is due both to mismatch and to a small numbe
defects, present already after the deposition stage.

When the sample is allowed to relax~triangles in Fig. 5!,
the accounted reduction of the binding energy becom
d

o-
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9.
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smaller since the system has time to adjust itself to the o
mal structure. The agreement of these simulation value
the binding energy reduction with those predicted by o
theoretical model@crosses; calculated using Eq.~A25!# is
very good considering the roughness of the model and
fact that the modeled values were averaged over the sam
thickness under the assumption that the mismatch influe
distributes uniformly over the entire sample, while in real
this is not so~see Sec. IV D!. For high mismatches (f m
,0.94) the reduction of binding energy is due not only to t
mismatch itself, but also to the stress-induced formation
defects~Sec. IV C! not taken into account in the model bu
accounted by the simulation; hence a larger and a more
notonous reduction of energy in the simulation compared
that given by the model.

B. Effect of sample size and local amorphization
on obtained stresses

To single out the ‘‘pure’’ dependence of measured str
on the value of substrate strain, we considered the sam
subjectedonly to a mismatch~without preliminary deposition
stage heating resulting in initial amorphization!. The initial
substrate layer stress in these samples is presented in F
~solid line!. As expected, the mismatch-induced therm
stress is compressive. The slope of a linear fit to the cu
allows us to evaluate the biaxial Young modulus:7,19,53

E

12n
5s/e'469 GPa, ~4.1!

whereE is the Young modulus andn is the Poisson ratio.
This result is almost three times smaller than the value fr
the literature@1345 GPa~Refs. 7 and 19!#, corresponding to
E51050 GPa~Ref. 54! and n50.219. This discrepancy is
most probably the result of the decrease in the influence
mismatch in the case of small samples, discussed in
II B. The literature value of the elastic modulus, suitable

FIG. 5. Reduction of the binding energy due to mismatch: i
mediately after the deposition stage, ‘‘as-grown’’ film~circles!, and
after the relaxation~triangles!. Model values~calculated using Eq.
~A25! and divided by 8 to consider that the mismatch located i
layers acts over 16 and not 2 layers, as was assumed in the m!
are also shown for comparison~crosses!.



le

-
al
ri-

r
ve
s
a
r

e
in

-

on
l

m
th
de

ro
a
f
e
e

°

ns

is
n

the
nce
riti-
x is

bly
7,
to

nifi-

row-
-

of
of

flect
ted

ed

C

ile
m-
pears
ue

PRB 62 2925MOLECULAR-DYNAMICS SIMULATION OF THERMAL . . .
the bulk, was determined experimentally for large samp
located in the ‘‘saturation’’ region~point A in Fig. 3!, while
the stress-strain relationship in athin film ~or a monoatomic
substrate layer for which our estimations were made! is not
as straightforward,11,55 and the influence of mismatch pro
duced by the same strain is expected to be much sm
~point B in Fig. 3!. This phenomenon is similar to an expe
mentally known fact that smaller diamonds~in which the
ability to relax is higher! exhibit greater strength than large
ones56 and yield when larger samples would ha
cracked.57,58 Additional confirmation is given by the result
of other simulations of diamond, e.g., those of Uemur28

who obtained elastic constants underestimated by a facto
1.34 even for a relatively large sample~4000 atoms!.

The maximum in the stress-strain dependence can be
plained in terms of a ‘‘thermal spike’’ behavior, observed
ion bombardment~plasma deposition! experiments30 and
substantiated theoretically.31,35–37,59The thermal spike is de
fined as a zone in which alocal melting followed by rapid
chilling had occurred due to a highly energetical i
impact;30,36 roughly speaking, it is the region in which loca
structure is significantly distorted.36 With increasing impact
energy the thermal spike region grows; starting from so
critical value of energy, it becomes large enough to allow
relief of stresses, thus giving rise to a maximum in the
pendence of stress on impact energy.29,30 A similar phenom-
enon can be expected also for thermal stress resulting f
the mismatch. The larger the mismatch, the more defects
formed~see Sec. IV C!; when some critical concentration o
defects is achieved, a partial relaxation of stress on th
defects becomes possible. According to Fig. 6, this happ
when the straine achieves a value of 0.07 (f m50.93).

In a realistic system produced by the deposition at 800
and then cooled~dotted line in Fig. 6!, some initial amor-
phization is present in addition to mismatch~see Sec. II D!.
Such nondiamond inclusions are known to cause an intri
stress9,11,30which can be either compressive30 or tensile.9 At
small strains~before the critical concentration of defects
obtained! the difference between the stress value with a

FIG. 6. Initial lateral stresss in the substrate layer as a result
the straine for an ideal crystal~solid line! and for defect-containing
samples obtained by the simulated CVD~dotted line!; the thin line
with arrows indicates the stress below which the graphiticsp2 de-
fects can be formed.
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without this amorphization is positive; hence in our case
intrinsic stress is compressive. However, due to the prese
of some defects already at zero mismatch, the apparent c
cal concentration of defects necessary for a stress to rela
achieved much earlier~at e50.04, f m50.96) than in the
perfect crystal, and the reduction of stress is considera
larger due to its more efficient relaxation. As seen in Fig.
the apparent critical concentration of defects is equal
;3.3 at. %~the value corresponding tof m50.96). The dis-
torted crystal withf m50.96 is visualized in Fig. 8 which
shows that, in addition to the near-substrate layers, a sig
cant internal region is distorted.

After passing the maximum, atf m'0.92 (e'0.08), the
concentration of defects reaches saturation and stops g
ing with mismatch~Fig. 7!. For a further increase of mis

FIG. 7. Evolution of defects concentration with the increase
mismatch~corresponding to the increase of the film continuity! cal-
culated based on coordination numbers. This figure does not re
the difference between the ‘‘intermediate tetrahedrally coordina
amorphous carbons,’’ta-C, and thesp2 atoms in graphitic configu-
ration ~see the text!; both these defects are classified as ‘‘isolat
three-fold atoms.’’

FIG. 8. Distortion of the diamond crystal obtained at 800 °
~resulting in initial amorphization! with mismatchf m50.96 ~strain
e50.04): the whole crystal~left! and the distorted region~right!.
Nondistorted four-fold diamond atoms are shown by white, wh
all atoms with coordination different from four, as well as the co
pressed substrate atoms, are shown by black. The distortion ap
not only in the lower, but also in the upper layer of the sample, d
to the use of periodic boundary conditions.
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match, the relief of stress due to this concentration of defe
becomes insufficient to overcome the buildup of stress du
a larger strain; hence, in this case, stress again increases
increasing strain~Fig. 6!.

C. Formation of defects as a result of thermal stress

Three types of defects were found to form as a resul
the thermal stress:~1! isolated atoms with approximatel
three-fold coordination, intermediate between the diamo
sp3 and the graphitesp2 configurations~referred to as ‘‘tet-
rahedrally coordinated amorphous carbons,’’ta-C,30 or as
‘‘intermediate carbons’’60!, ~2! isolated three-fold atoms pos
sessing the graphiticsp2 configuration, and~3! split intersti-
tials, which can be defined as dumbbell pairs of three-f
atoms.61

The formation and the evolution of these defects w
increase in mismatch~corresponding to the buildup of stres
and to increase in film continuity! were followed using sev-
eral quantities: the concentration of each type of defect~Fig.
7!, the radial distribution functions~RDF! ~Fig. 9!, and the
phonon spectra~density-of-states! calculated by Fourier
transformation of the velocity-velocity autocorrelatio
functions62 ~Fig. 10!. The concentration curves were calc
lated based on atomic coordination numbers; these num
are integer63 and hence do not allow us to exactly distingui
the tetrahedral amorphous carbon@whose coordination num
ber is 3.7~Refs. 30 and 38!# from the perfect four-fold dia-
mond, on one hand, and from the three-fold atoms in thesp2

configuration on the other hand. For the following, we w
refer all atoms having less than four neighbors inside
cutoff radius @r c52 Å ~Ref. 39!# and hence considere
‘‘three-fold’’ to the class of intermediate carbons. Howev
we will bear in mind that their coordination is notexactly
equal to 3 and their configuration is notnecessarily sp2; in
order to decide whether this is the case or not, additio

FIG. 9. Evolution of radial distribution function with the in
crease of mismatch~corresponding to the increase of the film co
tinuity!. Notation of peaks: A—ideal diamond, B—tetrahedr
amorphous carbon,ta-C, C—three-fold graphiticsp2 atoms, and
D—split interstitials.
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evidence will be used. The radial distribution function w
used to extract information both on the bond length~given
by the nearest-neighbor distancer 1) and on the bond angleu
obtained from the ratio of the first- and second-neighb
distances:30 u52 arcsin(r 2/2r 1). In summary, the results
presented in Figs. 7–10 allow us to suggest the follow
mechanism of defect evolution.

1. Breaking of diamond bonds—formation of ‘‘intermediate
tetrahedral amorphous carbons,’’ ta-C

First, when the mismatch is small~loosely corresponding
to a low film continuity!, the dominant defects are atom
with an approximately three-fold coordination~Fig. 7!, re-
sulting from the breaking of one of the diamond bonds. F
these defects the formation energy is relatively low: acco
ing to Ref. 17, the energy of a single C-C bond~to be bro-
ken! is equal to 3.6 eV.

As noted above, in order to decide whether this defec
the tetrahedral amorphous carbon~ta-C! whose coordination
number is 3.7~Refs. 30 and 38! or the ‘‘true’’ three-fold
atom with the graphiticsp2 configuration, additional evi-
dence is obtained from the radial distribution functions a
phonon spectra. Based on the RDF~peakB in Fig. 9! analy-
sis, the defect in question corresponds to the bond len
r 151.525 Å and the bond angleu5111°; these values ar
almost identical to those reported for the tetrahedral am
phous carbon,r 151.53 Å andu5110°.30 In the phonon
spectrum, this defect gives rise to the local mode vibrat
;1450 cm21 ~peakB in Fig. 10!; similar peaks in the 1400–
1500 cm21 region were observed and attributed to vario
C-C vibrations in amorphous diamond,64 in particular, to the
stretching vibrations between the four-fold and three-fo
atoms62 accounted, e.g., in case of a vacancy.65,66

FIG. 10. Evolution of phonon spectrum with the increase
mismatch~corresponding to the increase of the film continuity!.
Notation of peaks: A—ideal diamond, B—tetrahedral amorpho
carbon,ta-C, C—three-fold graphiticsp2 atoms, and D—split in-
terstitials; a broad feature attributed to both kinds of isolated thr
fold defects,B and C, and referred to as an ‘‘amorphous carbo
peak’’ is marked by ‘‘a.c.’’
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The formation ofta-C defect as a result of compressiv
stress was experimentally and theoretically proven
plasma deposition experiments30,38 in which the dominating
component of stress is intrinsic.30 The above data, obtaine
from our simulation, serve as an unequivocal evidence of
compressive-stress-induced formation of this defect also
der CVD conditions promoting the development of therm
rather than intrinsic stress.7

The presence of a small concentration of this defect e
in samples with no mismatch (f m51.0) is accounted for by
an initial ‘‘local amorphization’’ resulting from the depos
tion at high temperature.

2. Conversion of a part of the sp3 ta-C to the graphitic sp2

configuration

Stabilization of the diamondliketa-C defect compared to
thesp2 graphitic defect under the conditions of compress
stress is consistent with the phase diagram of carbo67

showing that at higher pressures the diamond state is fa
able. However, when the stress is not too large, the con
sion of somesp3 ta-C defects to the graphiticsp2 configu-
ration becomes possible.68 The presence of the small 1.41
peak and of the bond angleu5126° in the radial distribution
function, as well as of the 1533 cm21 feature in the phonon
spectra~peaksC in Figs. 9 and 10! indicate that the graphitic
sp2 configuration exists approximately forf m>0.975 and for
f m<0.930 ~compare to the corresponding valu
1.45 Å,120°~Ref. 69! and 1582 cm21 ~Ref. 62! for graph-
ite!. This can be explained based on the nonmonoto
stress-strain relationship, discussed in Sec. IV B. When
strain is small (f m>0.975, e<0.025) the stress is rathe
low, and thesp2 configuration can form. When the strain
large enough, the concentration of defects approaches
critical value enabling a partial relaxation of stress, and
f m<0.930 (e>0.070) the stress again becomes low enou
to make the existence of thesp2 configuration possible~see
Fig. 6 where the stress below which the graphitic defect
ists is shown!.

3. Additional stabilization of above configurations at higher
stresses—formation of split interstitials

The predominantta-C defect is stable enough38 and
present up to the highest considered mismatches. Howe
this defect, being intermediate between the diamond and
~less dense! graphite configuration, requires more volum
than the perfect diamond atom would require; indeed,
fractional volume difference relative to diamond is positiv
pta-C'0.166~see Appendix B!. Yet more considerable is thi
volume difference for the second defect, thesp2 graphitic
carbon (psp2'0.552). Therefore, accumulation of bothta-C
and sp2 graphitic carbon defects~which can be commonly
referred to asisolatedthree-fold atoms! with the increase of
mismatch requires a volume expansion of the crystal, exp
mentally known as ‘‘swelling.’’70–72

As the continuity of the film increases, it becomes mo
difficult to gain the required additional volume. This caus
combining of some of the isolated three-fold atoms into pa
with a stabilization corresponding to the formation of sp
interstitial defects~Fig. 7!. These are presumably^100& split
interstitials, known to be the most stable point defects
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diamond.73,74 As shown in Appendix B, this new defect i
more compact than both types of isolated three-fold coo
nated defects (psi'0.157,pta-C!psp2) and is hence consis
tent with the more continuous system with less degrees
freedom.

The formation energy of̂100& split interstitial, 16.5–16.6
eV,73,75 is higher than that of the isolated three-fold ato
explaining the absence of these defects at low stresses, i.
small mismatches (f m.0.960) ~Fig. 7!. When the split inter-
stitial defect is formed, the radial distribution function sta
to exhibit new, nondiamond, peaks, such as that locate
about 2.425 Å~peakC in Fig. 9!. As the compressive stres
builds up, the defect stabilizes, and this peak evolves towa
smaller distances; its value 2.268 Å atf m50.90 is close to
the distance 2.129 Å between one of the central atoms of
^100& split interstitial and the terminating dumbbell ato
farthest from it for the split interstitial configuration pre
dicted in Ref. 26.

Conversion of a part of the isolated three-fold atoms in
split interstitials becomes apparent also when looking at
phonon spectra~Fig. 10!: as the film continuity increases,
new local peak (D), evolving towards 1607 cm21 and most
likely attributed to thê 100& split interstitial,65 appears.

The proposed mechanism of defect evolution provides
explanation for the experimental behavior of the amorph
carbon peak in Raman spectra.7,8 In our case, as the film
continuity increases, the intensity of the broad ‘‘amorpho
carbon’’ feature, located at;1420–1560 cm21 and attrib-
uted to two kinds of isolated three-fold defects~Fig. 11!, first
increases with the growth of the total concentration of th
defects (f m>0.960, Fig. 7!, and then decreases, when som
of these defects convert to split interstitials and their conc
tration reduces (f m,0.960, Fig. 7!;76 a similar behavior was
observed in experimental Raman spectra.7,8

Finally, two additional features of the evolution of th
RDF and phonon spectrum with the increase of misma
should be mentioned. First, the higher the compress
stress, the smaller the stable lengths of all bonds@note, for
example, the downward shifting of the aforementioned s
interstitial line, initially located at 2.425 Å~Fig. 9!#. Increase

FIG. 11. Intensity of the ‘‘amorphous carbon’’ peak with re
spect to the main diamond peak (A in Fig. 10!, calculated based on
Fig. 10.
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of the compressive stress also causes the upward shift
splitting of the diamond~‘‘ A’’ ! peak in phonon spectrum
~Fig. 10!. Second, as the stress builds up, stress-induced
fects develop, and the order of the structure decrease~it
becomes more amorphous!; as a result, the RDF peaks b
come broader and more ‘‘grassy’’~Fig. 9!.

D. Depth of the defects penetration

The penetration depth of various defects can be obta
by mapping their concentrations along the direction norm
to the diamond/substrate interface~Fig. 12!. This figure dem-
onstrates that the effect of substrate stress on the cr
structure is very deep: when allowed to relax, the defe
initially located near the substrate/diamond interface, exp
over the whole crystal, though their distribution remains no
uniform. At small mismatches the defects are the ‘‘interm
diate carbons’’~isolated three-fold carbon atoms!; the further
from substrate, the smaller is their concentration. At lar
mismatches, a considerable proportion of these defects
into split interstitials~see Sec. IV C!. In this case, the spli
interstitials form predominantly near the substrate/diamo
interface where the stress is maximal, while the remain
‘‘intermediate carbons’’~requiring more volume! concen-
trate in deeper, less compressed, layers.

In experiment the presence of defects can be analy
using the full width at half maximum~FWHM! of the band-
center phonon peak in Raman spectra: a decrease in th
gree of crystallinity~increasing defects or amorphicity! is
known to increase the value of FWHM.13 Unfortunately, the
penetration depths deduced experimentally based on FW
cannot be quantitatively compared to our results, since
former are extremely sensitive to the deposition conditio
and to the film thickness and orientation. However, the m
surements of Sailset al. for the ^100& oriented film13 quali-
tatively confirm our conclusion about the defects propaga
deep enough and affecting the whole film.

FIG. 12. Penetration depth of stress-induced defects: numbe
isolated three-fold atoms—‘‘intermediate carbons’’~solid line! and
split interstitials~dotted line!—as a function of the layer numbe
The numbering of layers starts from substrate.
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E. Thermal conductivity of diamond with residual stresses

As demonstrated in Ref. 26, the direct MD calculation
thermal conductivity is considerably affected by the size
the simulation system and by the method of temperat
maintenance. Contrary to this, the PS method develope
Ref. 26 is practically insensitive to these factors and giv
the correct values of thermal conductivity in the whole te
perature range for which experimental data are availa
This method is based on the following expression for
thermal conductivity of dielectrics:17,77

k5
\2v2

3kT2Vmol
E

0

vR
t~v!D~v!

v2e\v/kT

~e\v/kT21!2
dv, ~4.2!

where T is the temperature,v is the average velocity o
sound in the crystal,Vmol is the molar volume,vR is the
maximal frequency up to which the integration is acco
plished ~it corresponds to the wave vectork50), D(v) is
the normalized mode density at frequencyv, andt(v) is the
relaxation time comprising all mechanisms participating
the phonon scattering.77,78 Under the assumption that th
scattering mechanisms are independent one from anothe
scattering rates of individual mechanisms are additive,3 and
include ~in our case! relaxation due to Umklapp processe
(tU

21), grain boundaries (tgb
21), and point defects, earlie

shown to include the tetrahedrally coordinated amorph
carbon atoms,ta-C (t ta-C

21 ), the split interstitials (tsi
21), and

the isolatedsp2 graphitic carbons (tsp2
21):

t21~v!5tU
21~v!1tgb

21~v!1t ta-C
21 ~v!

1tsi
21~v!1tsp2

21
~v!. ~4.3!

Based on the intensity of those RDF and PS peaks, wh
correspond to the latter defect~Figs. 9 and 10!, its concen-
tration is rather low, and the concentration of the ‘‘isolat
three-fold’’ atoms can be attributed to theta-C defect alone;
hence

t21~v!'tU
21~v!1tgb

21~v!1t ta-C
21 ~v!1tsi

21~v!.
~4.4!

The phonon densityD(v) was extracted from the phono
spectra~Fig. 10!. The expressions for each of the relaxati
mechanisms present in Eq.~4.4!, as well as the parameter
necessary for Eqs.~4.2!–~4.4!, were taken from Ref. 26. The
Rayleigh coefficientsI for the three types of defects not con
sidered in Ref. 26 are evaluated in Appendix B.

The above expressions show that, in principle, the in
ence of residual stress on thermal conductivity can be
ferred in three possible mechanisms:~1! effect of stress on
the phonon density-of-states,D(v), due to the change of the
lattice parameters,~2! appearance of the stress-induced d
fects serving as an additional mechanism of phonon sca
ing @appearance or increase of the point defects termst ta-C
and tsi in Eq. ~4.4!# and ~3! modification of the density-of-
statesD(v) by defects.

of
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Of these mechanisms, the third does not occur: as sh
in Fig. 10, the defects in question do not noticeably affect
spectrum in the quasilocal frequency region (v,vR), while
the local vibrations with frequencies lying above the ma
mum possible frequency of pure diamond are unable
propagate through the crystal79 and hence have no effect o
its thermal properties. The influence of two other mec
nisms is analyzed in Fig. 13.

Change of the thermal conductivity due to the ‘‘pure
first mechanism@effect of stress onD(v)# can be isolated by
omitting the terms resulting from the relaxation on point d
fects, i.e., acceptingt215tU

211tgb
21 ~dotted line termed

kwith excluded p.d.in Fig. 13!. The figure demonstrates that
this case~if there were no scattering on point defects!, the
thermal conductivity of diamond under residual stress wo
be higher than that of ideal diamond,k ideal diamond~thin-solid
line!. This would-be increase is accounted for by the fact t
compressive stress shifts the maximum frequency upwa
thus enhancing the frequency region in which the phon
can propagate.

However, the true thermal conductivity of diamond wi
residual stress,kdiamond with residual stress~thick-solid line! is
lower that that of ideal diamond. This reduction is due to
second route of the stress influence, namely, to the app
ance of defects serving as an additional mechanism of
phonon scattering. The extent to which these defects red
the thermal conductivity results from the interplay of tw
factors: the type of prevailing defects and their concen
tion. On one hand, as the mismatch increases and the s
builds up, the concentration of defects grows~Fig. 7!, and
the defect-induced reduction of thermal conductivity m
become stronger. On the other hand, the buildup of st
was shown to cause the conversion of some of the ‘‘interm
diate carbon’’ defects to more compact split interstitials, p
sessing the lower Rayleigh coefficient per single defect~9.31
instead of 9.84, see Appendix B!, and hence scattering th
phonons less intensively. However, the difference in R
leigh parameters is rather small, and the latter effect is n

FIG. 13. Thermal conductivity of diamond with residual stre
at room temperature~solid line!, and its components resulting from
point defects~‘‘p.d.’’ ! ~dashed line! and from the rest scatterin
mechanisms~dotted line!. Thermal conductivity of ideal diamond i
shown for comparison~thin-solid line!.
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ligible, so that the resulting degree of the thermal conduc
ity reduction by point defects,2kp.d., grows with their
concentration, i.e., with the increase of mismatch~dashed
line in Fig. 13!.

The obtained numerical values of thermal conductiv
cannot be directly compared to experiment since, to the b
of our knowledge, conductivity of such small sampl
(;14 Å), as well as that measured under stress, was n
reported in the experimental literature. However, the go
agreement exhibited when the applied method was teste
large ideal samples,26 suggests that the results presented h
are also correct.

V. CONCLUSIONS

~1! A model for the atomistic simulation of macroscop
thermal residual stress in microscopic film/substrate syst
was presented. In this model the mismatch between the
and underlying substrate, resulting from the difference
their thermal expansion coefficients, was simulated us
substrate compression by a factorf m . The dependence of th
mismatch influence~quantitatively defined as the binding en
ergy reduction due to mismatch! on the mismatch factorf m
and sample sizeL was derived analytically.

Using the dependence of the mismatch influence onL, it
was demonstrated that in small~simulated! systems the in-
fluence of a given level of mismatch is considerably less th
that produced in large~experimental! samples by the sam
value of mismatch. The reason for this lies in a larger fre
dom of movement in the small sample, which enables fr
surface relaxation of stress. This freedom can be redu
either by increasing the sample size~this happens, e.g., whe
the film continuity grows with the deposition time! or by
introducing a decrease in the mismatch factor thereby p
ducing effects similar to those obtained when increasing
sample size.

Two conclusions can be drawn from the similar effect
increasing the sample size and that of decreasing the
match factor. First, in order to produce the same influence
mismatch as is obtained in a macroscopic experiment,
microscopic system one should use mismatch factors con
erably smaller than the realistic ones. Second, the increas
the film continuity, corresponding to reduction in fre
surface relaxation and increase in compressive stress, ca
semiquantitatively modeled using the continuous decreas
the mismatch factor. This approach is favorable compare
the direct increase in size of a simulated system; such
increase is limited by computer resources that currently r
der realistic sample sizes unachievable.

~2! The model was applied in the simulation of compre
sive thermal stress at a~100! diamond surface using th
molecular-dynamics technique; the resultant binding-ene
reduction was calculated. Initially, when mismatch was
troduced, the energy reduction amounted to 0.6 eV/atom
the largest mismatch studied, and became almost five ti
smaller when the system was allowed to relax. The value
the binding-energy reduction in the relaxed system agr
well with that predicted by our theoretical model exce
when applying large mismatches that lead to the formation
mismatch-induced defects, not accounted for in the mo
these noticeably contribute to the binding-energy reducti
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~3! The biaxial Young modulus, determined from the o
tained stress dependence on strain, was found to be sm
than the corresponding literature value. This was explai
in terms of the smaller size of the simulation system, wh
causes a reduction in the mismatch influence thereby fa
ing stress relaxation and making the macroscopic litera
value inappropriate for microscopic simulation. This conc
sion is consistent both with our theoretical model and w
the results of other simulations.28 Though, to the best of ou
knowledge, experimental values of elastic moduli for su
small samples are unavailable, the existing experimental
~e.g., a lower strength of large diamonds compared to
smaller ones in which the ability to relax is higher! indirectly
confirm this result.56–58An underestimation of elastic modu
should be taken into account in all small-system size sim
lations.

A maximum was observed in the stress-strain relati
ship. This phenomenon was explained by the fact that
large mismatches the concentration of defects achieves s
critical value allowing a partial relaxation of stresses, sim
larly to the ‘‘thermal spike’’ behavior observed in ion bom
bardment experiments in which a maximum of the stre
impact energy dependence was obtained.30,31,35–37 This
suggests that, although the origin of stress is different in
cases~the mismatch-induced thermal stress in our ‘‘CV
experiments’’ and the impact-induced intrinsic stress
plasma deposition30!, the mechanism of stress relaxation
the same. Amorphous inclusions and internal defects, ari
as a result of thermal stress, were shown to cause a com
sive intrinsic stress.

~4! The evolution of crystal structure with increasing fil
continuity was investigated. Three types of defects w
found to form as a result of stress.

At low film continuities the prevailing defect was show
to be an isolated atom with an approximately three-fold
ordination. In agreement with plasma depositi
experiments30,38in which defects originated from anintrinsic
compressive stress, in our simulated CVD experiment,
sulting mainly inthermalstress, this defect was shown to b
the tetrahedrally coordinated amorphous carbonta-C whose
configuration is intermediate between diamond and graph
rather than the graphitelikesp2 carbon. Interestingly, for low
enough stresses, an insignificant concentration of the gra
telike sp2 carbon defects was also found. For large film co
tinuity values, both of these defects were shown to be p
tially converted intô 100& split interstitials.

These transformations were interpreted in terms of ph
diagrams and relative volumes and were found to be con
tent with experiment. In particular, the proposed mechan
explains the time evolution of the ‘‘amorphous carbon’’ pe
in Raman spectra, observed during the CVD of diamond7

~5! The penetration depth of the stress-induced defe
was studied. It was demonstrated that the effect of stres
the crystal structure is long ranged: when allowed to rel
the stress-induced defects, initially located near the subst
diamond interface, propagate over the whole crystal. W
both split interstitials and ‘‘intermediate carbons’’ a
present, the former concentrate near the substrate/diam
interface where the stress is maximal, and the latter rem
predominantly in deeper layers.

~6! The influence of residual stress on thermal conduc
-
ller
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ity was studied by the PS method.26 The residual therma
stress was shown to reduce the diamond thermal condu
ity, this reduction being due to the formation of stres
induced defects, leading to additional phonon scatter
This effect, growing with the concentration of defects, cou
teracts the effect of stress on the phonon density-of-sta
namely, the enhancement of the region of phonon propa
tion with the stress buildup. As a result, the degree to wh
compressive stress reduces the thermal conductivity is
proximately independent of the stress value for the en
range of mismatches considered here.

~7! Two directions in which this study could be extend
are as follows. The investigation of thermal stress on ot
diamond surfaces should enhance understanding of the
pendence of the above phenomena on the surface orienta
In addition, modeling more realistic films with a column
structure and a grain size varying in the direction of fi
growth80,81 is of interest. However, the latter option cou
lead to considerable computational difficulties, since
typical thicknesses of such films range between 50–
mm,81 while the maximum sample size that we can rea
with the MD simulation of diamond using the Brenner p
tential on a parallel 16-processor supercomputer is abou
Å.49
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APPENDIX A: INFLUENCE OF MISMATCH AS A
FUNCTION OF THE SAMPLE SIZE L
AND THE MISMATCH FACTOR f m

In this appendix we calculate the ‘‘influence of mi
match’’ as a function of the mismatch factorf m and the
sample sizeL. The ‘‘influence of mismatch’’ can be define
quantitatively as the average deviation from equilibrium o
bond between a diamond atom and the nearest subs
atom, ^Dr &, or, alternatively, as the degree to which th
binding energy is reduced due to a mismatch,^DU&. For the
sake of clarity, in this appendix we deal with a simple cub
lattice, and use the Morse potential82 for carbon, with param-
etersD54.006 eV andb51.5 Å21.83

Let us consider the diamond/substrate interface with
mismatch factorf m , previously defined@Eq. ~2.1!# as the
ratio of the lattice parameters of substrate (as) and diamond
(ad), and, obviously, equal to the ratio of the correspond
interatomic distances,l s and l d , in the plane parallel to the
compression~the substrate is compressed, hencel s< l d and
f m<1). To illustrate our notations geometrically, in Fig. 1
we present a sample with the mismatch factor equal tof m
5 l s / l d54/5. For the simple cubic lattice considered here



te
h

pl

-

u
th

e
se
-

ar

s

ent

f

n

-

o

.
s.

PRB 62 2931MOLECULAR-DYNAMICS SIMULATION OF THERMAL . . .
interatomic distances in the layer are equivalent to in
atomic bond lengths; we use the value of the bond lengt
diamond,l d51.54 Å.

We define the absolute mismatchD l[ l d2 l s and the least
common multiple ofl d and l s , l ds[ndl d5nsl s . This is the
length at which a complete substrate cell fits into a multi
of l d ~in Fig. 14 l ds54l d55l s). The numbers of diamond
~substrate! bonds in the lengthl ds are denoted bynd
5 l ds / l d andns5 l ds / l s , respectively; according to the defi
nition of l ds , ns[nd11 ~in Fig. 14nd54, ns55). A com-
bination that will be used frequently below is

ks[ns112mod~ns,2!5H ns if ns is odd

ns11 if ns is even.
~A1!

The length of the whole sample~not shown in Fig. 14! is
denoted byL.

Next we establish notation for differences between eq
librium and stressed configurations. If the equilibrium leng
of the bond between atoms in different layers~equal to the
interlayer distance, 0.89 Å in case of diamond! is denoted by
r e , and the real~strained! length of this bond byr, then the
deviation of the bond from equilibrium is given byDr[r
2r e . We will also refer to one-dimensional deviation of th
atom starting this bond from its position in a noncompres
ideal sample,Dd. Another quantity characterizing the ‘‘in
fluence of mismatch’’~see above!, is the per atom reduction
of the binding energy of the real stressed sample comp
to the nonstressed case; we denote it byDU.

The following additional relationships can be derived u
ing the above definitions, in particular, that ofl ds5ndl d
5nsl s5(nd11)l s :

nd5
l s

l d2 l s
5

f ml d

l d2 f ml d
5

f m

12 f m
, ~A2!

ns5nd115
f m

12 f m
115

1

12 f m
, ~A3!

ks5
22 f m

12 f m
2modS 1

12 f m
,2D , ~A4!

FIG. 14. Notation for Appendix A:~a! shows part of the
diamond/substrate interface and~b! illustrates details of one bond
Color code: light gray—diamond atoms, black—substrate atom
r-
in

e

i-

d

ed

-

D l[ l d2 l s5 l d~12 f m!5 l s~12 f m!/ f m . ~A5!

We start by deriving an expression for the displacem
of atom starting thei th bond in thefirst periodl ds ~in Fig. 14
only this period is shown! from its location in the absence o
mismatch,Ddi

I . For the case ofns odd, illustrated in Fig. 14,
these displacements are

Dd1
I 50, Dd2

I 5D l , Dd3
I 52D l , Dd4

I 52D l ,

Dd5
I 5D l , Dd6

I 5Dd1
I 50.

The general expression forns odd reads

Ddi
I5D l S ns

2
2U i 2 ns12

2 U D
5H ~ i 21!D l for i ,~ns12!/2

~ns112 i !D l for i .~ns12!/2.
~A6!

Similarly, for ns even

Ddi
I5D l S ns11

2
2U i 2 ns13

2 U D
5H ~ i 21!D l for i ,~ns13!/2

~ns122 i !D l for i .~ns13!/2.
~A7!

Applying the notationks , we obtain the general expressio
for arbitraryns :

Ddi
I5D l S ks

2
2U i 2 ks12

2 U D
5H ~ i 21!D l for i ,~ks12!/2

~ks112 i !D l for i .~ks12!/2.
~A8!

For anarbitrary period l ds , the displacement of an atom
starting thei th bond is equal to that of its image in thefirst
period:

Ddi5H Ddmod(i 21,ns)
I

for ns odd

Ddmod(i 21,ns11)
I

for ns even.
~A9!

Using Eq.~A8!, we get the general expression forDdi :

Ddi5Ddmod(i 21,ks)
I 5D l S ks

2
2Umod~ i 21,ks!2

ks12

2 U D .

~A10!

This function is periodic ini, with the period equal toks .
For a sample containingN bonds the sum of all displace

ments,s(N), is given by the series

s~N!5(
i 51

N

Ddi5D l(
i 51

N S ks

2
2Umod~ i 21,ks!2

ks12

2 U D .

~A11!

To calculate the sum of this series, let us divide it into tw
parts. Assuming that theNth bond lies in theJth periodl ds ,
we get
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s~N!5 (
j 51

J21

sj1DsN , ~A12!

wheresj is the sum over a complete periodl ds numberj, and
DsN is the sum over the last, incomplete period ending
the bond numberN.

Considering the aforementioned periodicity, the sum o
any complete period is equal to that over the first one,sj

5sI . Hence,

s~N!5~J21!sI1DsN . ~A13!

It is easy to see that

sI[(
i 51

ks

D l S ks

2
2Umod~ i 21,ks!2

ks12

2
U D

5 (
i 51

ks11

2

D l ~ i 21!1 (
i 5

ks13

2

ks

D l ~ks112 i !

5
D l ~ks

221!

8
1

D l ~ks
221!

8
5

D l ~ks
221!

4
. ~A14!
in
g

r

d

y

r

The numberJ of the period to which the last bond numberN
belongs is given by

J5@~N21!/ks#11, ~A15!

and the sum over the last,Jth, incomplete period is

DsN5
D l

8 S 4~ i last8 21!i last8 1F i last•2

ks12G~4i last~2ks11!

24i last
2 2124ks23ks

2! D , ~A16!

where i last5mod(N21,ks)11 and i last8 5min@ i last,(ks

11)/2#. The final expression fors(N) is obtained by substi-
tuting Eqs.~A14!–~A16! into Eq. ~A13!.

The next step is to convert the dependence on the num
of bondss(N) to that on the sample sizeS(L). For an oddns
the number of bonds in a sample of lengthL is equal to the
number of atomsL/ l s11 in the substrate layer~e.g., in Fig.
14 ns55, and the sample of lengthL5 l ds55l s contains
l ds / l s1156 bonds!. If ns is even, one additional bond
builds in into each periodl ds , i.e., for the whole sample
L/ l ds additional bonds build in. Therefore, the number
bonds in the sample of lengthL is
N5H L/ l s11 for ns odd

L/ l s111L/ l ds5L/ l s111L/~nsl s!5L~ns11!/~ l sns!11 for ns even
~A17!
le

r

at

-

and the general expression for arbitraryns reads

N[Lks / l sns11. ~A18!

The sum of all displacements for a sample of lengthL is then
equal to

S~L !5s~N!5s~Lks / l sns11!, ~A19!

where the expression fors(Lks / l sns11) must be taken from
Eqs.~A13!–~A16!.

Dividing by the number of bonds in the sample, we obta
the average displacement of a bond in the sample of len
L:

^Dd~L, f m!&5
S~L !

N
5

D l ~ks
221!l sns@L/ l sns#

4~Lks1 l sns!

1
DsLks / l sns11

Lks / l sns11
~A20!

@the nonexplicit dependence on the mismatch factorf m is
inferred from the dependencies ofns ,ks , and D l on this
parameter, Eqs.~A3!–~A5!#. The complete expression fo
DsLks / l sns11 must be substituted from Eq.~A16!.

Since the mismatch we are considering occurs in two
rections~Fig. 14, lower panel!, the bond lengthr is related to
the deviationsDd by
th

i-

r 5Ar e
212Dd2'r e1Dd2/r e . ~A21!

The bond strainDr is then

Dr 5r 2r e'Dd2/r e . ~A22!

Using Eq.~A20!, we obtain the average strain for the samp
of lengthL:

^Dr ~L, f m!&'^Dd~L, f m!&2/r e

5
D l 2~ks

221!2l s
2ns

2@L/ l sns#
2

16r e~Lks1 l sns!
2

1
DsLks / l sns11

2

r e~Lks / l sns11!2
. ~A23!

Again, the dependence on the mismatch factorf m is inferred
from the dependencies ofns , ks , andD l on this parameter
@Eqs.~A3!, ~A4!, and~A5!#, and the complete expression fo
DsLks / l sns11 can be substituted from Eq.~A16!.

The derived dependence of^Dr & on sample sizeL and on
mismatch factorf m , Eq. ~A23!, is plotted in Fig. 3~a!. The
behavior of this quantity appears to be highly oscillatory
small L @; l ds5 l df m /(12 f m)# and saturates to a limit atL
→` ~see below!. A qualitative explanation of such depen
dence is given in the main text~Sec. II B!.
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The obtained mismatch-induced deviation from equil
rium of the bond length can be used to estimate the bind
energy reduction caused by mismatch. For a rough esti
tion some simple pairwise interaction potential, like that
Morse,82 Ubond(Dr )5D@12exp(2bDr)#2, can be assumed
Considering that in diamond there are two bonds per a
~each atom is connected by four bonds, and each bon
shared by two atoms!, the reduction of the binding energ
per atom can be estimated to be

DU~Dr !52@Ubond~0!2Ubond~Dr !#

52D@212exp~22bDr !

12 exp~2bDr !#. ~A24!

Averaging over bonds with various strains~i.e., substituting
^Dr & instead ofDr ), we get the average weakening of th
binding energy of the sample of sizeL due to mismatchf m :

^DU~L, f m!&52D$212exp@22b^Dr ~L, f m!&#

12 exp@2b^Dr ~L, f m!&#%, ~A25!

where the expression for^Dr (L, f m)& must be taken from Eq
~A23!.

The function Eq.~A25! is plotted in Fig. 3~b!. Again, the
behavior is oscillatory at smallL and saturates to a limit a
L→`. This means that for large enough samples the red
tion of the binding energy is independent ofL, and only a
~rather weak and nonmonotonous! dependence onf m re-
mains. A qualitative explanation of such behavior is given
the main text~Sec. II B!.

As shown above, for large sample sizesL the quantities
^Dr (L, f m)& and ^DU(L, f m)& converge to some asymptot
values. Let us find these ‘‘saturation limits.’’ Using E
~A20!, we find the limit of^Dd(L, f m)& to be

^Dd`~ f m!&5 lim
L→`

^Dd~L, f m!&

[ lim
L→`

D l ~ks
221!l sns@L/ l sns#

4~Lks1 l sns!
, ~A26!

since

DsLks / l sns11

Lks / l sns11
→0

at L→`. Considering that

lim
L→`

l sns@L/ l sns#

Lks1 l sns
5

1

ks
~A27!

and substituting expressions Eqs.~A3!–~A5! for ns , ks , and
D l , we get

^Dd`~ f m!&5H l df m~22 f m!

4
for ns51/~12 f m! odd

l d~322 f m!

4~22 f m!
for ns51/~12 f m! even,

~A28!

or, expressing this by one equation,
-
g-
a-
f

m
is

c-

^Dd`~ f m!&5mod@1/~12 f m!,2# l d

f m~22 f m!

4

1mod@1/~12 f m!11,2# l d

322 f m

4~22 f m!
.

~A29!

Two features of this result should be noted. First, the
pendence of the saturation limit onf m is nonmonotonic: for
an oddns it grows with f m , while for an evenns it de-
creases. In reality,ns does not have to be an integer, an
although the general tendency for^Dd`& is to decrease with
f m , the dependence still remains nonmonotonic. Second
f m close to 1~as it is in reality!, for both ns either odd or
even

^Dd`, f m;1&' l d/4. ~A30!

Using the relationships~A23! and ~A25!, we finally ob-
tain

^Dr `~ f m!&'^Dd`~ f m!&2/r e , ~A31!

^DU`~ f m!&'2D$212exp@22b^Dr `~ f m!&#

12 exp@2b^Dr `~ f m!&#%. ~A32!

These functions are plotted in Fig. 15, where we obse
that, in accordance with Eq.~A30!, for a realistic value off m
close to unity, these limits are

^Dr `, f m;1&' l d
2/16r e , ~A33!

^DU`, f m;1&'2D@212exp~22b l d
2/16r e!

12 exp~2b l d
2/16r e!#, ~A34!

or, using the numeric values of parameters given above,

FIG. 15. Large-sample limits~a! of the average bond strain~in
units of the diamond bond length,l d51.54 Å) and~b! of the re-
duction of the binding energy per atom~in units of the well depth
D); drawn according to Eqs.~A31! and ~A32!.
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^Dr `, f m;1&'0.108 l d , ~A35!

^DU`, f m;1&'20.1D

~10% weakening of the interaction!. ~A36!

Summarizing, we can note that, though all above estim
tions are rough~containing many approximations and n
considering the specific structure of the lattice!, they still
allow us to understand how the ‘‘influence of mismatch
depends on sample sizeL and on mismatch factorf m ~Fig.
3!: for small samples@L; l ds5 l df m /(12 f m)# it is highly
sensitive to both sample size and mismatch factor, while
large samples only the dependence onf m remains @Eqs.
~A31! and ~A32!#.

Moreover, for large samples, if the mismatch factor
close to 1~as it is in reality!, also this last dependence
almost eliminated: for all values off m the influence of mis-
match is nearly the same and corresponds to approximat
10% weakening of the interaction@Eqs.~A33!–~A36!#.

Finally, the period necessary to achieve the ‘‘saturat
limit’’ at which the influence of mismatch becomes insen
tive to the sample size depends on the value of misma
factor: the smallerf m ~i.e., the larger the mismatch!, the
sooner~for smaller L) this ‘‘saturation limit’’ is achieved
~Fig. 3!.

APPENDIX B: EVALUATION OF RAYLEIGH
COEFFICIENTS FOR THREE DEFECTS:

GRAPHITELIKE CARBON ATOM
IN sp2 CONFIGURATION,

TETRAHEDRAL AMORPHOUS
CARBON ta-C, AND Š100‹

SPLIT INTERSTITIAL

According to Ref. 84, the Rayleigh coefficientI for the
scattering on point defects is given by

I 5
ca3k4

4pv3\4 S DM

M
12gpD 2

, ~B1!

wherec is the concentration of defects,a3 is the volume per
atom ~for diamond equal to 5.67310224 cm3/atom at RT!,
v is the velocity of sound in the materia
1.1953106 cm/s,26 DM is the mass change due to replac
ment of the parent atom of massM by the defect atom of
massM1DM , g is the Grüneisen parameter~equal to 1.1
for diamond85!, and p is the fractional volume difference
accounted due to the defect.

In our simulation all defects are local inhomogeneit
and have the same mass as the parent atoms. Hence
point defect scattering is due only to the difference in
volume occupied by an ideal diamond atom and that o
defect. Therefore, Eq.~B1! simplifies to

I 5
ca3k4

4pv3\4
~2gp!2, ~B2!

and the only defect-specific quantity that remains to be
culated is the fractional volume differencep of each particu-
lar defect:
-

r

y a

n
-
h

-

the
e
a

l-

p[
vp.d.2vd

vd
, ~B3!

wherevp.d. andvd are the atomic volume of point defect an
of ideal diamond, correspondingly.

Let us now estimate the values ofp and I for the three
defects relevant to the present study, namely, for the gra
telike carbon atom insp2 configuration, for the tetrahedra
amorphous carbonta-C, and for thê 100& split interstitial.

First we consider the isolated graphitelike three-fold c
bon atom in thesp2 configuration. The configuration of thi
defect is equivalent to that of a carbon atom in graph
Therefore, its atomic volumevsp2 is equal to the atomic vol-
umevg of graphite, and the fractional volume difference f
this defectpsp2 is given by

psp2[
vsp22vd

vd
'

vg2vd

vd
, ~B4!

where the subscript ‘‘sp2’’ stands for the ‘‘isolated graphi-
telike three-fold carbon defect in thesp2 configuration.’’
With the valuesvd55.65310224 cm3/atom andvg58.77
310224 cm3/atom,67 psp2 and, consequently,I sp2 take the
values

psp2'0.552, I sp2'114.48c K24 s21, ~B5!

c being the dimensionless atomic concentration of defect
question.

Next, we estimate the values ofp and I for the interme-
diate tetrahedral amorphous carbon defectta-C. The configu-
ration of this defect is intermediate between graphite a
diamond; according to Refs. 30 and 38, its coordinat
number is equal to 3.7. This means that this defect can
considered to be 70% diamondlike and 30% graphitelike
character, and its atomic volume to be approximately eq
to

v ta-C'0.7vd10.3vg . ~B6!

This gives the fractional volume difference of

pta-C[
v ta-C2vd

vd
'

0.3~vg2vd!

vd
. ~B7!

For the above values ofvd andvg this volume difference and
the corresponding Rayleigh coefficientI ta-C take the values

pta-C'0.166, I ta-C'9.84c K24 s21, ~B8!

wherec is the atomic concentration ofta-C defects.
Finally, we consider thê100& split interstitial. It would

seem reasonable to determine the effective volume of a
interstitial vsi from the experiments on diamond implant
tion, provided that~1! it is known that the produced defec
are split interstitials,~2! their concentration is known, and~3!
the swelling of the diamond lattice due to these defects
known ~e.g., from the step height measurements86!.

This approach, however, is subject to two main difficu
ties. First, the standard Monte Carlo computer codeTRIM

used for the calculation of defects concentration in impla
tation experiments completely ignores dynamic annea
that repairs the lattice almost instantaneously;87 hence, the
concentration of defects given byTRIM is highly overesti-
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mated~sometimes, by several orders!.88 Second, in experi-
ment it is impossible to obtain only one sort of defects:
implantation always results in the formation of both vaca
cies and split interstitials, as well as of the partially grap
tized regions.88,89 To overcome these difficulties, high
energy implantation experiments in which a single vacan
interstitial pair will be created in one ion hit87 are desirable;
however, to the best of our knowledge, such experiments
diamond have not been done yet.

Thus, since appropriate experimental data are lacking
estimate the volume expansion of diamond due to a^100&
split interstitial from simulation results. In Ref. 26 a dum
bell was created at a separation of 1.27 Å, i.e., one^100&
split interstitial was artificially inserted into thenonexpanded
diamond lattice. This defect was annealed, and the dumb
separation relaxed to 1.47 Å. Considering that the dumb
defect is linear, the ratio of these quantities, 1.47/1.27, m
serve as a rough estimation of the extent to which a sin
^100& split interstitial expands the surrounding diamond l
tice:
e
-
-

-

n

e

ell
ll
y
le
-

vsi /vd'1.47/1.27. ~B9!

With this estimation the fractional volume difference due
^100& split interstitial psi and the corresponding Rayleig
coefficientI si take the values

psi[
vsi2vd

vd
5

vsi

vd
21'1.47/1.272150.157,

I si'9.31c K24 s21. ~B10!

Comparison between the fractional volume expansion
to an isolated sp2-configurated three-fold atom,psp2

'0.552, to an ‘‘intermediate’’ta-C defect,pta-C'0.166, and
to a ^100& split interstitial,p3i'0.157, demonstrates that th
former defect is much less compact than the others and h
is expected to be consistent with lower values of press
~stress!. The most compact defect is the^100& split intersti-
tial; it is likely to form when the volume is most restricted
e.g., for a high degree of the film continuity.
B
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-
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