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Monte Carlo simulations of the decomposition of metastable solid solutions:
Transient and steady-state nucleation kinetics
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We present a study on the kinetics of coherent precipitation in weakly super-saturated substitutional solid
solutions by the Monte Carlo method. Our simulations are based on a simple atomistic model of diffusion by
vacancy jumps. The whole precipitation procéssm early stages to late stage coarsehiisgfollowed for
various supersaturations and temperatures, and typical behaviors observed in the simulations are compared to
those predicted by the classical theories. Special emphasis is placed on the first stages of the decomposition
(incubation and nucleatigrand on the effects of the vacancy diffusion mechanism. Finally we consider the
addition of a third(impurity) element, which can be used to control the kinetic pathway: such effects are
quantitatively explored with the Monte Carlo method.

I. INTRODUCTION rameters involved in the theolfyor instance, in Eq(1)] it
appears quite difficult to perform an experimental quantita-

The decomposition of a metastable solid solutierby  tive test of the CTN.
precipitation of a solute rici8 phase is generally divided _ The main purposes of this paper are then the following:
into three successive stagesie nucleation of stablg clus- 10 propose a numerical test of the CTN, i.e., a direct com-
ters, their growth, and finally their coarsening. In this paperParison between the incubation times and nucleauon rates
we focus on the kinetics of the first steps, on the concepts diredicted by the CTN and those measured in Monte Carlo

incubation time and nucleation rate, using simulations by thé'mUIat'onS based on a simple atomistic model. This requires

Monte Carlo method in the framework of a simple atomistic2" EXPliCit link between the microscopic parameters involved
diffusion model in the simulations and the macroscopic quantities involved in

N . the CTN.
The precipitation of a phase can be observed in many We also want to show how the details of the diffusion

physical situations and it has been theoretically studied in §,o:nanism, which are controlled by the microscopic param-
set of models known as the “classical theory of nucleation” giars can affect the decomposition pathway.

(CTN), since the early works of Volmer and Wekd926, In Sec. I, we will recall the main results of the CTN
Farkas(1927, Becker and Dong (1939, Frenkel (1939,  applied to the case of a binary solid solution and the defini-
and Zeldovitch(1942 (see Refs. 2—6 for extensive reviews, tion of all the necessary thermodynamic and kinetic param-
and references thergin eters. Then a short comparison of these results with a few
In these theories, the nucleation of tBeclusters is con-  previous experimental data and numerical simulations is pre-
trolled by a balance between a volumic decrease in free ersented. In Sec. Ill, we describe our Monte Carlo simulations,
ergy (Af,) and an increase due to an interfacial energy.( based on an atomistic kinetic model of diffusi@ec. Il A)
This leads to the concepts of critical size and nucleation barand the residence time algorith(Bec. Il B). In Sec. lll C
rier (see below. One of the main results is that, in a solid we give the sets of microscopic parameters we used, and
solution of initial supersaturatio,, after a time lag(the  their link with the data involved in the CTN. The results of
so-called “incubation timeY, a steady-state nucleation re- Monte Carlo simulations and the comparison with the CTN

gime is reached, corresponding to a steady-state nucleatigifedictions are given in Sec. IV. After a brief description of

: .Y

rate a whole nucleation, growth and coarsening sequétee.
IVA), we will focus on the steady-state nucleation kinetics
3 (Sec. IVB and on the transient regime and incubation time
9= 3 ex — Ko (Sec. IVO. In Sec. IV D we show how the details of the
0 (In Sp)2 atomic diffusion mechanism can modify the kinetic pathway.
Section IVE is devoted to the modification of the previous
where, for a given temperaturs is a constant which de- kineti(_: pathways by addition of impurities. Thesg effe(_:ts are
pends on the cluster equilibrium shape and where the pree_xperlmentally_ well knowf an'd Mpnte Carlo S|mglat|ons
factor Jg includes various kinetic parameters. The main pre—are L_Jsed to simulate anc_;l _rat|_onal|ze such behaw_ors as the
dictions of the CTN are in good qualitative agreement Withs’IOWIng down of the precipitation by vacancy_trapp(r@c._ .
experimental resultSEspecially, the nucleation rate is found IV.E 1) or the acc_eleratlon of the decomposition by precipi-
to increase very rapidly with the super-saturati® as ex- tation on nucleation agentSec. IVE 2.
pected from Eq.1). There are still many open questions Il THE CLASSICAL THEORY OF NUCLEATION
concerning the validity of this kind of model. However, be-
cause it is difficult to perfectly control the experimental con-  We consider the case of a substitutioAaB alloy with a
ditions and to estimate, for a given system, the various paelustering tendencyi.e., with a phase diagram displaying a
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miscibility gap below a critical temperatuig.,) and where AF* =AF(R=R*)=4B3%0%/(27A2Af%). The critical clus-
the diffusion occurs by vacancy jumps. A disordered solidters of sizeR=R* (or i=i*) are in unstable equilibrium
solution of compositiorcg is quenched into the miscibility with the solid solution: clusters of siz@>R* will grow,
gap, to a temperatur€ corresponding to the solubility limit while the smaller ones are predicted to redissolve into the
CSYT). The first step of the phase separation occurs throughkolid solution.

thermal fluctuations, which lead to the nucleation of small

B-rich clusters of8 phase in thex solid solution. The clus- A. Steady-state nucleation

ters evolution is usually assumed to proceed by evaporation
and condensation & monomers. The evolution of the num-
berN(i,t) of clusters withi B atoms is then given by

The steady-nucleatiod® rate is defined as the rate at
which subcritical clusters reach the critical size. The first and
simplest expression af*'is due to Volmer and Weber who

dN(ib) assumed that the critical cluster concentration a meta-
a (aj+ B;)N(i,t)+ B;_ N(i—1}) stablesupersaturated solid solutipis still given by the equi-
librium distribution[Eq. (5)]. Then
+a;,N(i+1 2
al+l (I 1t)1 ( ) J\S}W:B(lzl*)Neg(|:|*):ﬁ*N* (6)

wherea; andB; are, respectively, the “emission” and “con-
densation” rate for clusters of size If these rates are More sophisticated treatments take into account the pos-
known, the evolution of the cluster size distribution can besible redissolution of some supercritical clusters and the fact
computed, starting from any initial distributioN(i,t=0).  that the equilibrium distributioEqg. (5)] overestimates the
However, if ; can be estimated in various physical situa-critical cluster concentratiofr.* They lead to the well-known
tions (see below, Sec. I such an estimation is much Becker-Daing expression of the steady-state nucleation rate
more difficult for the evaporation rate;. The classical
theor i i isti Jeo=ZB*N*, ™
y rests on the assumption thatis a characteristic of BD
the cluster as defined by its size only. Therefore it can bgyhere z is the Zeldovitch factor Z=[—(J%F/
deduced from a relation of microscopic reversibility such as;2),, /(2 7k, T)]¥2
aj;1=BiN®Yi)/N®(i+1), derived from the equilibrium
situation. The size distribution at equilibriun®qi) is then
required to compute the evaporation rate. Even with these ) ) )
approximations, an analytical treatment of E) remains The previous steady-state nucleation rate is reached after

difficult (especially for the transient regime and the incuba-2 time lag(the so-called incubation time;), which can be
tion time): a numerical integration is then an alternative interpreted as the time necessary to reach a steady-state con-

B. Transient nucleation kinetics: Incubation time

tool 39 centration of critical clusters, starting from a disordered solid
The free energy change on formingBacluster of sizei solution® The time dependent nucleation rate is thiu)
(with a radiusR) is given by =J%exp(—/t). Various theoretical treatmentsee Refs. 3
and 9 lead to
iV 2/3
AF(R)=ARPAf,+BR2o=iV Af,+B| —L£| &, (3)
” svAl T . ®)
Ti= >
whereAf, is the driving force per unit volume for the pre- 0p*Z

cipitation ando the a/ 8 interfacial energyV is the atomic  with ¢ values ranging from 2 for Federto 4z for
volume of the phase, andA and B are some geometric \vakeshima® Numerical integrations of the equatiorig)
factors(for a spherical clusteA=4m/3 andB=4m). For a  ysually give a value of; between these two limitsee Refs.

dilute alloy, it can be shown that in simple cakés 3,9 and Sec. Il G
KT The previous description and the corresponding expres-
Af,~— 2 n S, (4)  sions of J* and 7; rely on several assumptions which are
\Z highly questionablé® Let us stress thati) an essential as-

wherek, is the Boltzmann constant arg=C%/C{(T) the sumption is that a smalbften microscopigcluster is treated

initial supersaturation. For an undersaturated solid solutiof! the same way as ahlargédphase. and described by tEe
(Sp<1), both terms in Eq(3) are positive, the solid solution same macroscopic thermodynamic parameters such as

is in a stable equilibrium and is made of solute clusters, théfv, o, etc. (i) Cluste.rs are.only de.fined by the number of
size distribution of which is given by monomers they contain, whil@especially for small cluster

size various morphologies could be expectéii.) Growth
_ AF(i) and decay of the clusters only occur by “condensation” and
N®Y(i)=No ex;{ TRT ) (5 “evaporation” of B monomers: possible direct coagulations
b of small precipitates are not taken into account. A generali-
where the appropriate choice fiNg, according to Russelljs  zation of the CTN, with coagulation and cluster splitting
the total number of atomic sites rather than the numbds of mechanisms, has been proposed by Binder and Mtdbait
atoms. For a supersaturated soluti®g>¢ 1) the first term in  additional approximations have to be introduced to compute
Eq. (3) becomes negative. For small clusteks; is positive  the rates corresponding to these evefits.Finally a funda-
and increases up to a maximum which defines the criticainental approximation is the extrapolation from an equilib-
radius R* = —2Bo/(3AAf,) and the “nucleation barrier” rium condition: a;, ;= 8;N®Yi)/N®Y(i +1), at any time, to
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compute the emission rate. It corresponds to a situatiosystem and a qualitative agreement between MC and CTN.
where the emission is a characteristic of the cluster, but doeBut he did not achieve a quantitative comparison. Here we
not depend on the cluster environment. consider a solid solutiofii.e., a globally conserved instead
nonconserved order parameter, diffusion by vacancy jumps
rather than Kawazaki mechanism, 3D instead of 2D simula-
C. Comparison with experimental results tions).
and numerical simulations

Unfortunately, an experimental quantitative test of the lll. MONTE CARLO SIMULATIONS
CTN is very difficult in the case of solid solutiodsThe
critical size for sufficiently rapid precipitation is indeed gen-
erally very small(typically less than 100 atormswhich We consider a rigid lattice with a body-centered cubic
makes the direct experimental observations of the nucleatiofPco structure. The diffusion occurs via vacan@y) jumps
stage almost impossible. The quenching conditions are diffitowards nearest-neighbdx or B atoms. The vacancy ex-
cult to control : if it is too slow, decomposition can occur change frequency with, for exampleBaatom, is given by
during the quench. The vacancy concentratiand so, the pac

.

A. Atomistic kinetic model

diffusion coefficient ofB atomg is rarely known exactly and oo _
can evolve after the quench if it is not at its equilibrium B-v= Vg €X koT
value. Moreover, for a given system, the quantities involved
in the CTN are often difficult to measure or compute : thevs iS an “attempt frequency” and the activation energff*
interfacial energy, the driving fordevhich, in addition to the is the energy change required to move Batom from its
“chemical” term of Eq.(4), must take into account the elas- initial stable position to the saddle point positioBg™ is
tic effectd, the condensation ratg*, the solute diffusion computed as the difference between tbtal energy of the
coefficient, etc., whereas the predictions of the CTN are vergystem when th®& atom is in the saddle point positioa 4p)
sensitive to small uncertainties on these parameters, espand thetotal energy before the jumpe(;). Assuming that
cially for those involved in the exponential term &f. As a  the energy of the alloy is a sum of pair interactians, it is
result, the uncertainties on the nucleation rates are at leastjual to the binding energy of tieatom at the saddle point
between three and five orders of magnitlidee Refs. 7 and (eSB) minus the energy of the bonds between the atom and its
12 for a discussion of these points, mainly concerning theneighbors before the jump
first and classical experimental test of the CTN, by Servi and
Turnbull (1966 who studied the coherent precipitation of
cobalt in copper by electrical resistivity measuremétits
The experimental situation is often better for non solid
systems. The condensation of liquid droplets in a vapolFor the sake of simplicity, we only consider here the nearest
phase is much easier to observe and mead$utinfortu-  neighbors(NN) of B. E2 and I'g.y depend on the local
nately the free energy formation is much more difficult to atomic configurations around tfg2V pair through the “bro-
calculate for the droplets in a vapor than in condensed phasg¢an” bondsVg;. In an actual aIoneSB can also depend on
because of the many degrees of freedom due to the possiblige atomic configuration around the saddle point position and
translations and rotations. As a consequence, there are comtrerefore, it could be computed as a sum of pair interactions
monly uncertainties of at least 10 orders of magnitude on th@etween the saddle point atom and its neight®tsowever,
pre-exponential factor of the nucleation rate. for the sake of simplicity and since we do not try to fit a
Because of all the pl’eViOUS diffiCU|ties, the use of numeri-specific a”oy Systen’eé and eSB (as the attempt frequencies

cal simulations has been proposed since a long time to tegf, and yg) are assumed to be constant in the following.
the CTN. The observation difficulties can then be avoided,

the aging conditiongvacancy concentrations, temperature,
initial configuration, etg.are perfectly controlled and the use
of a simple model avoids additional terms such as those due This diffusion model can be handled by various kinetic
to elastic effects. methods, such as mean-field techficer Monte Carlo

The kinetics of phase separation has been extensivelsimulations?®?* The latter method is particularly suitable
simulated by various Monte Carlo technis®e, e.g., Refs. 1 here since it naturally takes into account the correlations be-
and 7 for a review For computational time reasons, how- tween vacancy jumps and the thermal fluctuations, which
ever, most of the published studies deal with strongly superplay a major role in the nucleation process. We use simula-
saturated systems and later growth and coarsening regimésn boxes withN, lattices sitesNy A atoms,Ng B atoms,
rather than with the transient and the steady-state nucleatidd,, vacancies, and periodic boundary conditions. Typical
ones. This later regime has been simulated by Heerfiamn sizes areN,=128 atomic sites for a whole precipitation
the case of a two-dimensional ferromagnet under externgrocess,N,=256" for the nucleation rate and incubation
magnetic field. They checked the exponential dependence ¢ifne measurements. At each Monte Carlo S{BfCS), a
Jstas a function of the supersaturation predicted by @y. vacancyV can underga@ exchanges with its nearest neigh-
with a value ofo close to the estimated one. No estimationbors (z: coordination numberz=8 for the bcc structupe
of the pre-exponential factor and no observation of the tranwith the corresponding frequenciés,I',, ... ,I',. One of
sient kinetics were reported. More recently Shneidmarthese exchanges is chosen according to the residence time
et all® observed transient kinetics in the same kind ofalgorithm (RTA) described elsewhef&.It gives an estima-

€)

Ei'=ecpeim=€E— X Vg; (10)
j e NN(B)

B. Monte Carlo methods
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TABLE |. Microscopic parameters for jump frequencies. Q
€(hkly

T (hkly= < ,—(Ca1-Cgh? (11)

Parameters Set1l Set 2 a
Vana —1.07 eV —1.07 eV where g i,y is a geometric constant which depends on the
Ves —1.07 eV —1.24 eV interface crystallographic orientatiginkl). For the numeri-
Vag —0.985 eV —1.07 eV cal results we use a typical value af=0.287 nm(that of
e —6.415 eV —6.5 eV the bcc iron. For higher temperatures and supersaturations, a
el —6.215 eV -6.5 eV diffuse interface model would have to be considered, with
v 3.65x10'° s7¢ 1.02x10' st computed according to the Cahn-Hilliard mettf§dylonte
Vg 3.65x 1015 571 1.02¢10% 51 Carlo??5cluster variatiof® or low-temperature expansion

methods.

Condensation rateThe expression for the condensation
tion of the physical time associated to each MAGes  rate g* of a B atom on a critical cluster depends on the
=(E:;iXNVFi)‘1, and is more efficient with the vacancy limiting step?! If the condensation is limited by the jump Bf
diffusion mechanism than the Metropolis algorithm, espe-across the interface3* is proportional to the cluster area
cially at low temperature. As long as vacancy pairs can b¢3*oc27r(R*)2FB_VC2/a2. In our case, the adsorption is
ignored, the corresponding physical time scale is inverselglearly limited by the long-range diffusion & towards the
proportional to the vacancy concentrati@y in the simula-  matrix. By solving the corresponding diffusion equation one
tion box. We usually have one vacancy in the simulation boxgets®
and the times obtained with different box sizes can be di-
rectly compared by multiplying* =3ty,cs by the vacancy B*=87R*DaCY%a®, (12
concentration.

whereDg is the diffusion coefficient 0B in the « matrix.
C. Microscopic parameters—Link with the CTN The two previous expressions f6 are indeed numerically
The precipitation occurs due to vacancy jumps and th ather close as far as the critical radius does not exceed a few

kinetics is entirely controlled byi) the vacancy concentra- |atlice parametersDg is a key parameter and must be care-
tion and(ii) the set of vacancy exchange frequencies With fully estimated |n.orde'r to take into account the effect qf the
andB atoms depending on the local atomic configurations, In/2cancy mechanism, i.e., cqrrelanu?n between successive va-
order to compare the CTN predictions and the Monte Carl¢@nCy jumps. The expression 0fg as a function of the
results, the quantities involved in Eq®)—(8) must be re- VvariousB jump frequencies is provided by the theory of dif-
lated to the microscopic parameters of E(®),(10). The fusion in dilute aIons(see the.Append)x It strongly de-
phase diagram only depends on the mixing eneflyy pends on the set of microscopic parameters.

—(212) X (Vap+ Vag—2Vap). If >0, it displays a misci- Asymmetry effects on the diffusion mechanism: migration
bility gap below the critical temperaturé,=0.8 Q/2k, of B monomers and small clustefsdeed, it must be em-
(with the parameters of Table T,=3155 K). phasized that two sets of microscopic parameters

Equilibrium shapeFor theA andB parameters of Eq3),  1Vaa:Ves.Vas €5 .5, va, g} can give the same mixing
we assume a spherical cluster shdpe., A=4/3 andB energy (i.e., the same equilibrium phase diagram and the
=417). Except for very small sizes, this is indeed the shapesame interfacial free energy) and the sameDg for B
observed in the simulations at relatively high temperaturegnonomers, while the details of the diffusion mechanisri of
(for approximately T>T/2). When the temperature de- are different. That means that they will give different kinetic
creases, interfaces become planar with a faceting 1y} pathways, especially different nucleation rates and incuba-
crystallographic planes. Stable clusters tend to adopt a regiion times, even if the classical predictions of E¢#). and

lar dodecahedron shap&sufficiently close to the spherical (8) are the same.
one to keep the same value farandB. Such differences come from the “asymmetry effects,”

Dri\/ing force In our Case(simp|e unmixing and dilute eXtenSiver studied by Aﬂmset al.,Zl which reflect the ten-
solution the driving force for precipitatiofEq. (4) with ~ dency of a vacancy to exchange rather wAthr B atoms. In
Vz=a’2] is related to the solubility limitvia the supersatu- our diffusion model two degrees of asymmetry can bAe de-
ration So=C%/C%) which at low temperature T<0.3 fined a*=(Vaa—Veg)/(VaatVes—2Vag) and c*=eg
)(TC) is Correcﬂy given by the well-known mean-field —ef. An important result is that the relative moblllty af
(Bragg-Williamg approximation. At higher temperature this monomers and smalB clusters (dimers, trimers, etg.
approximation becomes too poor and the actual solubilitystrongly depends on the value af andc*.*+?®
limit is carefully determined by a standard semi grand- In the following, we use two sets of paramet€fable ).
canonical Monte Carlo simulatici?23 They correspond to the same values of all the quantities in-

Interfacial energy Within the conditions we studflow  volved in the CTN(especiallyDg, see the Appendix With
supersaturations, temperatures far from the critica),aie  the second oneal = —1 andc*=0), as we will see later
precipitate interface remains sharp, with a typical width closeand as it can be expected from Atfes’ results! only B
to the lattice parametexr. According to Becker’s theory, the monomers are mobiles. With the first one*&=0 andc*
al B interfacial energyr can be related to the mixing energy <0), smallB clusters can migrate too: it comes mainly from
by counting the number of “wrong”A-B bonds by area the fact that in this case, the vacancy is trappedanono-
unit® mers and small clusters. For this reason, the first set of pa-
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rameters is less time consuming and it has been used more 4

extensively in our simulations. However the simulations per- 510
formed with the second set of parameters are closer to the 410
CTN situation: when onl\B monomers can migrate, one can .
expect thatB clusters will evolve only by evaporation and 310
condensation of individuaB atoms. Ni , 16

IV. RESULTS AND DISCUSSIONS 1 16 L

Precipitation processes will be studied in Monte Carlo N e

simulations starting from completely disorderé@ndom O
solid solutions, at various temperatures and supersaturations. 0.025 |
For the first time(Secs. IV A—IV Q the first set of param- c c >
eters of Table | will be used. /8 cluster is defined as a set 0020 I 2 2 =
of B atoms, each of which is a nearest neighbor of at least C, 8 s ;g 3
oneB atom in that cluster. Once the critical sie has been 0015 3 g o 8
determined, the evolution of the numbg(i>i*) of super- £ c D Nl ©
critical B clusters and their average si@é (in number ofB 0.010 r s
atoms in the clustgrare directly measured. Unfortunately, it 107 ke [
is very difficult to geti* directly from the observation of the
cluster size distribution, since no discontinuities are expected
at the critical sizé” It is then estimated from the minimum 02
of Eq. (5). We will see in Sec. IVB that the equilibrium : m-\\
distribution predicted by Eq(5) is relatively well checked P ] ‘\\
during the nucleation stage: this point tends to justify the use 10" L
of the classical value foir* .

A. General kinetic evolution: Nucleation-growth-coarsening 10* TR A

Figure 1 gives an example of a whole precipitation se- '

guence, with the first set of parameters of Table I,Tat s . M
=0.4 Q/2k, (=05 T,) and at a relatively small super- 107 F A g i
saturation 02:3%, i.e., Sp=3.75). The simulation box <i> <i>~t3/2// //
containsN,= 128 lattice sites. As can be seen, the classical » ‘ ‘Kid ~t
picture holds quite well. One observes the four classi- 10 ¢ ’
cal stages: incubation (approximately for t*XC, A
<5x10 ' s); nucleation (for 5x10 = s<t*xC, L ‘ .
<10 ' s) during which the number of precipitatd, in- 10 . 2 » 0 o 8
creases linearly with the time, while their size) is ap- w1 w0 w0 1 10
proximately constant; growth (for 10 ! s<t*xC,
<2x10 1 s) during which a sudden drop of the supersatu- t*XC (s)
ration leads to a rapid increase of the precipitate sjke: - ) _
«t® (with the classical growthe=3/2 value, i.e.,R:xtllz) FIG. 1. Decomposition of a metastable solid solution of compo-

e 0_ . . _ .
while their number evolves slowly; and finally, after a tran- Sition C,=3% during a thermal aging at=0.4 Q/2k, (e, T
sient regime, the coarsenirfpr t* X C ~10"° s): the ma- =0.5T. andSy=3.75). The critical size i§* =19 atoms. From the
trix has almost reached its equilibvrium composition thetop to the bottom: evolution of the total number of subcritical clus-
, C e ; :
smallest precipitates shrink to the benefit of the larger onelf™SIN(I=<i"), full line], together with the number & monomers
and one observes the classical exponefiszt (i.e., R and dimers K; andN,, dotted line§, of the @« matrix composition
’ o C, (O); of the total number of supercritical clust i>i*

«t!3) and Nyt 1. It has been observed that the growth /o (©) b e =17)

. . D o @) and of the averaged cluster si@g (< ). Monte Carlo simu-
regime vanishes as the initial supersaturation increases: thigi s with the first set of parameters of Table I, 3 2dtice sites
exponenia decreases and the bump on {ieversust curve 44 1 vacancy.
flattens. This can be explained by the contribution of small
clusters direct coagulation to the precipitation. For the sam
reason,« is also sensitive to the asymmetry of diffusion.
These effects are discussed by Athset al.in Ref. 21. We

will now focus on the first steps of the precipitation.

?ation boxes No=256" lattice site$ to observe a sufficient
number of supercritical clusters in a reasonable computa-
tional time, and therefore to be able to measure nucleation
rates and incubation times with a sufficient precision. De-
pending on the supersaturation, two kinds of behaviors can
be observed. At low supersaturatide.g., S;=3.75, as

At supersaturations lower than the one of Fig. 1, the criti-shown in Fig. 2a)], the evolution of the number of super-
cal size increases and so the supercritical cluster density deritical clusters clearly displays an incubation time, then a
creases very rapidly. It is then necessary to use larger simsteady-state nucleation rate which can be directly measured.

B. Nucleation rate
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t* x Cv (s)
6000 ' ' ' FIG. 3. Cluster size distribution during the steady-state nucle-
(b) L7 . ! e steady-state 1
, . ation stage. The lines correspond to the equilibrium distribution of
5000 e Eqg. (5), the squares to the Monte Carlo simulatidigth the first
/,’ set of parameters of Table |, Z56attice sites, 1 vacangy Full
4000 I squares, dotted lineT=0.5 Q/2k, and C°=4.5% (i.e., T
Np e =0.625T, and S;=2.25); empty squares, full linéf=0.2 O/2k,
3000 L% andC%=0.8% (i.e., T=0.25T, and Sy=6.3).
/7
. .
2000 | /iJini 2. Evolution of the nucleation rate with the supersaturation
'd
1000 b ‘-" “““ The evolution ofJ* (or of J™ for the higher supersatura-
’ tions) is represented as a function 8f on Fig. 4 for various
0 L . . temperatures. As expected from the CTN equati@dns(7),
0 1510™ 310" 4510 e10™ the exponential 08 is found to decrease as () 2, with
% a slope which gives an interfacial energyery close to the
t*xC (s) - 5 .
v 0110=460 mJm< value estimated at low temperature

from the interactions potentials of Table I, according to Eq.
(1) (the (110 interfaces being that of lowest enejgyt
must be noticed that indeed the agreement is still valid at

FIG. 2. Evolution of the number of supercritical clustéts at
the beginning of the precipitation processicleation. Monte Carlo
simulations with the first set of parameters of Table I, Dpttice
sites and 1 vacancya For T=0.4 Q/2k, and 03:3% (ie., T

~0.5T, and S,=3.75), (b) for T=0.4 Q/2k, and C°=6% (i.c., ' So
T=0.5T; andSy=7.5). e’0010 5 4 8 25 21
At higher supersaturatioe.g.,Sy=7.5, Fig. 2b)], the incu- 10§
bation time vanishes and no steady-state nucleation rate can
be defined. However, an initial nucleation rat can still be 10'°
measured at=0 [dotted line on Fig. &)]. Jst \
10° ¢
1. Cluster size distributions 100
During the steady-state nucleation regime, when it occurs,

the observed cluster size distribution can be compared to that 10%
predicted by Eq(5). As can be seen in Fig. 3, the agreement b T-o03 K
is reasonable: the use of the classical expression to determine 10 : : :
the critical size is then justified. As expected, the equilibrium 0 0.5 1 15 2
expression overestimates the critical cluster concentration, a 1/(In S )2
fact which is taken into account in E¢Y) by the Zeldovitch 0
factor.

However some differences between simulated and classi- £ 4. Evolution of the steady-state nucleation dawith the

cal distributions can be observed, especially for very Smau;upersaturation. Monte Carlo simulationsTat 0.3 Q/2k, (0),
cluster sizes. This is not surprising, because of the uncertaifr—q 4 QI2k, (O), andT=0.5 Q/2k, (O) (first set of param-
ties on the quantities involved in E), the assumption on  eters of Table I, 256lattice sites, 1 vacangyThe black symbols

the (spherical cluster shape and the lack of line and pointfor high super-saturations correspond to initial nucleation raifés
contributions which, in addition to the bulk and surfacein the case where no steady state is reached. Classical theory:
terms of Eq.(3), should be taken into account in the free Volmer-Weber[Eq. (6), dotted ling and Becker-Didng [Eq. (7),
energy of small clusters, as shown by Peghil® full line] estimations.
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FIG. 5. Evolution of the number of supercritical clustéts at
the beginning of the precipitation process at0.4 Q/2k, and
C%=3% (i.e., T=0.5T, and Sy=3.75): (@) starting from a ran-
dom solid solution and @) starting from a solid solution main-
tained during X 10° MCS just above the solubility limi(at T
=0.55 Q/2k,=0.69T). Monte Carlo simulations with the first set
of parameters of Table I, 28@attice sites and 1 vacancy.

high supersaturation where no steady state is reaghidis
the case for the few black symbols on Fig.  view of the
great sensitivity ofl on small uncertainties oa, the clus-
ters shape ang*, the CTN prefactor is also in good agree-
ment with the Monte Carlo simulation. Moreover, in most
cases, the predictions of the Beckerrldg theory[Eq. (7)]

are closer to the Monte Carlo results than those of the sim;

pler Volmer-Weber theor{Eq. (6)].

C. Incubation time

MONTE CARLO SIMULATIONS OF THE . ..
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FIG. 6. Evolution of the incubation time with the supersatura-
tion. Monte Carlo simulations atT=0.3 Q/2k, (&), T
=0.4 Q/2k, (O), andT=0.5 Q/2k, (O) (first set of parameters
of Table 1, 258 lattice sites, 1 vacangyClassical theory: numeri-
cal integration of Eq.(2) at T=0.3 Q/2k, (¢), T=0.4 Q/2k,
(@), andT=0.5 Q/2k, (W), and Feder'§ r,=1/(28* Z?), dotted
line] and Wakeshima'§ r;=1/(47B*Z?), full line] estimations.
For the sake of clarity, Feder's estimation has been omitted for
=0.5 Q/2k,.

volumeV will be 7,=1/(VxJ%). Notice thatr, depends on

the size of the system, whilg does not. Moreover at a given
temperatures,>exp(Ing) 2 evolves more rapidly with the
supersaturation tharr;<1[SyX (In )% A third time is

sometimes introduced for finite-size systemg= 7+ 7, iS

The terminology concerning the incubation concept is in-the time of apparition of the first supercritical clustr.
deed often confusing. In the CTN, the incubation time Figure 6 displays the incubation timesmeasured in the
(sometimes called time-lag or induction tijne defined as simulations performed with the first set of parameters of
the time necessary to obtain the metastable equilibrium conFable | for three temperatures. It is compared with three
centration of critical clusters, starting from a random solidestimations of the “classical” incubation time: two analyti-
solution. In experiments, the “incubation time” often refers cal expressions of Fedét,=1/(28*Z?)] and Wakeshima
to the time necessary to observe the first precipitates: itr,=1/(478*Z?)] and one obtained by numerical integra-
clearly depends on the experimental resolution. In Monteion of Eq.(2). All these estimations predict that the incuba-
Carlo simulations, as can be seen from Figg)2starting tion time decreases with increasing supersaturation as 1/
from a completely random solid solution, one has to wait for[ S;x (In §)%] (the exact dependence of with S, depends
a time 7; before to reach a steady-state nucleation regimeon the approximation chosen f@*). As can be seen, strong
This later timer; corresponds to the classical concept ofand weak supersaturations have to be distinguished.
incubation and will be compared in the following to the clas-  For small supersaturations the order of magnitude is rea-
sical predictions. sonable, even if incubation time measured in the simulations

This can be illustrated by the following simulati¢Rig.  is lower than the estimated one. As it has been already
5): prior to the quench at the decomposition temperalyre observed:® numerical integration of cluster dynamic E@)
the system is maintained for a long time at a temperaiure gives, for small supersaturations, incubation times between
+AT just above the miscibility gap. The under-saturatedFeder's and Wakeshima’'s estimations. In the simulatigns
solid solution reaches atable equilibrium state, i.e., the is found to be smaller than predicted by the Feder’'s expres-
equilibrium cluster size distribution and the equilibrium sion and closer, but still lower than the Wakeshima’s predic-
value of the short range order parameter. If the system is thetion. Simulations at lower supersaturations would of course
qguenched tdr (at timet=0) the solid solution decomposes, be very useful for a more quantitative comparison. Unfortu-
but starting from a state which is quite close to its maeta-  nately, such conditions correspond to larger critical nucleus
stableequilibrium state, rather than from a random configu-and longer incubation times and they would require too large
ration: if AT is not too high, the incubation period vanishes. simulation boxes and too long simulation times.

On the other hand, after the incubation regime, once the As we will see in the next section, the origin of a large
steady state has been reached, the mean time necessaryptot of the discrepancy can be the contribution, in addition
observe the nucleation of a new stable cluster in a system afith individual B atoms, of smalB clusters which can mi-
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Dg, see the Append)xremaining the same as with the pre-
vious set of microscopic parameters.

5 At a microscopic scale, the effect of the smBlclusters
mobility is illustrated on Fig. 7, which shows the evolution
of the number ofB atoms in one given B8 cluster du-

0 L . . ring simulations atT=0.3 Q/2k, and ngl% (e, T
010° 110 21070 310 4107 =0.375 T, and Sy=7.7) performed using the two sets of
t* x C (s) parameters of Table I. In the first cd$gg. 7(a)], the cluster
v can suddenly undergo a growth or decay-08,4,..., or

even 7B atoms because clusters of such sizes can migrate in
the matrix. In the second ca$€ig. 7(b)], the cluster size
evolves only by= 1 steps which correspond to the evapora-
tion and condensation of individu8l atoms.

The effect on the incubation time and nucleation rate is
illustrated on Figs. 8 and 9. When sma8liclusters can mi-

. . rate the incubation time is smaller and the nucleation rate is
grate and directly coagulate with other clusters, and thus ac= )
. arger than when onlyB monomers are mobile. AT

celerate the nucleation process.

For high supersaturations, the incubation time measured 0.3 Q/2ky, the difference can reach almost one order of

in the simulations drops much more rapidly than expected

FIG. 7. Time evolution of the size of ong cluster atT
=0.3 Q/2k, and C°=1% (T=0.375 T, and S,=7.7). Monte
Carlo simulation with 32 lattice sites, 1 vacancy an¢h) the first
set of parameters of Table (p) the second set of parameters of
Table I.

from the classical theory. It must be noticed that even for the 10 b

highest supersaturations used in the simulations correspond-

ing to Fig. 6, the nucleation barrier is still much higher than 4

kT (with typically AF*>6 k,T), so that the CTN should 10% |

be valid!'’ However, the incubation time measured in the st i

simulations can be two orders of magnitude smaller than J 10° b

predicted. Once again, the contribution of direct coagulation

of small B clusters can explain a part of this discrepancy, but 4

only a part of it, as will be seen in the next section. 10* |
D. Effects of diffusion mechanisms on nucleation kinetics 10° : !

0 0.2 0.3 0.4

All the previous results have been obtained with the first

set of parameters of Table I, i.e., in a case where I®th 1/(In So)2

monomers and smalB clusters can migrate. One can expect
that the contribution of these latter clustdmhich is not
taken into account in the classical expressionroand J%)

FIG. 9. Evolution of the nucleation rate as a function of the
supersaturation. Monte Carlo simulations with the firgt)(and the

leads to a general acceleration of the nucleation processesscond (\) set of parameters of Table |, Z5attice sites, 1 va-

With the second set of parameters, only Bxmonomers can
migrate, all the quantities involved in the CT(dspecially

cancy. Classical theory: Volmer-Web¢Eqg. (6), full line] and
Becker-Duing estimationgEq. (7), dotted ling.
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magnitude for the incubation tim&ig. 8) and a factor 3 for matrix interfaces, in particular the latter increase of the con-
the nucleation ratéFig. 9. The difference must even be tribution of direct coagulation to the coarsening process at
higher at lower temperaturésince correlation effects in- low temperature.

creas¢ For low supersaturations, when diffusion occurs Elastic effectsOne of the limitations of these simulations
only by migration of B monomers, the incubation time is is that elastic strains, which are present in many alloy sys-
between Feder's and Wakeshima’s estimationS, and it béems, are not taken into account. Such effects mainly result
comes very close to the value obtained by numerical integrdl @ reduction of the total driving force. In the frame of the
tion of Eq. (2). As it could be expected, since the contribu- CTN. it can be simply taken into account by the addition of
tion of the direct coagulation of small clusters is not taken@" €lastic Cont”bli't"l)n to the Che”}'cﬁl term of &g and
into account in the CTN, the Monte Carlo results are closef€2ds 0 a general slowing down of the decomposition. It is

to the classical prediction with the second set of parameteré‘.ISO _w(talltknc:jwn thﬁt the ;}ql{'l'b?g;m shaFelgf th?hco({we;(ent
However, as can be seen on Fig. 8, this cannot explain affreciptates depends on their sizé=hase Nield methodsee,

the discrepancy with the classical expressiorrofor high &3 Many examples in Ref. B2and Monte Carlo simula-
pancy pre 9 9 ions (with direct exchange mechanistis™ have been pro-
supersaturations. A part of the remaining difference mus

) . osed to study such effedfisut to our knowledge, they have
indeed be due to the fact that the valuef given by Eq. ot heen used to address the question of incubation

(12) is underestimated at high supersaturation, when the peyond these classical effects, one may speculate that the
critical clusters becomes very smélpically i * <_20)2. They  details of the diffusion mechanisms, for example, the relative
have then more complex shapes than spherical’dr@&l  mobility of monomers and small clusters would be affected
their corresponding surface-to-volume ratio is larger. As arpy elastic strains, but that the kinetic pathway would still be
example, for the highest supersaturation used in the simulafictated by the mobility spectrum of varioys clusters.
tions of Fig. 8 §=15), the critical size is indeed very small However, for the time being, even for fully coherent phase
(i*=5) and a direct examination of the microstructure dur-transformations, the introduction of strain interactions using
ing the nucleation stage suggests a surface-to-volume ratio ofiore realistic (e.g., embedded atom methogotentials
critical clusters approximately 3 times larger than the onewould considerably increase the computer time since long
given by the spherical approximation used to get 8¢). range interactions would have to be computiediuding in
Moreover, one observes for such cases important time flughe saddle point positionsat each vacancy jump. Monte
tuations of the clusters interfaé&For i* <20, the order of ~Carlo simulations would then become very time consuming,
magnitude of these fluctuations can be of the size of thét least for the kind of systems we study hete., large
critical cluster itself. The assumption of a spherical and stati€yStéms, at low concentrations and low temperatures, with

critical cluster then leads to an underestimatiorBst strong correlations effedts
Vacancy versus direct-exchange mechanisiselated
important issue is the comparison with Monte Carlo simula- E. Impurity effects

tlonsh ba_sed t:)ntWKawaza_klhgyn_amlcste., dr|]r_erc]t exchange For a given supersaturation and temperature, the kinetics
mechanism between neighboring atomehich are com- of precipitation in a binanA-B alloy will occur according to

monly used to study phase separation or ordering. Severﬁl]e behaviors described above. However, for practical rea-

1,30 ; R
authrc: r§. h?fve ¢ S:ﬁd'ﬁ.d :[[9 W?ﬁt extent the K%Wair?ﬁ]sons, it can be very useful to modify and control this process,
mechanism aflects the kinetic pathway, as compared wi for example to avoid or to stabilize a given microstructure. In

more realistic vacancy exchange mechanism. They Sugn'wany industrial metallurgical processes, this is achieved by

gested, for instance, .that the claslficgl Lifshitz-Slyosov-, yition of a thirdC elemen€ In this section, we show how
Wagner(LSW) coarsening 'reg|meRoct %) is reached 'faster our simulation method can be used to predict and rationalize
with the vacancy mechanism. It has also been claimed thaf

: _ ome of these impurity effects.
direct exchange favors the coarsening by monomers
evaporation-condensation while vacancy exchange favors di-
rect coagulation.

However, we have seen here that the vacancy diffusion A first and very simple effect is the vacancy trapping by
mechanism yields these various behaviors, depending on tiibe C impurity. If the vacancies spend a constant ratio of
choice of the microscopic parameters which control thetheir time on immobileC atoms, and if these “trapped”
asymmetry in diffusion properties @ and B atoms. In an  vacancies are not replaced in thematrix (because they are
extensive study on this topic, Athes et al?! have shown not equilibrium but quenched-in vacancies, or because the
that most of these various kinetic pathways can be reprokinetics of precipitation are too quick to allow the point de-
duced by a suitable choice of the parameters of a directfect sources to supply new vacangiethe whole precipita-
exchange mechanism, provided that the exchange activatidion process will be slowed down by the same ratio. Such a
energies are computed as a difference between the saddi&apping occurs when the formation energy of vacancies is
point and the initial energy of the systeBf®=egp—e;y,  Significantly lower neaiC atoms than on the other atomic
and not as the differencéor a fraction of the differende sites(in pure A). In our atomistic model, the difference on
between the configurational energies before and after the efermation energy between atomic sites nearest neighbor of a
changeE®*= e, —&;,, as it is done in the classical kinetic C atom and atomic sites in pureis AE™'=V,,—Vac, i.e.,
Ising model(see Sec. Il A. However, the direct exchange the vacancy trapping effect becomes importantVifc
mechanism cannot fully reproduce the kinetic pathways>V,,. One can take for example the case of la@jatoms
which imply the segregation of vacancies at precipitate-on aA-B lattice with a small lattice parameter, which will

1. Vacancy trapping
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FIG. 10. Evolution of the Warren-Cowley parameteBofitoms FIG. 11. EVOll_‘tion of the Warren-C_owIey p_arametelﬁmoms
at T=0.4 Q/2k, in a Ags B, alloy (T=0.5T, and S,=3) with at T=0.4 012k, in a Ag7 B, 5 alloy with (full line) aln.d. Wlthout .
(full line) and without(dotted ling an addition of 10 ppm of va- (dotted ling an addition of 100 ppm of clusters stabilizing impuri-
cancy trapping impuritieésee text Monte Carlo simulations with ties (see text Monte Ca_rlo S|_mulat|ons with the first set of param-
the first set of parameters of Table I, $2attice sites, 1 vacancy. St€"S of Table I, 12Blattice sites, 1 vacancy.

i . . ) ) ) very stable clusters @ atoms nearest-neighbor ofGaatom,
have high and positive interactions energies in stablg,, size (~8) which can be far below the critical one.
(Vac:Vec,Veo) as in saddle pointe) positions. As in Fig. 10, the dotted line of Fig. 11 corresponds to the

Figure 10 illustrates such a slowing down of thepre-  time evolution of ag in a binary Ag; B,s alloy at T
cipitation in aAg7 B, 5 alloy, with the first set of parameters =0.4 (/2k,. The full line gives the kinetics with an addi-
of Table I, atT=0.4 (/2k, (=0.5T). It displays the evo- tjon of 100 ppm ofC atoms such a¥gc=—2.0 eV (and
lution of the Warren-Cowley parameteg (which character- v, .= —1.07 eV,Vcc=—1.07 eV, eS=el=-6.415 eV:
izes theB atomic fraction aroundB atoms, i.e., théB short  the C atoms have the same properties asAhenes except
range ordey; a convenient way to follow the whole precipi- for their interaction withB atoms. As expected, due to the
tation process. S ~ strongB-C interactions, smalB clusters are stabilized far

The dotted line corresponds to the precipitation klnetlcs~8, while the critical size withou€ atoms, for this super-
without C addition. ag is found to follow a Johnson-Mehl-  g5tration and temperature,ifs=30 atoms. As a result, the
Avrami law ag=ag{1—exp(-kt")}.?° The full line corre-  jncubation and nucleation stages are almost skipped and the
sponds to the precipitation kinetics with an additionNf  growth regime occurs much more rapidly: the beginning of
atoms(corresponding to 10 ppnwith Vac=+0.3 eV(and  the precipitation process is greatly enhanced. However, at the
Vgc=+0.3 eV, Vec=+2 eV, ef=+3.5 eV). At this end of the growth regime, the microstructure presents a
temperature, the vacancy spends approximatety higher density of smaller stablg clusters than withouC
X(NC/NO)Xexp(—AEfU‘”/ka)zZ more times on nearest- atoms. The late coarsening stagéor approximately
neighbor positions o€ atoms than on the other lattice sites t* X C,>5x 1010 s) is then slowed down. This situation is
and, as can be seen on Fig. 10, the whole precipitation kinetHustrated on Fig. 12, which displays the microstructures ob-
ics is simply slowed down by a constant ratapproximately — served with and without C impurities near the end of the
a factor of 3. At lower temperatures, the trapping effect growth stage, at a time corresponding to the crossover point
becomes rapidly much more important and can completelpf Fig. 11, i.e., to the same average short range otaps
“freeze” the kinetics. proximately ag=0.42).

It should be noticed that the trapping ratio depends only
on Vap—Vac. The otherC parametergi.e., mainly theesC
energy for smallC content$ will only affect the correlation
between successiw-C exchanges, not the vacancy concen- The decomposition of ak\-B metastable A-rich) solid
tration aroundC atoms. With lowefeven negativevalues of  solution, where diffusion occurs by vacancy jumps, is stud-
Vge, Vee, andeS, the same slowing down rate will be ied by Monte Carlo simulations. A link is established be-
obtained resulting from a great number of very rapieC tween the microscopic parameters which enter the jump fre-
exchanges rather than from a smaller number of slower exquencies of the simulations and the thermodynamic and
changes. kinetic quantities involved in the classical theory of nucle-
ation. The nucleation rates and incubation times predicted by
the CTN can then be compared to those measured in the
simulation, with uncertainties of approximately one order of

An opposite effect is obtained by adding an impur@y magnitude and without any adjustable parameter. Although it
which will stabilize smallB clusters. A small number &  relies on several crude approximations, CTN predictions is in
atoms with a high ordering tendency wihatoms in thea good general agreement with the simulations, for weakly su-
solid solution(i.e., such asVgc<Vpg and Vp,) will form persaturated solutions and when diffusion occurs only by

V. CONCLUSION

2. Stabilization of small clusters



PRB 62 MONTE CARLO SIMULATIONS OF THE . .. 213

(e.g., by one order of magnitude at=0.3 Q/2k,
=0.375T,).

The addition of a thirdC element can also be used to
modify the kinetic pathways. Two kinds of such effects have
been investigated with the Monte Carlo simulations: a “va-
cancy trapping” effect which produces a general slowing
down of the decomposition and a stabilization of subcritical
clusters by theC impurities, which leads to an acceleration
of the nucleation and growth regimes, but to a slowing down
of the late-stage coarsening.
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APPENDIX: DIFFUSION COEFFICIENTS

(b)

In the Monte Carlo simulation& andB diffusion coeffi-
cients can be directly measured in solid solutions of various
compositions(by measurements dd; =(R?);/6t*, whereR
is the displacement of somietracer atoms However, for
very dilute alloys, analytic expressions can be obtained. In
the case of on8 atom in pureA, the corresponding impurity
diffusion coefficienlDé depends on few particular exchange
frequencies®®’ T, for an A-V exchange in purd (i.e., far
from the B atom), I', for the B-V exchange]'; for an A-V
exchange near B atom which dissociatesB-V pair,I", for
anA-V exchange near B atom which associatesBxV pair.

The A self-diffusion coefficient iDy=a?C,f,I', (Where
the correlation factoff, is a constantf,=0.72 for the bcc

lattice) and the expression dby is*®

r
D’§=azcvr—zf21“2, (A1)

FIG. 12. Microstructure of akg; B, 5 alloy (a) without and(b)

with an addition of 10 ppm of nucleating impuritiésee textafter  \yherea is the lattice parametef;, is the vacancy concen-

. - R /| e E .
an aging oft*xC,~3.75<10" s atT=0.4 Q/2k, (this ime  yati5n andC, T, /T'5 can be interpreted as the local vacancy
corresponds to the crossover pofon Fig. 19. OnlyBatoms are . coniration near the solu atom. f, is the correlation

represented. Monte Carlo simulations with the first set of params R .
eters of Table |, 12Blattice sites, 1 vacancy. factor for B-V exchanges. It is due to the fact thatlif

>1"; (the vacancy jump frequency is much more higher with
B than with A atomg, successivé3 jumps are highly corre-
migration of B monomers. The nucleation rate and incuba-lated. In the frame of the so-called “model 11" for the bcc
tion times have approximately the good evolution as a funcstructure® f, is given byf,=7FI'3/(2I',+ 7FI'3), where
tion of the supersaturation and the good orders of magnitudé&.F is a function of thel', /T, ratio.
However, at higher supersaturations the incubation time The I'y, I',, I's, andI', jump frequencies can be di-
measured in the Monte Carlo simulations decreases mudiectly computed from the sets of parameters of Table I. A
more rapidly than predicted by the CTN, despite the fact thanhumerical expression of 2 gives F =4, with the first and
we are still in a nucleation regimge., with AF*>k,T). 7F =5 with the second one. Moreover, in the first cdse
The relative mobility o8 monomers and sma clusters  >1"3 (then f,=2I"3/I',<1) while with set 2:T',=I"; (f,
can be controlled by an appropriate choice of the micro=>5/7, the successivB jumps are almost uncorrelated-i-
scopic parameters: when smBltlusters become mobile, the nally, one getsD4=2a°C,T', with set 1,D5=>5/7a’C,I',
direct coagulation between small precipitates leads to a gemwith set 2, i.e., with the values of Table |, the same pre-
eral acceleration of the precipitation, i.e., to an increase oéxponential factor and the same migration energyBaat-
the nucleation rate and a decrease of the incubation timems in pureA: 0.905 eV. The migration energy férin pure
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A are 1.075 eV with the first set of parameters, 0.99 eV withHowever as long as thB concentration is small, one can
the second one. expect that Eq(A1) is still valid, i.e., Dg=Djg. This has

In our Monte Carlo simulations we have to consider thebeen directly checked in the Monte Carlo simulations by
diffusion of B atoms in anA-B alloy rather than in purd.  measurements dbg=(R?)g/6t*.
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