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Thermodynamics and kinetics of homogeneous crystal nucleation studied by computer simulation
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Crystal nucleation is numerically simulated in the Lennard-Jones model. By isobaric cooling and isothermal
compression of a liquid, we succeeded in fully crystallizing a large number of systems containing up to 10 000
atoms. We assessed thermodynamic daémsity, enthalpy, and chemical potentiaf the crystalline as well
as the(metastablgliquid phase for considerably larger ranges of pressure and temperature than published so
far. Using these data, we were able to confront our simulation results with classical nucleation theories without
the need to recognize a critical cluster during the simulations. One of the findings is that in our experiments the
steady-state nucleation regime was almost never reached. Careful analysis resulted in an estimate of the
time-dependent effects in the nucleation rate, during which the nucleation rate grows from zero to its steady-
state value. This way we were able to determine the values of the steady-state nucleation rate, which are
consistent with independent estimates for both the preexponential factor and the nucleation barrier. In most
previous experimental and simulation studies by other research groups, preexponential factors have been found
that are orders of magnitude too large or too small. Our investigations show that an important factor in this
discrepancy could be due to an underestimation of time-dependent nucleation effects.

[. INTRODUCTION dynamic parameters, something that can be done very accu-
rately by computer simulatiot.

Classical nucleation theory is a phenomenological theory The most important disadvantages of computer simula-
describing the onset of formation of a new stable phase frontions are the small number of moleculésbout 16) and
a metastable phasé.For crystal nucleation of undercooled simulation time(about 10°8s). This limits the measurable
liquids, the description is based on spherical clusters of thaucleation rate to large values compared to experimental
solid phase that form spontaneously and, when reaching situations, where a number of molecules in the order of
critical size, grow to form the new, stable phase. The nuclemoles and a physical time in the order of hours are used.
ation process is described as an activated process with a fr¥hen comparing the results of computer simulations with
energy barrier separating the two phases. The height of theucleation theory, one therefore has to bear in mind that
barrier is determined by two factors: the chemical potentiakteady-state theories might fail to describe the results quan-
difference between the molecules of the two phases and th#atively.
interfacial free energy between the cluster of the new phase Nucleation induced by undercooling a liquid has been the
and the liquid. A cluster of critical size is at the top of the subject of many computer simulation studies over the last
free energy barrier. decadeé:® An observation of the nucleation of the crystal-

The rate at which a cluster changes size is determined blyne phase in three dimensions during a computer simulation
a kinetic coefficient, called the preexponential factor in claswas by Rahmanet al. in an amorphous Lennard-Jones
sical nucleation theory. This coefficient together with thesystem® Subsequently, a large number of simulation studies
free energy barrier determines the time scale for the nucleconcerning the homogeneous nucleation process have been
ation process. At small undercooling the nucleation rate iseported’~* All of these studies are concerned with sponta-
negligible, because the free energy barrier for the formatiomeous nucleation by undercooling a liquid, because it is a
of a critical cluster is too high, while at large undercooling common experimental situation. To our knowledge only
the nucleation rate is lowered because of the low value of théloseand Yonezaw¥'*® used constant-pressure conditions,
kinetic coefficient(i.e., the decreasing mobility of the mol- while all others used constant-volume or -energy conditions
ecules. Between these two limits nucleation of the crystal-that are more difficult to compare with experimental situa-
line phase from the undercooled liquid is observed. tions.

It is difficult to measure the nucleation rate  The most important problem hampering comparison be-
experimentally: It is hard to count the number of nuclei that tween the simulation results and nucleation theory is the
form and most importantly to distinguish homogeneous fromsmall number of samples crystallized, resulting in a large
heterogeneous nucleation. In computer simulations heterogesror in the measured nucleation rate of a specific sample.
neous nucleation can be prevented by performing simulaThe fast increase in computational power enabled us to gain
tions without container wallge.g., applying periodic bound- the required statistics about the nucleation rate over a wide
ary condition$ and without any impurities. This is a big range in temperature and pressure by performing a large
advantage for quantitative measurements of the homogewumber of homogeneous nucleation simulations where a lig-
neous nucleation rate. Comparison with nucleation theoryid is cooled or compressed at different conditions. The time
can then be made by determination of the relevant thermaat which nucleation took place during these simulations is

0163-1829/2000/622)/1469013)/$15.00 PRB 62 14 690 ©2000 The American Physical Society



PRB 62 THERMODYNAMICS AND KINETICS OF HOMOGENEOLW . .. 14 691

estimated by heating of the cooled systems and decompreasing an algorithm similar to that of the thermostat and ap-
sion of the compressed systems at a number of points. Thigied with the same frequency and acceptance ratio.

way we are able to quantitatively compare simulation data

with predictions from nucleation theory over a wide range in A. Thermodynamic and self-diffusion measurements

temperature and pressure, without the need to recodaoize . I
defing a critical cluster during the simulations. For the thermodynamic measurements, 92 equilibrium

The outline of this paper is as follows. We start by Com'MD simulations of a bulk fcc SOIid, 87 of a bulk I|qU|d, and

puting the thermodynamic and kinetic parameters needed fof0 ©f @ bulk amorphous solide., a glasswere performed at
the expressions of nucleation theory from simulations ofifférent(T,P) conditions. The system used for the solid con-

bulk liquid and crystal systems. This is followed by a largeSiSted Of a rectangular box containing<6x6 unit cells
number of simulations where a liquid is isobarically cooled (i€, 864 atoms For the liquid and glass a system contain-
and subsequently heated or isothermally compressed arfgd 2000 atoms was used. The simulations for the liquid and
subsequently decompressed at different start and end point8!id all started with an equilibration period of 60 ps fol-
in the phase diagram. The cooling and compression rate af@ed by 500 measurements in 150 ps simulation time. The
also varied, thereby probing the time-dependent effects in thatarting c'onf|gurat|0n for the s'llmulatlons of th_e glass phase
nucleation rate. was obtained from a well-equilibrated stable liquid that was

The simulation results are confronted witsemjempir- quenchec_l instanta_neou_sly. Th_e simulations for the glass
ical fit equations, steady-state classical nucleation rate equdt@rted with an equilibration period of 75 ps followed by 166
tions, and time-dependent nucleation rate equations. Th&€asurements in 75 ps time. The results for the simulations
steady-state equations already give a reasonable qualitati®t the liquid and glass were used together in one fit that was
description of results obtained, even though non-steady-stafecurate in regions close to the melting curve as well as for
effects are important. The time-dependent equations, on tH&€€Ply quenched liquids, transforming into a glass.

other hand, show an excellent agreement with our data while Measurements of the potential energy per atemand
using only a small number of adjustable parameters. number density(p) were performed, while the temperature

Our final expression for the nucleation rate is compared 1) @nd pressuréP) were set. The enthalpy per ataim is
with the experimental results of Brugmans and ¥ahow- oPtained from the potential energy and the density by
ing the importance of time-dependent effects during nucle-
ation. Another comparison is made with the value of the h=u+ E+ §T. 2)
steady-state nucleation rate for the Lennard-Jones system de- p 2
termined by ten Woldet al. and other¥~2° showing good
agreement. The differences result in an error estimate f
both our and their method.

I?ased on these measurements fits of the chemical potential,
0 .

the pressure and enthalpy as function of the temperature and
density were created for the solid as well as the liquid and

glass phases, using a total of 15 fit parameters per phase.
Il. METHOD Details on the fit expressions and the values of the fit param-

) . . , .eters can be found in Appendix A.
The Lennard-Jones interaction potential was used, multi The liquid self-diffusion coefficientD) was also mea-

lied by a cutoff function to force the potential to zero at a ' S . .
(Fj)istanc)é beyond 2d&4from the center 019 mass of the atoms sur_ed dun_ng th_e bulk liquid simulations by use of the Ein-
while the value and position of the minimum of the Lennard—Steln relationshify
Jones interaction potential are unaffected:

#-7

r r where(Ar?(t)) is the mean-square displacement per atom as
with function of time. We used the average slope(af2(t))/6
over the last 150 ps simulation time as the valu®ofhese
measurements were used to fit the self-diffusion coefficient
as a function of the temperature and density with an equation
containing 12 fit parameters that is closely linked to the
Arrhenius relationship, describing the self-diffusion of the
Lennard-Jones liquid at constant pressure very fféfl De-

The values of the two parametessand o are tuned 10 45 of the fit expressions and values of the fit parameters
argon: &/k=114.1K ando=0.3405nm. Periodic bound- .an pbe found in Appendix B.

ary conditions are applied to all three dimensions. The simu- 5 it procedures were performed with use of the Min-
lations are carried out in the isothermal-isobaric ensembI%ack nonlinear optimization packa@.
(e.g., constant pressure, temperature, and number of ptoms
The velocity-Verlet! integration scheme with a time step
of 0.015 ps is used for the molecular dynam(s4D) simu-
lations. The thermostat is a Monte Carlo velocity scaling For cooling, heating, compression, and decompression
move introduced by Heyésthat is applied once in every simulations, a system identical to the system used for the
four sweeps on average with an acceptance ratio of 0.2—0.thermodynamic measurements in the liquid phase was used.
The manostat is the Monte Carlo volume scaling protesswe applied a linear change in time of the temperature or

N H 1 2
] D_t"jl §<Ar (1)), ©)

Vi(r)=4e fAr), )

0.25% )

CO(p) —
f~5(r) 1.199ex;€r_2_50

for r<2.50 and f€°(r)=0 for r=2.5¢.

B. Homogeneous crystal nucleation simulations
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pressure during the cooling or compression stages and dormed up to timet,,,, where the system is at maximum
identical but opposite change during the heating or decomundercooling or compression. It is our opinion that during
pression stages. Several checks were made to ensure that the heating or decompression stages the nucleation probabil-
temperature and pressure during the simulations were idefty is much lower, because the critical cluster size is increas-
tical to the applied valuesexcept for the statistical noise ing in time, but we have to bear in mind that the preexpo-
during all simulation runs. nential factor we find contains émal) uncertainty of at

For the cooling and heating runs the start configuratioiMost a factor of 2. The integral in E¢6) was numerically
was first equilibrated in the stable liquid region of the phasdntégrated using a time steft=2.5ps. o
diagram and subsequently cooled below the melting point at 1h€ results of the simulation runs were fit in a least-
a constant cooling rate to a minimum temperature. At two tgoduares sense to the nucleation PDF of &g. minimizing
four points during the cooling stage, a configuration Wasthe quantitySe, :
taken as the start of a simulation where the system was 1 N
heated at the same rate to a temperature at 10% undercooling Sp = _2 [pn(tl,) — P12, 6)
(T=0.9T,). The pressure, the initial and minimum tempera- n Ni=2
ture, and cooling rate were varied between the cooling runsyhereN =556 (i.e., the total number of cooling-heating plus
A total of 82 cooling runs were performed, divided over five compression-decompression simulation juns
different pressures: P=0.001, 1, 3, 5, and 8 katm. The total
number of heating runs started from these cooling runs was D. Classical nucleation theory

230. . . . Classical nucleation theory will be used as the link be-
For the compression-decompression runs the starting CORyeen the measurements of the nucleation probability and

figuration was equilibrated the same way. Next, the systemhermodynamic measurements. The classical steady-state

was compressed.at a constant rate to a maximum pressukgcleation rate I€) is expressed in the Becker-Bg for-
At two to four points during the compression stage, a conmalism a2’

figuration was taken as the start of a decompression run at S eq
the same rate to a pressure at 10% undercooling. A total of IP=w*ZN;, (7)
72 compression runs were performed, divided over five dify, hare w* is the rate of monomer addition to the critical

ferent temperatures:T=70, 85, 100, 120, and 140 K. The | ster, 7 is the Zeldovich factdf relating the equilibrium
total number of decompression runs started from these comyyster-size distribution to the steady-state distribution, and

pression runs was 226. N¢Y is the equilibrium critical cluster concentration. The

. n*
At the end of the rungat 10% undercoolingthe state of ,/\jeation rate is expressed per unit time per unit volume.

the system was examined by comparison between the mea- |, 5 series of thorough discussiéfs? Reiss has shown

sured density and energy of the system with the values of thg, . |, 1 the value ofr* and of N depend on the defini-
n*

thermodynaniwlc fit equayons. This resuIFed N one outcomeﬂon of a(critical) cluster. He argues that at present neither of
denoted byP,, per heating-decompression rureither be-

. . ) L s the two values are known precisely. The classical theory
ing O if the system stayed in the liquid phase or 1 if theoes not properly account for the translational contribution
system transformed into the crystalline phase. The largey the cluster probability distribution, and introducing a fun-
number of simulation runs (230226) enabled us to gain the damental volume scale is necessary to resolve the famous
required statistics to confront our results with nucleation“replacement free energy” controversy that raged for almost
theory without the need to recognize the critical cluster dur30 years®® Reiss tries to use computer experiments to gen-

ing the simulations. erate and test reliable nucleation theories. In this work, we
circumvent an independent calculation @f , Z, and Ny,
C. Nucleation probability distribution function directly measuring the produd®. It will turn out that re-

markably accurate values oF are obtained when indepen-
dently obtained thermodynamic and kinetic data of bulk
F‘f:)hases and flat interfaces are substituted in a common-sense
interpretation of Eq.(7), even though this expression is
Ipo(t) physically ill based.
L=—V|(t)p0(t), (4) The rate of monomer addition to the critical cluster is

ot derived from measurements of the crystal growth (&e

The nucleation probability over the complete simulation
run is related to the nucleation rate at every point during th
run by the following first-order differential equation:

whereVI(t) is the nucleation rate per unit time for the sys- iy

tem at the(P,T) conditions of timet andp, is the probability R=pBDps 7 (8)
that the system is still in the liquid phase. Together with . _ . o o _
Po(0)=1 (i.e., we always start in the liquid phasthis re-  Whereg is a dimensionless kinetic coefficient aAg is the

sults in the following expression for the nucleation probabil-cheémical potential difference between the liquid and solid
ity distribution function(PDP p, : phases, determined using E@ALl). Measurements of the

crystal growth rate from the melt at constant pressure were
t reported in a previous pap&rand together with additional

pn(t)zl—po(t)zl—exp( —f VI(t’)dt’). (5) measurements of the crystal growth rate at a higher
0 pressur this results in the following fit for the kinetic co-

When comparing the value of the nucleation PDF with theeff'c'ent

results of the simulation runs, the integration is only per- BDpYP=(91.75+7.353)D. (9)

S
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Using the reasonable assumption that the rate of additior 3 010 v/
of atoms to a growing crystal is similar to that for a spherical . :
critical cluster, the expression fes* becomes - ws | @ v
m ;
w* =,8D(6771/2psn* )2/3' (10) 20 (&
wheren* is the number of molecules contained in the critical § R )
cluster: S w
Sow P
L 32 [y " =~ 10 ‘ 1+ 05 -
n*=—ma|—| . R T
3" + VA R S
Here vy is the surface free energy per surface site. The ex- Sy
pression for the rate constaat is similar to that derived by ol e
Turnbull and Fishéf for condensed systems, but in Eg0) 0 5'0 100 150 2(‘)0 550
we replaced their unknown atomic jump distance by the
measurable kinetic coefficient for crystal growth, making our T (K)
estimates of the preexponential factor more reliable.
The Zeldovich factofZ) is defined a& FIG. 1. The Lennard-Jon€R, T) phase diagram. In the inset the
lower part of the pressure axis is enlarged with the s@jd the
2A u liquid (1), and the vapoKg) regions indicated. The dashed curves
Z= 3AKkTH (12 indicated by 0, 0.5, 1, 2, and 3 are isochemical potential difference

curves between the liquid and solid phages., A u/kT=cons}.
and the equilibrium critical cluster concentratibif; is de- ~ The contour indicated by 0 is the melting curve. The dashed curve
fined as is the extrapolation oA x=0 into the vapor regionJ) The melt-

ing point used as reference point for the melting curve @udthe

AG* melting point determined by simulations of crystal growtk)
Nﬁﬂzm ex;{— KT ), (13 Boiling points and(#) critical point, connected by the boiling

curve (solid ling). At the points indicated a@®), equilibrium data
whereAG* /KT is the free energy barrier defined as have been obtained for the solid phase(@j for the bulk liquid
phase, and atV) for the glass.

AG* 16w (y/kT)®

KT = 3 (BukmE (14)  the inseL. The boiling curve is a linear fit through a boiling

point determined aP= 1.0 atm(Ref. 39 (T,=74.1+ 1K),

All parameters appearing in Eq€)—(14) are well de- @ boiling point determined aP=20atm (Ref. 40 (T,
P op g ak)-(19 =111.4-1K), and the value of the critical pointP.

fined and can, at least in principle, be obtained from inde- - )
pendent experiments. Since in practice the valug isfnot ~ —°1atm andTc=150£5K) as determined by Johnson
(yet) known precisely, we estimatg by the empirical pro- et al.** for the truncated and shifted Lennard-Jones potential.

portionality to the enthalpy of fusionAh) as found by _The_reference point on the melting curve, indicated by
Turnbull37 0 in Fig. 1, wasP,=1.0atm andT,=72.0+0.5K, de-
termined by thermodynamic integratiSnand later con-
y=yAh, (15 firmed and refined by performing simulations of crystal
growth from the meft* for the interaction potential of Eq.
whereAh is the enthalpy difference between molecules of(1). A number of simulation runs for the solid as well as the
the liquid and solid phase. The proportionality constaris  |iquid phase were performed at metastable conditions, where
about 0.46 for metals, 0.3 for semiconductors, water, etC.hystereses effects prevented me|ting or solidification.
and 0.32 for a Lennard-Jones model similar to the one we " |n Fig. 1 five isochemical potential difference curves are
use heré" We will use thg parametap as an empirical fit  shown, defined asA u/kT= ug(ps, T)IKT— i (py , T)/IKT
parameter in the expression for the nucleation PDF,(B.  =c, where the subscripts denote the liquid and solid phases,
By inserting Eqs.(10)—(15) into Eqg. (7), the following  respectively. The melting curve is obtained fop=0.
expression for the steady-state classical nucleation rate is ob- As 3 test on the quality of the melting curve, we per-
tained: formed simulations of crystal growth at a pressure of 5
3 katm3 with a method identical to the simulation runs al-
15= 48D pZ2\yANKTp, exp{ _ 16_77 (‘ﬁAh/kT)z _ rgady performed at a pressure of 1 atm in Ref. 34. Eight
s 3 (Ap/KkT) simulation runs at\ 1< 0.3 T were performed for thé100)
(16)  and(110 as well as thé¢111) fcc orientation, resulting in an
estimate of the melting point, i.e., the poR&0 in Eqg. (8),
Ill. RESULTS AND DISCUSSION of 172.2+0.5K. This is very close to our predicted value of
) o 172.0 K, showing that the error in the melting curve is about
A. Thermodynamic and self-diffusion measurements 1K.
In Fig. 1 the(P,T) phase diagram of the Lennard-Jones The conditions for the ten simulation runs of the glass
model is depicted, having a stable face-centered-c(fb@d = phase were all chosen on the Ilin®(p ,T)=1
solid region, a liquid region, and a vapor regi@gndicated in X 10~ ° nn?/ns, where we expect that the atoms move less
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than 1% of their diametefo) during the simulation run of 1.0
150 ps. The influence of the ten points in the glass phase ot 2)
the melting curve was estimated by determining the melting

curve without using these ten points. The predicted melting

point at a pressure of 5 katm changed to 173.0 K, showing __
that the addition of the ten-points in the glass phase has Eé 0s
very small effect on the quality of our fits near the melting «
curve.

B. Homogeneous nucleation simulations

In order to estimate whether our number of atoms, 2002,
is sufficient to eliminate detectable finite-size effects, we per-
formed a series of nine simulation runs at a temperature ol 28 el
92 K and a pressure of 3 katm with the number of atoms |
ranging from 125 to 10 000. At these conditions nucleation E
takes place with an average induction time that is within our s~ !
simulation time limits. g 2 E

Systems containing 500 atoms or less crystallized almosi-& !
instantly (e.g., always within 0.05 nswhile systems con- '
taining 1000 or more atoms showed a detectable inductior i
time, ranging from 0.13 ns to more than the complete simu- o4 b !
lation time (0.6 ng. There was no pattern in the induction ;
time as function of the number of atoms, which is not sur- ;

|
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1
1
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prising because we performed only six runs with a system
containing more than 1000 atoms, while sampling the -600
Poisson-distributed nucleation PDF. We therefore conclude
that the most important and detectable finite-size effects are
much higher nucleation rate for systems containing less thar
1000 atoms.

The results of the cooling and three heating simulation
runs at a pressure of 3 katm are shown in Fig. 2. During the
cooling run, the temperature is decreased by 300 K/ns. The
measured temperatures as well as the applied temperatui

3, )
3 - m———————— A
| PSR
“ .,
y x

-700

wk (K)

profiles (dashed curveare shown, corresponding to each -800 1 1 ' 1 1
other up to the statistical noise. The density increases upot 0 25 50 75 100 125
cooling, while the potential energy decreases, as shown ir T (K)

Figs. 4b) and Zc), following the predicted values for the _ o _
liquid phase(dashed curvésclosely up to a temperature of FIG. 2. (3 Example of S|mulatlon timet) as func_tlon of the
about 90 K. Below 90 K the density becomes slightly highertemperature('l') during a cooling run and th.ree heating runsPat .
and the potential energy slightly lower than predicted. =3 katm. The dashed curves are the applied temperature profiles;

When the temperature profile reached 80, 70, and 20 Rhe actual temperature during the runs is shown with solid lines.
the configuration from the cooling run was taken as the starf"® coo_llng run s_tarted a=150K (Ty=136K) ar!d ended at
of a heating run at the same heating rate. The heating ru=0 K with a.coollng rate of 300 K/ns. The heatlng runs .started
starting at 80 K did not show any sign of crystallization rom the cooling run af =80, 70, and 20 Kvertical dashed lings

" and ended aT =123 K with a heating rate of 300 K/ngb) The

resultlng in the same path for the de.nSIty and energy as.f“T‘ wumber densityp) and(c) the potential energyu(k) as a function
tion of temperature as for the cooling run, as shown in in

; . ; of temperature for the heating and cooling runs. Solid curveb)in
Figs. 2b) and Zc). The other two heating runs, starting at 70 ) are fits for the perfect fcc solid, while dashed curves are fits
and 20 K, however, did show crystallization of the sample.¢o, the |iquid.
evident from the deviations from the fit of the liquid density
and potential energy. At the point where the deviation be-and hcp structure@ote that for a Lennard-Jones interaction
comes large, a process named “catastrophic crystal growthpotential the fcc and hcp structures are nearly degerférate
takes placé! It is attributed to system-size effects: e.g., the The reasons are misalignment with respect to the simulation
crystallites interact with themselves through the periodicbox, resulting in grain boundaries, the speed of the “cata-
boundary conditions, giving rise to a rapid completion of thestrophic crystal growth,” inducing polycrystallinity as well
solidification process. The nucleation process itself has takeas point defects and the fact that during some runs more than
place earlier, most probably during the cooling stage at ane critical cluster is formed, resulting in additional grain
temperature between 70 and 80 K. boundaries. In Fig. ®) the density of the crystals is approxi-

The density or potential energy of the crystallized samplesnately 1% less than the perfect fcc crystal density.
never reached the density or potential energy of the perfect The compression-decompression simulations produce
fcc crystal, shown as solid curves in FiggdbRand Zc), profiles that are similar to the cooling-heating runs shown in
although the resultant crystal structure is always a mix of fcd=ig. 2. The internal pressure, measured during the simula-
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ity curves shown in Fig. 3 are taken from the fit of all data
* a) labeled Ty in Table I, below. They will be discussed in
more detail below.

In Table | information about all cooling-heating runs at
the five different pressures we used are shown, together with
the quality of fitTg of Table Il that will be discussed in the
] next section. The ranges in chemical potential difference and
0.1 time were similar for all series, but the temperature range
' and applied cooling rates increased with pressure. The same
information for all compression-decompression runs at the
) s five temperatures used are shown in Table Il. Again, the
ranges in chemical potential difference and time were similar
for all series, but the pressure range and applied compression
rates increased with temperature.
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C. Application of empirical nucleation rate expressions

In order to find trends in the measurements of the nucle-
ation probability, we applied two empirical fit equations to
our data, labeled, andEg in Table Ill. Our goal is to find
a fit equation for (t) in Eq. (5) with a minimum number of
0.01 l . 1 fit parameters and a low value f8 _defined in Eq(6).

0 1 2 3 4 The simplest possible one parameter fit equation, namely,
AwkT I(t)=C, was used in fiE, of Table IlIl. The fit quality was
0.22, giving an upper limit for the value cSpn we must

FIG. 3. The resulting phasg.e., (@) crystalline phase(QO) achieve with any reasonable expression for the nucleation
liquid phasé as a function of the chemical potential difference andrate. The value of fit parametérgives a lower bound for the
run time at maximum undercooling or compressidqa) For  average nucleation rate found during the simulation runs.
cooling-heating runs at a pressure of 3 katm afig for The second empirical fit models the nucleation rate in the
compression-decompression runs at a temperature of 100 K. TthP,T) phase diagram by a step function with three fit param-
nucleation PDF contours on the basis of Tig of Table Ill are  eters, indicated b in Table lll. This equation qualita-
shown with the probability indicated at the right of the curves. tjvely models the metastable zone for® u<A pggn fol-

. , ) lowed by a zone of constant nucleation rate g
tion, was always equal to the applied pressuvehich - x, ¢ and ended by a zero nucleation rate in the
changed linearly with tim)eeve_n at the highe_st compression region Wh;pe the molecular mobility is too low fak
rates. The yalues of the density and potential energy relatlngMend_ This results in a higher fit quality, showing that
to the predicted values where used to determine whether theis" o qe| describes our data much better. The value of fit
system was in the solid or liquid phase at the end of the ru arametelC is more than twice as high compared to its value

The results for all cooling-heating runs at a pressure of or fit E,, as expected, giving a rough estimate for the nucle-

katm are s_hown in Fig. (& and for all COMPIesSION-  4tion rate found during the simulations where nucleation
decompression runs at a temperature of 100 K in Fig).3 took place

The runs that produced a crystalline phase are found at a

higher chemical potential difference and longer simulation

time. The reason is that at low chemical potential difference D. Application of classical nucleation theory

the system is in the metastable zone where the equilibrium As a test of the applicability of steady-state classical
critical cluster concentratioN°®} is very low, while at short nucleation theory to our nucleation probability measure-
simulation time the system has no time to nucldat, t;,  ments, we used Eq16) in Eq. (5). This results in a fit

in Eq. (5) is close to zerp The three isonucleation probabil- equation with only one parametét The results for this fit,

TABLE I. Summary of cooling-heating runs at constant presgie the range in temperature at
maximum undercoolingT), the applied cooling rates{dT/dt), the maximum chemical potential difference
(Ap/KT), the time at maximum undercooling;f,), and the number of runs resulting in a liquid systexg)
and in a solid systemN;). Also shown is the quality of fitSPn, for fit Tg of Table IlI.

P (katm) T (K) —dT/dt (Kins) AulKT ty/2(NS) No N, Sp,
0.001 60.0-16.9 7.5-400 0.31-3.61  0.14-360 41 27  0.111

1 75.0-21.7 15-500 0.36-3.43  0.13-274 41 32 0111
100.0-31.4 15-600 0.41-3.09 0.13-510 29 38  0.092

3
5 130.0-40.6 15-800 0.35-2.85 0.13-4.80 21 44 0.122
8 170.0-53.3 30-1000 0.32-2.64 0.09-4.06 21 36 0.139
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TABLE II. Summary of cooling-heating runs at constant temperatlje the range in pressure at
maximum compressioliP), the applied compression rates- § P/dt), the maximum chemical potential
difference A u/kT), the time at maximum compressioty ), and the number of runs resulting in a liquid
system (\g) and in a solid systemN;). Also shown is the quality of fitSPn, for fit of Table III.

T (K) T (katm) —dP/dt (katm/ns) AuplkT ty2(ns) No N; Sp,

70 1.0-12.7 1.7-200 0.47-2.53 0.06-1.55 26 32 0.275

85 2.0-17.8 1.7-100 0.44-2.54 0.07-2.09 16 28 0.130

100 3.5-24.1 1.9-165 0.50-2.61 0.05-2.01 28 27 0.083

120 45-34.4 1.9-190 0.39-2.77 0.01-2.08 22 33 0.158

140 6.5-47.7 1.9-350 0.42-2.91 0.05-3.13 21 35 0.128
labeledN,, are indicated in Table Ill. The value @fis in E. Application of time-dependent nucleation theory

the correct range according to Turnbifliput the value of Time-dependent nucleation theory describes the nucle-
Sp,, is higher than for fi€, , showing that our measurements ation rate as function of time, modeled by the evolution of an

cannot be interpreted straightforwardly by steady-state clagnitial cluster-size distribution towards the cluster-size distri-
sical nucleation theory. bution at the steady-state nucleation rafdost analytical
In order to get a better estimate of the error in the expresexpressions for the time-dependent nucleation rate describe
sion for the steady-state classical nucleation rate, we addegystems undergoing a sudden quench to a lower temperature,
one additional fit parametek to the preexponential factor:  where the nucleation rate is zero at the beginning, increasing
to the steady-state nucleation value at long tifiés 48
(1) =AlS 17) Other analytical expressions descr.ibe systems that are cooled
' at a constant cooling raf&;>*but with limited applicability
due to severe approximatioriene of the assumptions fre-
When steady-state classical nucleation theory applies to oguently made is the separation in time of crystal nucleation
data, the value oA should be close to 1. The result was the and growth, which is most probably not justified Herdu-
fit indicated byNg in Table Ill. The fit quality is much im-  merical models have also been used, integrating the evolu-
proved by the second fit parameter, though still worse thafion of the cluster-size distribution in time directly®~>’Nu-
obtained by the three-parameter step functn merical calculations provide semiquantitative values for the
The value ofi is in the correct range but now more com- time-dependent nucleation rate. Comparison between nu-
patible with the high heat of fusion materials. Approximately merical methods and analytical expressions shows that the
the same value was found by Broughton and Giffhetho  analytical expression derived by KashcHfewroduces a
calculated the value for the surface free energy for the truntime dependence for the nucleation rate that is very close to
cated and shifted Lennard-Jones potential at the triple poinjumerical results.
(e.g.,P~1atm andT~72K). They found=0.32 for the The treatment by Kashchiev is derived for isothermal con-
(111, (100, and(110) crystal-melt interfaces, which is close ditions and does not assume the separation of nucleation and
to our value of 0.28. crystal growth in time. We will not discuss the details of his
The value of fit parameteh is three orders of magnitude treatment here, but simply use the results
too small, showing that steady-state classical nucleation
theory does not represent our data well. Therefore we expect w 5
that time-dependent effects in the nucleation rate, also called A=At)=1+42> (- 1)mexr{ _ m_t) , (18)
transient effects, are present. m=1 T

TABLE Ill. The results of the fits applied to the nucleation probability measureméntsand Eg are
empirical fit equationsN, and Ng are steady-state classical nucleation fit equations, Tgndnd Tg are
time-dependent nucleation fit equations. In the coluifth the applied fit formula is shown together with the
corresponding fit parameters in the next column and the resulting fit quality expressend lofefined in Eq.
(6) in the last column.

Fit function I(t) Fit parameters Sp,
=N C C=0.042ns'nm3 0.22
Eg Sted  C=0.097ns'nm3 A prgar=0.4KT Appen=2.2kT  0.147
Na: Eq.(16) IS $=0.42 0.27
Ng: Eq.(17) AIS $=0.28 A=8.2x10"% 0.160
Ta: Eq.(18)  A(t)IS  4=0.38 7=0.194 ns 0.150

Te: EQ.(18)  AM)IS  ¢(p,T)=0.190+T/3.31X10 5+ p/7.47x10°%  7=0.163ns  0.13%

8 =C for A pgai<Au<Apengandl=0 otherwise.
bSee Tables | and Il for values & per series of nucleation probability measurements.
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where Eq(17) is used to express the time-dependent nucle- 34 F
ation rate. Herer is the transient time, also called the induc-
tion time, lag that sets the time scale for the time-dependen
effects.

The time-dependent preexponential fackdt) describes 20 +
the change in the nucleation rate over time after a sudders
guench by an “S-shaped” curve starting wi#{0)=0 with @

a long time limit of A()=1. In our system there is no

sudden quench, but the system is evolving continuously. 10
Therefore we replaced the total simulation titni& the ex-

pression forA(t) by an effective time®" as an estimate of

the time over which the nucleation conditions did not change
appreciably: ot T . . .

0 50 100 150 200 250
AulkT

tef(t)= I (19 T (K)
— (AulkT)

P=1
=25
P=5
P=10

Au=0.48kT

FIG. 4. The Lennard-Jones steady-state nucleation ratgfh a

. . . . . T) diagram. The curve indicated =0 is the melting curve: the
The effective time is large for slow cooling and compression ) diag i g

. H55et i curves indicated by=1, 2.5, 5, and 10 ns' nm "2 are steady-state
runs and small for fast ones, and it turns out tiatt in all nucleation rate contours, calculated according td iof Table Il1.
cases.

. . . . The dotted lines are the chemical potential contours of step fit func-
The transient timer is used as a constant fit parameter. Aon g of Table |l

short-time approximation foA(t) is used whert®"<0.1 7,
because of slow convergence of the sum at short-time scalelsigher at higher temperatur@able 1l). The same effects
The resulting fit function contains two fit parameteysn I°  were already observed by ClafRewho had difficulty pre-
and7in A(t). The fit is labeledr , and the results are shown venting crystal nucleation during his study of the Lennard-
in Table Ill. It is the best two-parameter fit for our data. The Jones glass phase, when compressing a small sample of
value of ¢ is again in the expected range, and the value of Lennard-Jones atoms at higher temperatures.
has the same order of magnitude as the simulation time for Also indicated in Fig. 4 is the start and end chemical
the highest cooling and compression raisse Tables | and potentials of the step functidBg , showing that this fit equa-
I). This shows that the time-dependent effects are strong ition tightly encloses the nucleation functibh The value of
a large number of simulations and cannot be neglected. the step height oEg is 0.097 ns*nm™3, which is one or
Kashchiev obtained the expressior 4/m3w* Z% for the  two orders of magnitude lower than a typical value of the
transient time at constafandT, which is in the order of ps  maximum ofIS in Fig. 4, becaus&g includes the effect of
at the maximum of the nucleation rate for our system. Thighe transient time. This underlines the fact that the average
could mean that E¢19) overestimates®” by two orders of  time-dependent nucleation rate was about two orders of mag-
magnitude, but we also have to bear in mind that the expresritude lower than the steady-state classical nucleation rate
sion for 7 was derived by Kashchiev assuming const@nt during our simulation runs.
andT. In Fig. 5@ the time-dependent nucleation rate is shown
Until now the value of parametef was taken to be inde- as a function of the chemical potential difference for three
pendent of temperature and density. In order to include theifferent cooling rates, together with the steady-state nucle-
dependence af on T andp,, we performed an additional fit ation rate aP =3 katm. The nucleation rate is approximately
wherey is linear dependent ol andp, . The results of this  equal to the steady-state nucleation rate when cooling at 15
four-parameter fit, labeledz, are shown in Table Ill. It K/ns with a maximum of 2.78 ng nm™ 3. At a cooling rate
results in a value ofy=0.35 at the triple pointe.g., P of 300 K/ns, the maximum nucleation rate dropped to 0.47
~1atm, T~72K, andp,=21.03nn3), which is close to ns *nm 3, while it was only 0.074 ns'nm2 at a cooling
the value ofy/=0.32 calculated by Broughton and Gilm&r. rate of 500 K/ns. The last value for the nucleation rate was
The fit quality per series of simulation runs is shown in thealso found when using the step functi@@g in Table 1lI) to
last column of Tables | and II. fit our data, showing that we experience strong transient ef-
The time-dependent nucleation rate, Etf), is a combi-  fects during our simulations.
nation of the steady-state classical nucleation rate and a time- The nucleation PDF curves, calculated from the time-
dependent preexponential factor. We can therefore use ttgependent nucleation rate by using Es), are shown in Fig.
results of fit functionTy to determine the steady-state clas-5(b) at the same three cooling rates as shown in Fig).5
sical nucleation rate. In Fig. 4 the steady-state classicalhe transition from zero to the maximum nucleation prob-
nucleation rate is plotted in thé>,T) phase diagram. The ability of one occurs very rapidly at a cooling rate of 15
maximum in the nucleation rate increases as a function oK/ns, due to the large nucleation rate. At a cooling rate of
temperature and pressure, while the nucleation band broa@00 K/ns, the maximum of the nucleation PDF is lowered to
ens at the same time. This is in agreement with our finding®.93, due to a lower nucleation rate and smaller physical
that the maximum cooling rates that led to nucleation wergime. The same trend is observed at a cooling rate of 500
much higher at higher pressuf€able ) and that the maxi- K/ns, where the maximum of the nucleation PDF is only
mum compression rates that led to nucleation were mucBb.21.
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FIG. 5. (a) The nucleation rate according to i of Table Il as

a function of the chemical potential differenca £/kT) at a pres-
sure of 3 katm. Depicted are the steady-state nucleation rate, Eq. FIG. 6. (a) The nucleation rate according toTig of Table Ill as

(16), and the time-dependent nucleation rate, @), at three dif-  a function of the chemical potential differenca £/kT) at a tem-
ferent cooling rategnote that the time-dependent nucleation rate atperature of 100 K. Depicted are the steady-state nucleation rate, Eq.
a cooling rate of 15 K/ns overlaps with the steady-state nucleatiolf16), and the time-dependent nucleation rate, @8), at three dif-

rate in the figurg (b) The nucleation PDF, Eq5), at the same ferent compression rate&) The nucleation PDF, Eq5), at the
three cooling rates as i@ as a function of the maximumy u/kT same three compression rates aganas a function of the maxi-
reached during a cooling-heating sweép. The resulting phase at mum A u/kT reached during a compression-decompression sweep.
the end of a simulatiorji.e., (®) crystalline phase(O) liquid (c) The resulting phase at the end of a simulafioe., (®) crystal-
phasé as a function of the cooling rated{/dt) and Au/kT at line phase(O) liquid phasé as a function of the compression rate
maximum undercooling. The results for the three cooling rates use@idP/dt) andA /KT at maximum compression. The results for the
in (b) are shown. three compression rates used(im are shown.

The simulation results at the same cooling rates are showd(a). The maximum nucleation probability decreases as a
in Fig. 5(c). The simulation results correlate very well with function of the compression rate from 1 at 12.5 katm/ns to
the nucleation PDF curves shown in Figbh because at 0.91 at 100 katm/ns to 0.37 at 150 katm/ns. The nucleation
low nucleation probability the cooling-heating simulation PDF curves predict the simulation results, shown in Fig.
runs often end in the liquid phagepen symbols while at  6(c), very well: a low nucleation probability often results in a
high nucleation probability they often end in the crystalline simulation ending in the liquid phase, while a high nucle-
phase(solid symbols. ation probability often results in a simulation ending in the

In Fig. 6 the same plots are shown for the compressionerystalline phase.
decompression runs at a temperature of 100 K. The plots are In Figs. 3a) and 3b) three nucleation PDF contours are
similar to Fig. 5, showing that the system has a similar nucleshown on the basis of fitg of Table IIl. The nucleation PDF
ation behavior in cooling-heating runs and compressioneurves shown in plots of Figs.(lH—5(d) and &b)—6(d) are
decompression runs. The nucleation rate decreases as furgtices from the same nucleation PDF hypersurface, but at a
tion of compression rate, shown in Fig(ag starting at a constant cooling or compression rate. The correlation be-
maximum of 5.24 ns'nm 2 for the steady-state nucleation tween the nucleation PDF and the simulation results in Fig. 3
rate. At a compression rate of 12.5 katm/ns, the maximunis excellent, showing that the time-dependent effects we
nucleation rate has dropped to 5.11 hsm 3 at 100 measured are well described by E#8).
katm/ns to 0.54 ns'nm ° and at 150 katm/ns to 0.154 From the contours in Fig. 3 we can find the minimum
ns tnm~3 due to the transient effects. nucleation time for the Lennard-Jones liquid. The minimum

The nucleation PDF curves, calculated from the time-simulation time before nucleation when linearly cooling or
dependent nucleation rate by using Es), are shown in Fig. compressing a liquid is 0.1-0.3 ns, found at a chemical po-
6(b) at the same three compression rates as shown in Figential difference of aboutKT to 1.5KT. Below A u~1kT
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TABLE IV. Comparison between our data according toTiit of Table Il and the calculated values for
the nucleation rate by ten Woldd al, (Ref. 20 at two points in the phase diagram. Temperature and solid
density data taken from ten Woldg al; values of other parameters at the two points in the phase diagram
are determined by our thermodynamic fit equations. Characteristic values of the steady-state classical nucle-
ation theory are given: the preexponential facte* Zp,), the value of the free energy barriek G*/kT),
and the value of the steady-state nucleation rhtg (

T=68.5K, P=0.62 katm T=105.0K, P=2.70 katm
p1=23.28nm?3, ps=25.38nm?3 p=24.92nm?3, ps=26.72nm?
Au/kT=0.370 Au/kT=0.282
Our data ten Woldet al. Our data ten Woldet al.
©*Zp, (ns tnm3) 1.1x 10 2.5x10° 1.8x10* 1.1x10°
A*IKT 24.7 19.4 30.3 24.1
I1S(nstnm3) 2.0x10°7 9.4x10 * 1.2x10°° 1.4x10°8

the simulation time increases rapidly, because the maximurand p, are taken from the papers by ten Woldeal,*%?°

nucleation rate is not reached as can be seen in Figs. 5 and\gpile the values oP, p;, andAu/kT are determined with
In order to keep a high nucleation probability in that region, oy thermodynamic fit equations. Characteristic data for the
the cooling or compression rate must be decreased. Belogteady-state nucleation rate are given, all defined in Sec. 11 D.
Ap~0.5KT the situation becomes worse because even the The value of the preexponential factow(Zp,) differs
steady-state nucleation rate is too low to nucleate the cryssne order of magnitude for both points, which is in our view
talline phase during the about 10 ns simulation time that i, very good agreement for estimates of the nucleation rate.
feasible during a computer simulation. _ For our own data we already mentioned the error of a factor
At Ap>2.XT the nucleation probability does not in- of 12 in the preexponential factor, due to the fact that we
crease anymore during the cooling or compression simulagnly took the cooling or compression stage into account in
tions because of a low nucleation rate. If we define the gIasEq. (5), but we expect a somewhat larger total error. The
transition as the line in thé®, T) phase diagram where the reexponential factor of ten Wolds al. at the chemical po-
nucleation probability is 10% for a run of 10 ns length, thententia| difference of 0.370 is higher than the value at 0.282,
for our system containing 2002 particles the _glass transitioRyhich is unexpected for a kinetic preexponential factor. A
occurs  where ~the nucleation rate is about lpreexponential factor is the usually largest at the melting
x10"*ns *nm"* (if we are able to quench the system with cyrve, decreasing to zero at large chemical potential differ-
an infinite rate to the desired temperature and presstings  ences. Therefore we expect that the error in their preexpo-
line is found atAu~3kT, resulting in a glass transition pential factor is at least a factor of 2.
temperature of 17 K at a pressure Qf 1 atm. A cooling rate The values of the free energy barriex@*/kT) are also
larger than 18K/ns or a compression rate larger than 4 in close agreement with each other for both points shown in
><1.O2 katm/ns must be used in order to prevent nucleationrgple |\V. The difference is approximately &B for both
during a quench. points, showing that the trend as a function of the chemical
potential difference is identical. In our opinion these differ-
F. Comparison with other experimental and simulation work ences are acceptable in view of the intrinsic uncertainties in

o ) ~_ our method and the method of ten Woldeal. (e.g., um-
A good example in literature of an experimental situationpye|ia sampling

where the preexponential factor of the steady-state classical The total steady-state nucleation raté)( differs three
_nucleation rate was found to be orders of magnitude too lovwrders of magnitude; one order of magnitude is introduced
is the paper by Brugmans and VsThey performed experi- by the preexponential factor, while two orders of magnitude
ments where methanol was compressed to pressures up 4 introduced by the difference in the free energy barrier.
330 katm. Comparison between their measurements of th@ne important point to note is the relatively large value of
nucleation rate and steady-state classical nucleation theofe nucleation rate af=68.5K calculated by ten Wolde
revealed that the measure.d preexponer)tial factor was abogf 51 When applying their value for the nucleation rate to
107 smaller than the predicted one. This large discrepanCyneir system consisting of 10648 particles with an average
!eads one to suspect that time-dependent effects were alg@nylation time of 1.3 ns, the nucleation probability, ES),
important in their experiments. _ ~ must have been 43%. With such a large value for the nucle-
Ten Woldeet al. performed calculations of the nucleation ation probability, the interpretation of their umbrella sam-
rate at two points in the Lennard-Jones phase diagram, dgjing data is not trivial. It is therefore likely that their calcu-

termining the free energy barrier for crystal nucleation by|ations at T=68.5K resulted in an overestimation of the
umbrella sampling and the preexponential factor by molecuzstyal nucleation rate.

lar dynamics simulation¥>?° They used a somewhat differ-
ent cutoff procedure than we did, but this can only introduce
a small difference between the results.

The comparison between the calculations of ten Wolde The thermodynamic parameters used in the expression for
et al. and our results are shown in Table IV The value§of the nucleation rate were computed accurately for a large

IV. CONCLUSIONS
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range in temperature and pressure. Starting from an empiriwherek is the Boltzmann constant and; , b;, andc; are
cal expression for the chemical potential for both phases, athe polynomial expansion coefficients.

other thermodynamic parameters were obtained from exact The pressure is related to the chemical potentiaf by
thermodynamic relationships with the chemical potential.

Molecular dynamics simulations were used to measure d u(p,T)| dP(p,T)
the nucleation rate in the same range in temperature and aip T T pT ap
pressure. By fitting the simulation results to analytical ex-
pressions for the steady-state nucleation rate, it was conkhis results in the following expression for the dimension-
cluded that time-dependent effects played an important roléess pressure:
in our simulations. 2

When including time-dependent effects in the expression P(p,T) E

(A2)

T

2 .
j—1 i
wmijp'T +|nT2 —b

for the nucleation rate, the correspondence between the mea- kpT _i,jzo

surements and analytical expression was excellent. By com- )

paring the expression for the steady-state nucleation rate Pi|rj-1

with the measurements, it was found that the time-dependent 2 Cjt+ P Li (A3)

effects decrease the nucleation rate a factor of 10 on average
in our simulations. where p; are the polynomial fit parameters for tH0,T)
The resulting steady-state nucleation rate was comparabfzirve.
to the values calculated by others at two points in the phase The enthalpy is related to the chemical potentia®by
diagram, as shown in Sec. lll F. This led us to conclude that
our method of determining the nucleation rét®m simula- d p(p,T)) _ hip,T) N 1 [oP
tions where the system is cooled followed by heating or T T - TZ T pT\aT
compressed followed by decompression at a constantisate P
capable of determining the nucleation rate over a wide rang&ogether with Eqs(Al) and(A3), this results in the expres-
in temperature and pressure, without the need to recognizgion for the dimensionless enthalpy:
the critical cluster during the simulations.
Our results show that time-dependent effects have a large h(P,T) i—jt1 _ iinT-1
effect on the nucleation rate. | =2 i T 2 — bip
gnoring these effects results in o i+1 M “h i+l
2
E

(Ad)

2

a preexponential factor that can be orders of magnitude
smaller than predicted by classical nucleation theory, as
shown in Sec. llIF. These time-dependent effects will not
only play an important role during fast quench@s per-
formed in this paper but in most measurements of the The parametejy, in Eg. (Al) remains unspecified when
nucleation rate, because the transient time before the appeditting Eqgs. (A3) and (A5) together. Its value is fixed by
ance of the first supercritical clusters scales withY) 1. requiring us(ps , T*)=w (p{* , T*)=0 for the melting point
During this transient time, the cluster-size distributionat T* =72K indicated by the open squares in Fig. 1.

present at the start of the experiment transforms to the dis- Al measurements of the pressure and enthalpy are used in
tribution at the steady-state nucleation rate. The most accx combined fit procedure minimizing the quantity

rate experiments that measure the nucleation rate are those

that measure the occurrence of the first few supercritical S, =WS+(1-w)S;, (AB)
clusters. In that case the transient effects cause a delay that i |?1
often ignored, resulting in an estimate for the preexponenna
factor that is orders of magnitude too low.

4 G-Dinple + P rimt (as)

TABLE V. Fit parameter fou, P, andh in Egs.(Al), (A3), and
(A5) for the solid phase, found by minimization 8f, in Eq. (A6)
with w=0.5. Also indicated is the fit error expressed®yandsS,
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j 0 1 2
APPENDIX A: THERMODYNAMIC FIT EQUATIONS o —8.8276¢ 10° 3.2099% 102 55132101
The following expression for the dimensionless chemical #1j —5.3454<10° —2.1041x 10" —2.2242¢10°°
potential (u/kT) as a function of density and temperature 2 6.5020< 10" 2.7153<10°"  —5.6350<10°
was used: b; —6.3245 555010 1 —1.6683x10 2
¢ 5.5914x 10" 2.2055< 107 1.9818<10°*
(pT) 2 2 2 P —4.1618<10°  —1.5479%10°  —3.7877
m(p, . ) o -
= 2 wip T H+InTX bip'+Inp X ¢TI Se 6x10°*
KT o i=o j=0 S, 8x 104

(A1)
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TABLE VI. Fit parameter foru, P, andh in Egs. (A1), (A3), TABLE VII. Fit parametersd;; for the self-diffusion in the lig-
and(A5) for the liquid phase, found by minimization &, in Eq. uid phase according to EqdB1). Also indicated is the fit error
(A6) with w=0.5. Also indicated is the fit error expressed 8y  expressed by, of Eq. (B2).
and S, of Eq. (A6).

i\j 0 1 2
j 0 1 2
0 1.292%< 10" —1.0269< 107 24167 10!
o —3.4328< 10 —8.5712< 107 3.4693 1 —1.7496¢<1C° 1.3853x 10" —3.0254< 102
B —3.3125¢< 10° —2.6264x 10 1.9982< 1071 2 7.962% 100 —6.1911x10°* 1.3077x 10 2
W] 5.0504x 10 2.1196<10°2 —2.3591x10 3 3 —1.12301 9.302410°°  —1.9297x10°°
b; 1.5956<10"  —3.0017 8.789% 10 2 So 2x10°3
¢ 2.6273< 10" 4.7846<10°  —2.1722
p; —-15315<10°  —3.6165<10° 1.6357< 10
S 1x10°2 APPENDIX B: SELF-DIFFUSION FIT EQUATION
Sh 1x10°2 The expression for the self-diffusion coefficient as func-
tion of the density and temperature was
and

3 2
InD(p, T]=2 ,Zo di T~ 2pl, (B1)

% h((p)n, o) — ()| 2
~ KT, ' All measurements of the liquid self-diffusion coefficient
were used in Eq(B1) minimizing the quantity

1
SN

The summation runs over al simulations performed for \

one phase{p), and (h), denote the average density and 1 D({p)n,T)\?

enthalpy in simulation rum, respectively, andv is chosen SD:Nngl In W , (B2)
between 0 and 1 and represents the weight of the pressure fit

relative to that of the enthalpy fit. where(D), is the measured self-diffusion coefficient during

The results of the fit procedure fev=0.5 are shown in simulation runn.
Table V for the solid phase and in Table VI for the liquid  The fit coefficients found for the liquid self-diffusion co-
phase. The fit results were insensitive to the valuevdbr  efficient are shown in Table VII together with the fit quality
0.1<w<0.9. Sp.
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