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Thermodynamics and kinetics of homogeneous crystal nucleation studied by computer simulatio
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Crystal nucleation is numerically simulated in the Lennard-Jones model. By isobaric cooling and isothermal
compression of a liquid, we succeeded in fully crystallizing a large number of systems containing up to 10 000
atoms. We assessed thermodynamic data~density, enthalpy, and chemical potential! of the crystalline as well
as the~metastable! liquid phase for considerably larger ranges of pressure and temperature than published so
far. Using these data, we were able to confront our simulation results with classical nucleation theories without
the need to recognize a critical cluster during the simulations. One of the findings is that in our experiments the
steady-state nucleation regime was almost never reached. Careful analysis resulted in an estimate of the
time-dependent effects in the nucleation rate, during which the nucleation rate grows from zero to its steady-
state value. This way we were able to determine the values of the steady-state nucleation rate, which are
consistent with independent estimates for both the preexponential factor and the nucleation barrier. In most
previous experimental and simulation studies by other research groups, preexponential factors have been found
that are orders of magnitude too large or too small. Our investigations show that an important factor in this
discrepancy could be due to an underestimation of time-dependent nucleation effects.
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I. INTRODUCTION

Classical nucleation theory is a phenomenological the
describing the onset of formation of a new stable phase f
a metastable phase.1,2 For crystal nucleation of undercoole
liquids, the description is based on spherical clusters of
solid phase that form spontaneously and, when reachin
critical size, grow to form the new, stable phase. The nuc
ation process is described as an activated process with a
energy barrier separating the two phases. The height of
barrier is determined by two factors: the chemical poten
difference between the molecules of the two phases and
interfacial free energy between the cluster of the new ph
and the liquid. A cluster of critical size is at the top of th
free energy barrier.

The rate at which a cluster changes size is determined
a kinetic coefficient, called the preexponential factor in cl
sical nucleation theory. This coefficient together with t
free energy barrier determines the time scale for the nu
ation process. At small undercooling the nucleation rate
negligible, because the free energy barrier for the forma
of a critical cluster is too high, while at large undercoolin
the nucleation rate is lowered because of the low value of
kinetic coefficient~i.e., the decreasing mobility of the mo
ecules!. Between these two limits nucleation of the cryst
line phase from the undercooled liquid is observed.

It is difficult to measure the nucleation ra
experimentally.1 It is hard to count the number of nuclei th
form and most importantly to distinguish homogeneous fr
heterogeneous nucleation. In computer simulations heter
neous nucleation can be prevented by performing sim
tions without container walls~e.g., applying periodic bound
ary conditions! and without any impurities. This is a bi
advantage for quantitative measurements of the homo
neous nucleation rate. Comparison with nucleation the
can then be made by determination of the relevant ther
PRB 620163-1829/2000/62~22!/14690~13!/$15.00
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dynamic parameters, something that can be done very a
rately by computer simulation.3

The most important disadvantages of computer simu
tions are the small number of molecules~about 104! and
simulation time~about 1028 s!. This limits the measurable
nucleation rate to large values compared to experime
situations, where a number of molecules in the order
moles and a physical time in the order of hours are us
When comparing the results of computer simulations w
nucleation theory, one therefore has to bear in mind t
steady-state theories might fail to describe the results qu
titatively.

Nucleation induced by undercooling a liquid has been
subject of many computer simulation studies over the
decades.4,5 An observation of the nucleation of the crysta
line phase in three dimensions during a computer simula
was by Rahmanet al. in an amorphous Lennard-Jone
system.6 Subsequently, a large number of simulation stud
concerning the homogeneous nucleation process have
reported.7–14 All of these studies are concerned with spon
neous nucleation by undercooling a liquid, because it i
common experimental situation. To our knowledge on
Noséand Yonezawa12,13 used constant-pressure condition
while all others used constant-volume or -energy conditio
that are more difficult to compare with experimental situ
tions.

The most important problem hampering comparison
tween the simulation results and nucleation theory is
small number of samples crystallized, resulting in a lar
error in the measured nucleation rate of a specific sam
The fast increase in computational power enabled us to g
the required statistics about the nucleation rate over a w
range in temperature and pressure by performing a la
number of homogeneous nucleation simulations where a
uid is cooled or compressed at different conditions. The ti
at which nucleation took place during these simulations
14 690 ©2000 The American Physical Society
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estimated by heating of the cooled systems and decomp
sion of the compressed systems at a number of points.
way we are able to quantitatively compare simulation d
with predictions from nucleation theory over a wide range
temperature and pressure, without the need to recognize~or
define! a critical cluster during the simulations.

The outline of this paper is as follows. We start by co
puting the thermodynamic and kinetic parameters needed
the expressions of nucleation theory from simulations
bulk liquid and crystal systems. This is followed by a lar
number of simulations where a liquid is isobarically cool
and subsequently heated or isothermally compressed
subsequently decompressed at different start and end p
in the phase diagram. The cooling and compression rate
also varied, thereby probing the time-dependent effects in
nucleation rate.

The simulation results are confronted with~semi!empir-
ical fit equations, steady-state classical nucleation rate e
tions, and time-dependent nucleation rate equations.
steady-state equations already give a reasonable qualit
description of results obtained, even though non-steady-s
effects are important. The time-dependent equations, on
other hand, show an excellent agreement with our data w
using only a small number of adjustable parameters.

Our final expression for the nucleation rate is compa
with the experimental results of Brugmans and Vos15 show-
ing the importance of time-dependent effects during nuc
ation. Another comparison is made with the value of t
steady-state nucleation rate for the Lennard-Jones system
termined by ten Woldeet al. and others16–20 showing good
agreement. The differences result in an error estimate
both our and their method.

II. METHOD

The Lennard-Jones interaction potential was used, m
plied by a cutoff function to force the potential to zero a
distance beyond 2.5s from the center of mass of the atom
while the value and position of the minimum of the Lenna
Jones interaction potential are unaffected:

VLJ~r !54«F S s

r D 12

2S s

r D 6G f CO~r !, ~1!

with

f CO~r !51.199 expS 0.25s

r 22.5s D
for r ,2.5s and f CO(r )50 for r>2.5s.

The values of the two parameters« and s are tuned to
argon: «/k5114.1 K ands50.3405 nm. Periodic bound
ary conditions are applied to all three dimensions. The sim
lations are carried out in the isothermal-isobaric ensem
~e.g., constant pressure, temperature, and number of ato!.

The velocity-Verlet21 integration scheme with a time ste
of 0.015 ps is used for the molecular dynamics~MD! simu-
lations. The thermostat is a Monte Carlo velocity scali
move introduced by Heyes22 that is applied once in ever
four sweeps on average with an acceptance ratio of 0.2–
The manostat is the Monte Carlo volume scaling proce3
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using an algorithm similar to that of the thermostat and
plied with the same frequency and acceptance ratio.

A. Thermodynamic and self-diffusion measurements

For the thermodynamic measurements, 92 equilibri
MD simulations of a bulk fcc solid, 87 of a bulk liquid, an
10 of a bulk amorphous solid~i.e., a glass! were performed at
different~T,P! conditions. The system used for the solid co
sisted of a rectangular box containing 63636 unit cells
~i.e., 864 atoms!. For the liquid and glass a system contai
ing 2000 atoms was used. The simulations for the liquid a
solid all started with an equilibration period of 60 ps fo
lowed by 500 measurements in 150 ps simulation time. T
starting configuration for the simulations of the glass ph
was obtained from a well-equilibrated stable liquid that w
quenched instantaneously. The simulations for the g
started with an equilibration period of 75 ps followed by 1
measurements in 75 ps time. The results for the simulati
of the liquid and glass were used together in one fit that w
accurate in regions close to the melting curve as well as
deeply quenched liquids, transforming into a glass.

Measurements of the potential energy per atom~u! and
number density~r! were performed, while the temperatu
~T! and pressure~P! were set. The enthalpy per atom~h! is
obtained from the potential energy and the density by

h5u1
P

r
1

3

2
T. ~2!

Based on these measurements fits of the chemical poten
the pressure and enthalpy as function of the temperature
density were created for the solid as well as the liquid a
glass phases, using a total of 15 fit parameters per ph
Details on the fit expressions and the values of the fit par
eters can be found in Appendix A.

The liquid self-diffusion coefficient~D! was also mea-
sured during the bulk liquid simulations by use of the E
stein relationship23

D5 lim
t→`

1

6t
^Dr 2~ t !&, ~3!

where^Dr 2(t)& is the mean-square displacement per atom
function of time. We used the average slope of^Dr 2(t)&/6
over the last 150 ps simulation time as the value ofD. These
measurements were used to fit the self-diffusion coeffici
as a function of the temperature and density with an equa
containing 12 fit parameters that is closely linked to t
Arrhenius relationship, describing the self-diffusion of th
Lennard-Jones liquid at constant pressure very well.24,25 De-
tails of the fit expressions and values of the fit parame
can be found in Appendix B.

All fit procedures were performed with use of the Min
pack nonlinear optimization package.26

B. Homogeneous crystal nucleation simulations

For cooling, heating, compression, and decompress
simulations, a system identical to the system used for
thermodynamic measurements in the liquid phase was u
We applied a linear change in time of the temperature
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14 692 PRB 62HUITEMA, van der EERDEN, JANSSEN, AND HUMAN
pressure during the cooling or compression stages an
identical but opposite change during the heating or dec
pression stages. Several checks were made to ensure th
temperature and pressure during the simulations were i
tical to the applied values~except for the statistical noise!
during all simulation runs.

For the cooling and heating runs the start configurat
was first equilibrated in the stable liquid region of the pha
diagram and subsequently cooled below the melting poin
a constant cooling rate to a minimum temperature. At two
four points during the cooling stage, a configuration w
taken as the start of a simulation where the system
heated at the same rate to a temperature at 10% underco
(T50.9Tm). The pressure, the initial and minimum tempe
ture, and cooling rate were varied between the cooling ru
A total of 82 cooling runs were performed, divided over fi
different pressures: P50.001, 1, 3, 5, and 8 katm. The tot
number of heating runs started from these cooling runs
230.

For the compression-decompression runs the starting
figuration was equilibrated the same way. Next, the sys
was compressed at a constant rate to a maximum pres
At two to four points during the compression stage, a c
figuration was taken as the start of a decompression ru
the same rate to a pressure at 10% undercooling. A tota
72 compression runs were performed, divided over five
ferent temperatures:T570, 85, 100, 120, and 140 K. Th
total number of decompression runs started from these c
pression runs was 226.

At the end of the runs~at 10% undercooling! the state of
the system was examined by comparison between the m
sured density and energy of the system with the values of
thermodynamic fit equations. This resulted in one outco
denoted byPn

i , per heating-decompression runi, either be-
ing 0 if the system stayed in the liquid phase or 1 if t
system transformed into the crystalline phase. The la
number of simulation runs (2301226) enabled us to gain th
required statistics to confront our results with nucleat
theory without the need to recognize the critical cluster d
ing the simulations.

C. Nucleation probability distribution function

The nucleation probability over the complete simulati
run is related to the nucleation rate at every point during
run by the following first-order differential equation:

]p0~ t !

]t
52VI~ t !p0~ t !, ~4!

whereVI(t) is the nucleation rate per unit time for the sy
tem at the~P,T! conditions of timet andp0 is the probability
that the system is still in the liquid phase. Together w
p0(0)51 ~i.e., we always start in the liquid phase! this re-
sults in the following expression for the nucleation probab
ity distribution function~PDF! pn :

pn~ t !512p0~ t !512expS 2E
0

t

VI~ t8!dt8D . ~5!

When comparing the value of the nucleation PDF with
results of the simulation runs, the integration is only p
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formed up to timet1/2, where the system is at maximum
undercooling or compression. It is our opinion that duri
the heating or decompression stages the nucleation prob
ity is much lower, because the critical cluster size is incre
ing in time, but we have to bear in mind that the preexp
nential factor we find contains a~small! uncertainty of at
most a factor of 2. The integral in Eq.~5! was numerically
integrated using a time stepdt52.5 ps.

The results of the simulation runs were fit in a lea
squares sense to the nucleation PDF of Eq.~5!, minimizing
the quantitySPn

:

SPn
5

1

N (
i 51

N

@pn~ t1/2
i !2Pn

i #2, ~6!

whereN5556 ~i.e., the total number of cooling-heating plu
compression-decompression simulation runs!.

D. Classical nucleation theory

Classical nucleation theory will be used as the link b
tween the measurements of the nucleation probability
thermodynamic measurements. The classical steady-
nucleation rate (I S) is expressed in the Becker-Do¨ring for-
malism as1,27

I S5v* ZNn*
eq , ~7!

where v* is the rate of monomer addition to the critic
cluster,Z is the Zeldovich factor28 relating the equilibrium
cluster-size distribution to the steady-state distribution, a
Nn*

eq is the equilibrium critical cluster concentration. Th
nucleation rate is expressed per unit time per unit volum

In a series of thorough discussions29–32 Reiss has shown
that both the value ofv* and ofNn*

eq depend on the defini-
tion of a~critical! cluster. He argues that at present neither
the two values are known precisely. The classical the
does not properly account for the translational contribut
to the cluster probability distribution, and introducing a fu
damental volume scale is necessary to resolve the fam
‘‘replacement free energy’’ controversy that raged for alm
30 years.33 Reiss tries to use computer experiments to g
erate and test reliable nucleation theories. In this work,
circumvent an independent calculation ofv* , Z, andNn*

eq ,
directly measuring the productI S. It will turn out that re-
markably accurate values ofI S are obtained when indepen
dently obtained thermodynamic and kinetic data of bu
phases and flat interfaces are substituted in a common-s
interpretation of Eq.~7!, even though this expression
physically ill based.

The rate of monomer addition to the critical cluster
derived from measurements of the crystal growth rate~R!:

R5bDrs
1/3Dm

kT
, ~8!

whereb is a dimensionless kinetic coefficient andDm is the
chemical potential difference between the liquid and so
phases, determined using Eq.~A1!. Measurements of the
crystal growth rate from the melt at constant pressure w
reported in a previous paper,34 and together with additiona
measurements of the crystal growth rate at a hig
pressure35 this results in the following fit for the kinetic co
efficient:

bDrs
1/35~91.7517.353P!D. ~9!



itio
ca

a

e

th
u

de

o

tc
w

o

es

g

n
tial.
by

tal
.
he
ere

re

ses,

r-
5

l-
ght

of
ut

ss

ss

e

es
nce

rve

PRB 62 14 693THERMODYNAMICS AND KINETICS OF HOMOGENEOUS . . .
Using the reasonable assumption that the rate of add
of atoms to a growing crystal is similar to that for a spheri
critical cluster, the expression forv* becomes

v* 5bD~6p1/2rsn* !2/3, ~10!

wheren* is the number of molecules contained in the critic
cluster:

n* 5
32

3
pS g

Dm D 3

. ~11!

Here g is the surface free energy per surface site. The
pression for the rate constantv* is similar to that derived by
Turnbull and Fisher36 for condensed systems, but in Eq.~10!
we replaced their unknown atomic jump distance by
measurable kinetic coefficient for crystal growth, making o
estimates of the preexponential factor more reliable.

The Zeldovich factor~Z! is defined as2

Z5A 2Dm

3pkTn*
, ~12!

and the equilibrium critical cluster concentrationNn*
eq is de-

fined as

Nn*
eq

5r l expS 2
DG*

kT D , ~13!

whereDG* /kT is the free energy barrier defined as

DG*

kT
5

16p

3

~g/kT!3

~Dm/kT!2 . ~14!

All parameters appearing in Eqs.~7!–~14! are well de-
fined and can, at least in principle, be obtained from in
pendent experiments. Since in practice the value ofg is not
~yet! known precisely, we estimateg by the empirical pro-
portionality to the enthalpy of fusion (Dh) as found by
Turnbull:37

g5cDh, ~15!

whereDh is the enthalpy difference between molecules
the liquid and solid phase. The proportionality constantc is
about 0.46 for metals, 0.3 for semiconductors, water, e
and 0.32 for a Lennard-Jones model similar to the one
use here.38 We will use the parameterc as an empirical fit
parameter in the expression for the nucleation PDF, Eq.~5!.

By inserting Eqs.~10!–~15! into Eq. ~7!, the following
expression for the steady-state classical nucleation rate is
tained:

I S54bDrs
2/3AcDh/kTr l expS 2

16p

3

~cDh/kT!3

~Dm/kT!2 D .

~16!

III. RESULTS AND DISCUSSION

A. Thermodynamic and self-diffusion measurements

In Fig. 1 the ~P,T! phase diagram of the Lennard-Jon
model is depicted, having a stable face-centered-cubic~fcc!
solid region, a liquid region, and a vapor region~indicated in
n
l

l

x-

e
r

-

f

.,
e

b-

the inset!. The boiling curve is a linear fit through a boilin
point determined atP51.0 atm~Ref. 39! (Tb574.161 K),
a boiling point determined atP520 atm ~Ref. 40! (Tb
5111.461 K), and the value of the critical point~Pc
551 atm andTc515065 K! as determined by Johnso
et al.41 for the truncated and shifted Lennard-Jones poten

The reference point on the melting curve, indicated
0 in Fig. 1, wasP* 51.0 atm andT* 572.060.5 K, de-
termined by thermodynamic integration39 and later con-
firmed and refined by performing simulations of crys
growth from the melt34 for the interaction potential of Eq
~1!. A number of simulation runs for the solid as well as t
liquid phase were performed at metastable conditions, wh
hystereses effects prevented melting or solidification.

In Fig. 1 five isochemical potential difference curves a
shown, defined asDm/kT5ms(rs ,T)/kT2m l(r l ,T)/kT
5C, where the subscripts denote the liquid and solid pha
respectively. The melting curve is obtained forDm50.

As a test on the quality of the melting curve, we pe
formed simulations of crystal growth at a pressure of
katm,35 with a method identical to the simulation runs a
ready performed at a pressure of 1 atm in Ref. 34. Ei
simulation runs atDm,0.3kT were performed for the~100!
and~110! as well as the~111! fcc orientation, resulting in an
estimate of the melting point, i.e., the pointR50 in Eq. ~8!,
of 172.260.5 K. This is very close to our predicted value
172.0 K, showing that the error in the melting curve is abo
1 K.

The conditions for the ten simulation runs of the gla
phase were all chosen on the lineD(r l ,T)51
31025 nm2/ns, where we expect that the atoms move le

FIG. 1. The Lennard-Jones~P, T! phase diagram. In the inset th
lower part of the pressure axis is enlarged with the solid~s!, the
liquid ~l!, and the vapor~g! regions indicated. The dashed curv
indicated by 0, 0.5, 1, 2, and 3 are isochemical potential differe
curves between the liquid and solid phases~i.e., Dm/kT5const!.
The contour indicated by 0 is the melting curve. The dashed cu
is the extrapolation ofDm50 into the vapor region.~h! The melt-
ing point used as reference point for the melting curve and~n! the
melting point determined by simulations of crystal growth.~L!
Boiling points and~l! critical point, connected by the boiling
curve ~solid line!. At the points indicated as~d!, equilibrium data
have been obtained for the solid phase, at~s! for the bulk liquid
phase, and at~,! for the glass.
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14 694 PRB 62HUITEMA, van der EERDEN, JANSSEN, AND HUMAN
than 1% of their diameter~s! during the simulation run of
150 ps. The influence of the ten points in the glass phas
the melting curve was estimated by determining the melt
curve without using these ten points. The predicted melt
point at a pressure of 5 katm changed to 173.0 K, show
that the addition of the ten-points in the glass phase ha
very small effect on the quality of our fits near the melti
curve.

B. Homogeneous nucleation simulations

In order to estimate whether our number of atoms, 20
is sufficient to eliminate detectable finite-size effects, we p
formed a series of nine simulation runs at a temperature
92 K and a pressure of 3 katm with the number of ato
ranging from 125 to 10 000. At these conditions nucleat
takes place with an average induction time that is within
simulation time limits.

Systems containing 500 atoms or less crystallized alm
instantly ~e.g., always within 0.05 ns!, while systems con-
taining 1000 or more atoms showed a detectable induc
time, ranging from 0.13 ns to more than the complete sim
lation time ~0.6 ns!. There was no pattern in the inductio
time as function of the number of atoms, which is not s
prising because we performed only six runs with a syst
containing more than 1000 atoms, while sampling
Poisson-distributed nucleation PDF. We therefore concl
that the most important and detectable finite-size effects a
much higher nucleation rate for systems containing less t
1000 atoms.

The results of the cooling and three heating simulat
runs at a pressure of 3 katm are shown in Fig. 2. During
cooling run, the temperature is decreased by 300 K/ns.
measured temperatures as well as the applied temper
profiles ~dashed curve! are shown, corresponding to eac
other up to the statistical noise. The density increases u
cooling, while the potential energy decreases, as show
Figs. 2~b! and 2~c!, following the predicted values for th
liquid phase~dashed curves! closely up to a temperature o
about 90 K. Below 90 K the density becomes slightly high
and the potential energy slightly lower than predicted.

When the temperature profile reached 80, 70, and 2
the configuration from the cooling run was taken as the s
of a heating run at the same heating rate. The heating
starting at 80 K did not show any sign of crystallizatio
resulting in the same path for the density and energy as fu
tion of temperature as for the cooling run, as shown in
Figs. 2~b! and 2~c!. The other two heating runs, starting at 7
and 20 K, however, did show crystallization of the samp
evident from the deviations from the fit of the liquid dens
and potential energy. At the point where the deviation
comes large, a process named ‘‘catastrophic crystal grow
takes place.11 It is attributed to system-size effects: e.g., t
crystallites interact with themselves through the perio
boundary conditions, giving rise to a rapid completion of t
solidification process. The nucleation process itself has ta
place earlier, most probably during the cooling stage a
temperature between 70 and 80 K.

The density or potential energy of the crystallized samp
never reached the density or potential energy of the per
fcc crystal, shown as solid curves in Figs. 2~b! and 2~c!,
although the resultant crystal structure is always a mix of
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and hcp structures~note that for a Lennard-Jones interactio
potential the fcc and hcp structures are nearly degenerat42!.
The reasons are misalignment with respect to the simula
box, resulting in grain boundaries, the speed of the ‘‘ca
strophic crystal growth,’’ inducing polycrystallinity as we
as point defects and the fact that during some runs more
one critical cluster is formed, resulting in additional gra
boundaries. In Fig. 2~b! the density of the crystals is approx
mately 1% less than the perfect fcc crystal density.

The compression-decompression simulations prod
profiles that are similar to the cooling-heating runs shown
Fig. 2. The internal pressure, measured during the sim

FIG. 2. ~a! Example of simulation time~t! as function of the
temperature~T! during a cooling run and three heating runs atP
53 katm. The dashed curves are the applied temperature pro
the actual temperature during the runs is shown with solid lin
The cooling run started atT5150 K (Tm5136 K) and ended atT
50 K with a cooling rate of 300 K/ns. The heating runs start
from the cooling run atT580, 70, and 20 K~vertical dashed lines!
and ended atT5123 K with a heating rate of 300 K/ns.~b! The
number density~r! and~c! the potential energy (u/k) as a function
of temperature for the heating and cooling runs. Solid curves in~b!
and~c! are fits for the perfect fcc solid, while dashed curves are
for the liquid.
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PRB 62 14 695THERMODYNAMICS AND KINETICS OF HOMOGENEOUS . . .
tion, was always equal to the applied pressure~which
changed linearly with time! even at the highest compressio
rates. The values of the density and potential energy relat
to the predicted values where used to determine whether
system was in the solid or liquid phase at the end of the ru

The results for all cooling-heating runs at a pressure o
katm are shown in Fig. 3~a! and for all compression-
decompression runs at a temperature of 100 K in Fig. 3~b!.
The runs that produced a crystalline phase are found a
higher chemical potential difference and longer simulatio
time. The reason is that at low chemical potential differen
the system is in the metastable zone where the equilibri
critical cluster concentrationNn*

eq is very low, while at short
simulation time the system has no time to nucleate@i.e., t1/2
in Eq. ~5! is close to zero#. The three isonucleation probabil-

FIG. 3. The resulting phase@i.e., ~d! crystalline phase,~s!
liquid phase# as a function of the chemical potential difference an
run time at maximum undercooling or compression.~a! For
cooling-heating runs at a pressure of 3 katm and~b! for
compression-decompression runs at a temperature of 100 K. Th
nucleation PDF contours on the basis of fitTB of Table III are
shown with the probability indicated at the right of the curves.
ve
he
n.
3

a
n
e
m

ity curves shown in Fig. 3 are taken from the fit of all da
labeledTB in Table III, below. They will be discussed in
more detail below.

In Table I information about all cooling-heating runs
the five different pressures we used are shown, together
the quality of fitTB of Table III that will be discussed in the
next section. The ranges in chemical potential difference
time were similar for all series, but the temperature ran
and applied cooling rates increased with pressure. The s
information for all compression-decompression runs at
five temperatures used are shown in Table II. Again,
ranges in chemical potential difference and time were sim
for all series, but the pressure range and applied compres
rates increased with temperature.

C. Application of empirical nucleation rate expressions

In order to find trends in the measurements of the nuc
ation probability, we applied two empirical fit equations
our data, labeledEA andEB in Table III. Our goal is to find
a fit equation forI (t) in Eq. ~5! with a minimum number of
fit parameters and a low value forSPn

defined in Eq.~6!.
The simplest possible one parameter fit equation, nam

I (t)5C, was used in fitEA of Table III. The fit quality was
0.22, giving an upper limit for the value ofSPn

we must
achieve with any reasonable expression for the nuclea
rate. The value of fit parameterC gives a lower bound for the
average nucleation rate found during the simulation runs

The second empirical fit models the nucleation rate in
~P,T! phase diagram by a step function with three fit para
eters, indicated byEB in Table III. This equation qualita-
tively models the metastable zone for 0,Dm,Dmstart, fol-
lowed by a zone of constant nucleation rate forDmstart
,Dm,Dmend and ended by a zero nucleation rate in t
region where the molecular mobility is too low forDm
.Dmend. This results in a higher fit quality, showing tha
this model describes our data much better. The value o
parameterC is more than twice as high compared to its val
for fit EA , as expected, giving a rough estimate for the nuc
ation rate found during the simulations where nucleat
took place.

D. Application of classical nucleation theory

As a test of the applicability of steady-state classi
nucleation theory to our nucleation probability measu
ments, we used Eq.~16! in Eq. ~5!. This results in a fit
equation with only one parameterc. The results for this fit,

ee
t
e

1
1
2
2
9

TABLE I. Summary of cooling-heating runs at constant pressure~P!: the range in temperature a
maximum undercooling~T!, the applied cooling rates (2dT/dt), the maximum chemical potential differenc
(Dm/kT), the time at maximum undercooling (t1/2), and the number of runs resulting in a liquid system (N0)
and in a solid system (N1). Also shown is the quality of fit,SPn

, for fit TB of Table III.

P ~katm! T ~K! 2dT/dt (K/ns) Dm/kT t1/2 (ns) N0 N1 Spn

0.001 60.0–16.9 7.5–400 0.31–3.61 0.14–3.60 41 27 0.11
1 75.0–21.7 15–500 0.36–3.43 0.13–2.74 41 32 0.11
3 100.0–31.4 15–600 0.41–3.09 0.13–5.10 29 38 0.09
5 130.0–40.6 15–800 0.35–2.85 0.13–4.80 21 44 0.12
8 170.0–53.3 30–1000 0.32–2.64 0.09–4.06 21 36 0.13
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TABLE II. Summary of cooling-heating runs at constant temperature~T!: the range in pressure a
maximum compression~P!, the applied compression rates (2dP/dt), the maximum chemical potentia
difference (Dm/kT), the time at maximum compression (t1/2), and the number of runs resulting in a liqui
system (N0) and in a solid system (N1). Also shown is the quality of fit,SPn

, for fit of Table III.

T ~K! T ~katm! 2dP/dt (katm/ns) Dm/kT t1/2 (ns) N0 N1 Spn

70 1.0–12.7 1.7–200 0.47–2.53 0.06–1.55 26 32 0.27
85 2.0–17.8 1.7–100 0.44–2.54 0.07–2.09 16 28 0.13
100 3.5–24.1 1.9–165 0.50–2.61 0.05–2.01 28 27 0.08
120 4.5–34.4 1.9–190 0.39–2.77 0.01–2.08 22 33 0.15
140 6.5–47.7 1.9–350 0.42–2.91 0.05–3.13 21 35 0.12
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labeledNA , are indicated in Table III. The value ofc is in
the correct range according to Turnbull,37 but the value of
SPn

is higher than for fitEA , showing that our measuremen
cannot be interpreted straightforwardly by steady-state c
sical nucleation theory.

In order to get a better estimate of the error in the expr
sion for the steady-state classical nucleation rate, we ad
one additional fit parameterA to the preexponential factor:

I ~ t !5AIs. ~17!

When steady-state classical nucleation theory applies to
data, the value ofA should be close to 1. The result was t
fit indicated byNB in Table III. The fit quality is much im-
proved by the second fit parameter, though still worse t
obtained by the three-parameter step functionEB .

The value ofc is in the correct range but now more com
patible with the high heat of fusion materials. Approximate
the same value was found by Broughton and Gilmer38 who
calculated the value for the surface free energy for the tr
cated and shifted Lennard-Jones potential at the triple p
~e.g., P'1 atm andT'72 K!. They foundc50.32 for the
~111!, ~100!, and~110! crystal-melt interfaces, which is clos
to our value of 0.28.

The value of fit parameterA is three orders of magnitud
too small, showing that steady-state classical nuclea
theory does not represent our data well. Therefore we ex
that time-dependent effects in the nucleation rate, also ca
transient effects, are present.
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E. Application of time-dependent nucleation theory

Time-dependent nucleation theory describes the nu
ation rate as function of time, modeled by the evolution of
initial cluster-size distribution towards the cluster-size dis
bution at the steady-state nucleation rate.1 Most analytical
expressions for the time-dependent nucleation rate desc
systems undergoing a sudden quench to a lower tempera
where the nucleation rate is zero at the beginning, increa
to the steady-state nucleation value at long times.28,43–48

Other analytical expressions describe systems that are co
at a constant cooling rate,49–54 but with limited applicability
due to severe approximations~one of the assumptions fre
quently made is the separation in time of crystal nucleat
and growth, which is most probably not justified here!. Nu-
merical models have also been used, integrating the ev
tion of the cluster-size distribution in time directly.1,55–57Nu-
merical calculations provide semiquantitative values for
time-dependent nucleation rate. Comparison between
merical methods and analytical expressions shows that
analytical expression derived by Kashchiev43 produces a
time dependence for the nucleation rate that is very clos
numerical results.1

The treatment by Kashchiev is derived for isothermal co
ditions and does not assume the separation of nucleation
crystal growth in time. We will not discuss the details of h
treatment here, but simply use the results

A5A~ t !5112 (
m51

`

~21!m expS 2
m2t

t D , ~18!
e

TABLE III. The results of the fits applied to the nucleation probability measurements:EA and EB are
empirical fit equations,NA and NB are steady-state classical nucleation fit equations, andTA and TB are
time-dependent nucleation fit equations. In the columnI (t) the applied fit formula is shown together with th
corresponding fit parameters in the next column and the resulting fit quality expressed bySPn

, defined in Eq.
~6! in the last column.

Fit function I (t) Fit parameters SPn

EA C C50.042 ns21 nm23 0.22
EB Stepa C50.097 ns21 nm23 Dmstart50.48kT Dmend52.2kT 0.147
NA : Eq. ~16! I S c50.42 0.27
NB : Eq. ~17! AIS c50.28 A58.231024 0.160
TA : Eq. ~18! A(t)I S c50.38 t50.194 ns 0.150
TB : Eq. ~18! A(t)I S c(r l ,T)50.1901T/3.31310251r l /7.4731023 t50.163 ns 0.134b

aI 5C for Dmstart,Dm,Dmend and I 50 otherwise.
bSee Tables I and II for values ofSPn

per series of nucleation probability measurements.
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where Eq.~17! is used to express the time-dependent nuc
ation rate. Heret is the transient time, also called the indu
tion time, lag that sets the time scale for the time-depend
effects.

The time-dependent preexponential factorA(t) describes
the change in the nucleation rate over time after a sud
quench by an ‘‘S-shaped’’ curve starting withA(0)50 with
a long time limit of A(`)51. In our system there is no
sudden quench, but the system is evolving continuou
Therefore we replaced the total simulation timet in the ex-
pression forA(t) by an effective timeteff as an estimate o
the time over which the nucleation conditions did not chan
appreciably:

teff~ t !5
Dm/kT

]

]t
~Dm/kT!

. ~19!

The effective time is large for slow cooling and compress
runs and small for fast ones, and it turns out thatteff,t in all
cases.

The transient timet is used as a constant fit parameter.
short-time approximation forA(t) is used whenteff,0.1 t,
because of slow convergence of the sum at short-time sc
The resulting fit function contains two fit parameters:c in I S

andt in A(t). The fit is labeledTA and the results are show
in Table III. It is the best two-parameter fit for our data. T
value ofc is again in the expected range, and the value ot
has the same order of magnitude as the simulation time
the highest cooling and compression rates~see Tables I and
II !. This shows that the time-dependent effects are stron
a large number of simulations and cannot be neglected.

Kashchiev obtained the expressiont54/p3v* Z2 for the
transient time at constantP andT, which is in the order of ps
at the maximum of the nucleation rate for our system. T
could mean that Eq.~19! overestimatesteff by two orders of
magnitude, but we also have to bear in mind that the exp
sion for t was derived by Kashchiev assuming constanP
andT.

Until now the value of parameterc was taken to be inde
pendent of temperature and density. In order to include
dependence ofc on T andr l , we performed an additional fi
wherec is linear dependent onT andr l . The results of this
four-parameter fit, labeledTB , are shown in Table III. It
results in a value ofc50.35 at the triple point~e.g., P
'1 atm, T'72 K, andr l521.03 nm23!, which is close to
the value ofc50.32 calculated by Broughton and Gilmer.38

The fit quality per series of simulation runs is shown in t
last column of Tables I and II.

The time-dependent nucleation rate, Eq.~18!, is a combi-
nation of the steady-state classical nucleation rate and a t
dependent preexponential factor. We can therefore use
results of fit functionTB to determine the steady-state cla
sical nucleation rate. In Fig. 4 the steady-state class
nucleation rate is plotted in the~P,T! phase diagram. The
maximum in the nucleation rate increases as a function
temperature and pressure, while the nucleation band br
ens at the same time. This is in agreement with our findi
that the maximum cooling rates that led to nucleation w
much higher at higher pressure~Table I! and that the maxi-
mum compression rates that led to nucleation were m
-
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higher at higher temperature~Table II!. The same effects
were already observed by Clarke58 who had difficulty pre-
venting crystal nucleation during his study of the Lenna
Jones glass phase, when compressing a small samp
Lennard-Jones atoms at higher temperatures.

Also indicated in Fig. 4 is the start and end chemic
potentials of the step functionEB , showing that this fit equa-
tion tightly encloses the nucleation functionI S. The value of
the step height ofEB is 0.097 ns21 nm23, which is one or
two orders of magnitude lower than a typical value of t
maximum ofI S in Fig. 4, becauseEB includes the effect of
the transient time. This underlines the fact that the aver
time-dependent nucleation rate was about two orders of m
nitude lower than the steady-state classical nucleation
during our simulation runs.

In Fig. 5~a! the time-dependent nucleation rate is sho
as a function of the chemical potential difference for thr
different cooling rates, together with the steady-state nu
ation rate atP53 katm. The nucleation rate is approximate
equal to the steady-state nucleation rate when cooling a
K/ns with a maximum of 2.78 ns21 nm23. At a cooling rate
of 300 K/ns, the maximum nucleation rate dropped to 0
ns21 nm23, while it was only 0.074 ns21 nm23 at a cooling
rate of 500 K/ns. The last value for the nucleation rate w
also found when using the step function~EB in Table III! to
fit our data, showing that we experience strong transient
fects during our simulations.

The nucleation PDF curves, calculated from the tim
dependent nucleation rate by using Eq.~5!, are shown in Fig.
5~b! at the same three cooling rates as shown in Fig. 5~a!.
The transition from zero to the maximum nucleation pro
ability of one occurs very rapidly at a cooling rate of 1
K/ns, due to the large nucleation rate. At a cooling rate
300 K/ns, the maximum of the nucleation PDF is lowered
0.93, due to a lower nucleation rate and smaller phys
time. The same trend is observed at a cooling rate of
K/ns, where the maximum of the nucleation PDF is on
0.21.

FIG. 4. The Lennard-Jones steady-state nucleation rate in a~P,
T! diagram. The curve indicated byDm50 is the melting curve: the
curves indicated byI S51, 2.5, 5, and 10 ns21 nm23 are steady-state
nucleation rate contours, calculated according to fitTB of Table III.
The dotted lines are the chemical potential contours of step fit fu
tion EB of Table III.
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The simulation results at the same cooling rates are sh
in Fig. 5~c!. The simulation results correlate very well wit
the nucleation PDF curves shown in Fig. 5~b!, because at
low nucleation probability the cooling-heating simulatio
runs often end in the liquid phase~open symbols!, while at
high nucleation probability they often end in the crystalli
phase~solid symbols!.

In Fig. 6 the same plots are shown for the compressi
decompression runs at a temperature of 100 K. The plots
similar to Fig. 5, showing that the system has a similar nuc
ation behavior in cooling-heating runs and compressi
decompression runs. The nucleation rate decreases as
tion of compression rate, shown in Fig. 6~a!, starting at a
maximum of 5.24 ns21 nm23 for the steady-state nucleatio
rate. At a compression rate of 12.5 katm/ns, the maxim
nucleation rate has dropped to 5.11 ns21 nm23 at 100
katm/ns to 0.54 ns21 nm23 and at 150 katm/ns to 0.15
ns21 nm23 due to the transient effects.

The nucleation PDF curves, calculated from the tim
dependent nucleation rate by using Eq.~5!, are shown in Fig.
6~b! at the same three compression rates as shown in

FIG. 5. ~a! The nucleation rate according to fitTB of Table III as
a function of the chemical potential difference (Dm/kT) at a pres-
sure of 3 katm. Depicted are the steady-state nucleation rate
~16!, and the time-dependent nucleation rate, Eq.~18!, at three dif-
ferent cooling rates~note that the time-dependent nucleation rate
a cooling rate of 15 K/ns overlaps with the steady-state nuclea
rate in the figure!. ~b! The nucleation PDF, Eq.~5!, at the same
three cooling rates as in~a! as a function of the maximumDm/kT
reached during a cooling-heating sweep.~c! The resulting phase a
the end of a simulation@i.e., ~d! crystalline phase,~s! liquid
phase# as a function of the cooling rate (dT/dt) and Dm/kT at
maximum undercooling. The results for the three cooling rates u
in ~b! are shown.
n
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nc-
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6~a!. The maximum nucleation probability decreases a
function of the compression rate from 1 at 12.5 katm/ns
0.91 at 100 katm/ns to 0.37 at 150 katm/ns. The nuclea
PDF curves predict the simulation results, shown in F
6~c!, very well: a low nucleation probability often results in
simulation ending in the liquid phase, while a high nuc
ation probability often results in a simulation ending in t
crystalline phase.

In Figs. 3~a! and 3~b! three nucleation PDF contours a
shown on the basis of fitTB of Table III. The nucleation PDF
curves shown in plots of Figs. 5~b!–5~d! and 6~b!–6~d! are
slices from the same nucleation PDF hypersurface, but
constant cooling or compression rate. The correlation
tween the nucleation PDF and the simulation results in Fig
is excellent, showing that the time-dependent effects
measured are well described by Eq.~18!.

From the contours in Fig. 3 we can find the minimu
nucleation time for the Lennard-Jones liquid. The minimu
simulation time before nucleation when linearly cooling
compressing a liquid is 0.1–0.3 ns, found at a chemical
tential difference of about 1kT to 1.5kT. Below Dm'1kT

q.

t
n

d

FIG. 6. ~a! The nucleation rate according to fitTB of Table III as
a function of the chemical potential difference (Dm/kT) at a tem-
perature of 100 K. Depicted are the steady-state nucleation rate
~16!, and the time-dependent nucleation rate, Eq.~18!, at three dif-
ferent compression rates.~b! The nucleation PDF, Eq.~5!, at the
same three compression rates as in~a! as a function of the maxi-
mum Dm/kT reached during a compression-decompression sw
~c! The resulting phase at the end of a simulation@i.e., ~d! crystal-
line phase,~s! liquid phase# as a function of the compression ra
(dP/dt) andDm/kT at maximum compression. The results for th
three compression rates used in~b! are shown.
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TABLE IV. Comparison between our data according to fitTB of Table III and the calculated values fo
the nucleation rate by ten Woldeet al., ~Ref. 20! at two points in the phase diagram. Temperature and s
density data taken from ten Woldeet al.; values of other parameters at the two points in the phase diag
are determined by our thermodynamic fit equations. Characteristic values of the steady-state classica
ation theory are given: the preexponential factor (v* Zr l), the value of the free energy barrier (DG* /kT),
and the value of the steady-state nucleation rate (I S).

T568.5 K, P50.62 katm
r l523.28 nm23, rs525.38 nm23

Dm/kT50.370

T5105.0 K, P52.70 katm
r l524.92 nm23, rs526.72 nm23

Dm/kT50.282
Our data ten Woldeet al. Our data ten Woldeet al.

v* Zr l (ns21 nm23) 1.13104 2.53105 1.83104 1.13105

D* /kT 24.7 19.4 30.3 24.1
I S (ns21 nm23) 2.031027 9.431024 1.231029 1.431026
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the simulation time increases rapidly, because the maxim
nucleation rate is not reached as can be seen in Figs. 5 a
In order to keep a high nucleation probability in that regio
the cooling or compression rate must be decreased. Be
Dm'0.5kT the situation becomes worse because even
steady-state nucleation rate is too low to nucleate the c
talline phase during the about 10 ns simulation time tha
feasible during a computer simulation.

At Dm.2.2kT the nucleation probability does not in
crease anymore during the cooling or compression sim
tions because of a low nucleation rate. If we define the g
transition as the line in the~P, T! phase diagram where th
nucleation probability is 10% for a run of 10 ns length, th
for our system containing 2002 particles the glass transi
occurs where the nucleation rate is about
31024 ns21 nm23 ~if we are able to quench the system wi
an infinite rate to the desired temperature and pressure!. This
line is found atDm'3kT, resulting in a glass transition
temperature of 17 K at a pressure of 1 atm. A cooling r
larger than 103 K/ns or a compression rate larger than
3102 katm/ns must be used in order to prevent nucleat
during a quench.

F. Comparison with other experimental and simulation work

A good example in literature of an experimental situati
where the preexponential factor of the steady-state clas
nucleation rate was found to be orders of magnitude too
is the paper by Brugmans and Vos.15 They performed experi-
ments where methanol was compressed to pressures u
330 katm. Comparison between their measurements of
nucleation rate and steady-state classical nucleation th
revealed that the measured preexponential factor was a
1020 smaller than the predicted one. This large discrepa
leads one to suspect that time-dependent effects were
important in their experiments.

Ten Woldeet al. performed calculations of the nucleatio
rate at two points in the Lennard-Jones phase diagram,
termining the free energy barrier for crystal nucleation
umbrella sampling and the preexponential factor by mole
lar dynamics simulations.19,20 They used a somewhat differ
ent cutoff procedure than we did, but this can only introdu
a small difference between the results.

The comparison between the calculations of ten Wo
et al. and our results are shown in Table IV The values oT
m
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and rs are taken from the papers by ten Woldeet al.,19,20

while the values ofP, r l , andDm/kT are determined with
our thermodynamic fit equations. Characteristic data for
steady-state nucleation rate are given, all defined in Sec.

The value of the preexponential factor (v* Zr l) differs
one order of magnitude for both points, which is in our vie
a very good agreement for estimates of the nucleation r
For our own data we already mentioned the error of a fac
of 1–2 in the preexponential factor, due to the fact that
only took the cooling or compression stage into accoun
Eq. ~5!, but we expect a somewhat larger total error. T
preexponential factor of ten Woldeet al. at the chemical po-
tential difference of 0.370 is higher than the value at 0.2
which is unexpected for a kinetic preexponential factor.
preexponential factor is the usually largest at the melt
curve, decreasing to zero at large chemical potential dif
ences. Therefore we expect that the error in their preex
nential factor is at least a factor of 2.

The values of the free energy barrier (DG* /kT) are also
in close agreement with each other for both points shown
Table IV. The difference is approximately 5.3kT for both
points, showing that the trend as a function of the chem
potential difference is identical. In our opinion these diffe
ences are acceptable in view of the intrinsic uncertaintie
our method and the method of ten Woldeet al. ~e.g., um-
brella sampling!.

The total steady-state nucleation rate (I S) differs three
orders of magnitude; one order of magnitude is introduc
by the preexponential factor, while two orders of magnitu
are introduced by the difference in the free energy barr
One important point to note is the relatively large value
the nucleation rate atT568.5 K calculated by ten Wolde
et al. When applying their value for the nucleation rate
their system consisting of 10 648 particles with an avera
simulation time of 1.3 ns, the nucleation probability, Eq.~5!,
must have been 43%. With such a large value for the nu
ation probability, the interpretation of their umbrella sam
pling data is not trivial. It is therefore likely that their calcu
lations at T568.5 K resulted in an overestimation of th
actual nucleation rate.

IV. CONCLUSIONS

The thermodynamic parameters used in the expression
the nucleation rate were computed accurately for a la
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range in temperature and pressure. Starting from an em
cal expression for the chemical potential for both phases
other thermodynamic parameters were obtained from e
thermodynamic relationships with the chemical potential.

Molecular dynamics simulations were used to meas
the nucleation rate in the same range in temperature
pressure. By fitting the simulation results to analytical e
pressions for the steady-state nucleation rate, it was c
cluded that time-dependent effects played an important
in our simulations.

When including time-dependent effects in the express
for the nucleation rate, the correspondence between the m
surements and analytical expression was excellent. By c
paring the expression for the steady-state nucleation
with the measurements, it was found that the time-depen
effects decrease the nucleation rate a factor of 10 on ave
in our simulations.

The resulting steady-state nucleation rate was compar
to the values calculated by others at two points in the ph
diagram, as shown in Sec. III F. This led us to conclude t
our method of determining the nucleation rate~from simula-
tions where the system is cooled followed by heating
compressed followed by decompression at a constant rat! is
capable of determining the nucleation rate over a wide ra
in temperature and pressure, without the need to recog
the critical cluster during the simulations.

Our results show that time-dependent effects have a la
effect on the nucleation rate. Ignoring these effects result
a preexponential factor that can be orders of magnit
smaller than predicted by classical nucleation theory,
shown in Sec. III F. These time-dependent effects will n
only play an important role during fast quenches~as per-
formed in this paper!, but in most measurements of th
nucleation rate, because the transient time before the app
ance of the first supercritical clusters scales with (VIS)21.
During this transient time, the cluster-size distributi
present at the start of the experiment transforms to the
tribution at the steady-state nucleation rate. The most a
rate experiments that measure the nucleation rate are t
that measure the occurrence of the first few supercrit
clusters. In that case the transient effects cause a delay th
often ignored, resulting in an estimate for the preexponen
factor that is orders of magnitude too low.
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APPENDIX A: THERMODYNAMIC FIT EQUATIONS

The following expression for the dimensionless chemi
potential (m/kT) as a function of density and temperatu
was used:

m~r,T!

kT
5 (

i , j 50

2

m i j r
iTj 211 ln T(

i 50

2

bir
i1 ln r(

j 50
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j 21,
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wherek is the Boltzmann constant andm i j , bi , andci are
the polynomial expansion coefficients.

The pressure is related to the chemical potential by59

S ]

]r

m~r,T!

T D
T

5
1

rT S ]P~r,T!

]r D
T

. ~A2!

This results in the following expression for the dimensio
less pressure:

P~r,T!

krT
5 (

i , j 50

2
i

i 11
m i j r

iTj 211 ln T(
i 50

2
i

i 11
bir

i

1(
j 50

2 S cj1
pj

r DTj 21, ~A3!

where pj are the polynomial fit parameters for theP(0,T)
curve.

The enthalpy is related to the chemical potential by59

S ]

]T

m~r,T!

T D
r

52
h~r,T!

T2 1
1

rT S ]P

]T D
r

. ~A4!

Together with Eqs.~A1! and~A3!, this results in the expres
sion for the dimensionless enthalpy:

h~r,T!

kT
5 (

i , j 50

2
i 2 j 11

i 11
m i j r

iTj 211(
i 50

2
i ln T21

i 11
bir

i

1(
j 50

2 S @ j 1~ j 21!ln r#cj1
jp j

r DTj 21. ~A5!

The parameterm01 in Eq. ~A1! remains unspecified whe
fitting Eqs. ~A3! and ~A5! together. Its value is fixed by
requiringms(rs* ,T* )5m l(r l* ,T* )50 for the melting point
at T* 572 K indicated by the open squares in Fig. 1.

All measurements of the pressure and enthalpy are use
a combined fit procedure minimizing the quantity

Sm5wSP1~12w!Sh , ~A6!

where

SP5
1

N (
n51

N S P~^r&n ,Tn!2Pn

k^r&nTn
D 2

TABLE V. Fit parameter form, P, andh in Eqs.~A1!, ~A3!, and
~A5! for the solid phase, found by minimization ofSm in Eq. ~A6!
with w50.5. Also indicated is the fit error expressed bySP andSh

of Eq. ~A6!.

j 0 1 2

m0 j 28.82763104 3.20993102 25.513231021

m1 j 25.34543103 22.10413101 22.224231023

m2 j 6.50203101 2.715331021 25.635031025

bj 26.3245 5.550031021 21.668331022

cj 5.59143104 2.20553102 1.981831021

pj 24.16183105 21.54793103 23.7877
SP 631024

Sh 831024
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Sh5
1

N (
n51

N S h~^r&n ,Tn!2^h&n

kTn
D 2

.

The summation runs over allN simulations performed for
one phase,̂ r&n and ^h&n denote the average density an
enthalpy in simulation runn, respectively, andw is chosen
between 0 and 1 and represents the weight of the pressu
relative to that of the enthalpy fit.

The results of the fit procedure forw50.5 are shown in
Table V for the solid phase and in Table VI for the liqu
phase. The fit results were insensitive to the value ofw for
0.1,w,0.9.

TABLE VI. Fit parameter form, P, andh in Eqs. ~A1!, ~A3!,
and ~A5! for the liquid phase, found by minimization ofSm in Eq.
~A6! with w50.5. Also indicated is the fit error expressed bySP

andSh of Eq. ~A6!.

j 0 1 2

m0 j 23.43283104 28.57123102 3.4693
m1 j 23.31253103 22.62643101 1.998231021

m2 j 5.05043101 2.119631022 22.359131023

bj 1.59563101 23.0017 8.789431022

cj 2.62733104 4.78463102 22.1722
pj 21.53153105 23.61653103 1.63573101

SP 131022

Sh 131022
r-
n-

ys

y

y

fit

APPENDIX B: SELF-DIFFUSION FIT EQUATION

The expression for the self-diffusion coefficient as fun
tion of the density and temperature was

ln@D~r,T!#5(
i 50

3

(
j 50

2

di j T
j 21r i . ~B1!

All measurements of the liquid self-diffusion coefficie
were used in Eq.~B1! minimizing the quantity

SD5
1

N (
n51

N F lnS D~^r&n ,Tn!

^D&n
D G2

, ~B2!

where^D&n is the measured self-diffusion coefficient durin
simulation runn.

The fit coefficients found for the liquid self-diffusion co
efficient are shown in Table VII together with the fit quali
SD .

TABLE VII. Fit parametersdi j for the self-diffusion in the liq-
uid phase according to Eq.~B1!. Also indicated is the fit error
expressed bySD of Eq. ~B2!.

i \ j 0 1 2

0 1.29293104 21.02693102 2.416731021

1 21.74963103 1.38533101 23.025431022

2 7.96273101 26.191131021 1.307731023

3 21.12301 9.302431023 21.929731025

SD 231023
l.

ev.

ay

m.
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