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Critical state in a low-dimensional metal induced by strong magnetic fields
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We present the results of magnetotransport and magnetic torque measurements on the
a-(BEDT-TTF)2KHg(SCN)4 charge-transfer salt within its high-magnetic-field phase, in magnetic fields ex-
tending to 33 T and temperatures as low as 27 mK. While the experimentally determined phase diagram
closely resembles that predicted by theoretical models for charge-density waves in strong magnetic fields, the
phase that occurs at fields above;23 T, which is expected to be either a modulated charge-density wave
phase or a charge/spin-density wave hybrid, exhibits unusual physical properties that are most atypical of a
density wave ground state. Notably, the resistivity undergoes a dramatic drop below;3 K within this phase,
falling in an approximately exponential fashion at low temperatures, while the magnetic torque undergoes
extensive hysteresis. This hysteresis, which occurs over a broad range of fields and gives rise to a large
negative differential susceptibility]M /]B on reversing the direction of sweep of the magnetic field, is strongly
temperature dependent and also has several of the physical characteristics predicted by critical-state models
normally used to describe the pinning of vortices in type II superconductors. Such a behavior appears therefore
only to be explained consistently in terms of persistent currents within the high-magnetic-field phase of
a-(BEDT-TTF)2KHg(SCN)4, although the origin of these currents remains an open question.
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I. INTRODUCTION

Of all the quasi-two-dimensional~Q2D! organic charge-
transfer salts that exist,1 those of the composition
a-(BEDT-TTF)2MHg(SCN)4, where BEDT-TTF stands fo
bis~ethylenedithio!tetrathiafulvalene and whereM5K, Tl,
Rb, or NH4, have been, perhaps, the most difficult
understand.2,3 While the M5NH4 salt is a superconducto
with a transition temperatureTc;1 K,4 the M5K, Tl, and
Rb salts all undergo a transition into a more magnetoresis
state with a reconstructed Fermi surface belowTp;8 ~in the
M5K and Tl salts! or 10 K ~in the M5Rb salt!.2,3,5 The
underlying physical reason for the behavioral differences
tween these isostructuralM5NH4 and M5K, Tl, and Rb
salts remains a contemporary issue. TheM5K salt has, nev-
ertheless, been shown to become superconducting unde
iaxial stress applied perpendicular to the conducting layer6,7

and it has further been suggested that theM5K and Rb salts
could exhibit filamentary superconductivity at ambie
pressure.8–10

Unquestionably, the main physical traits of theM5K, Tl,
and Rb salts at ambient pressure, at moderately low temp
tures T&Tp and at magnetic fieldsB,Bk , where Bk
('23 T in theM5K salt! is known as the kink transition
field,11 are more typical of a density wave~DW! ground
state.5,12,13Yet, no direct evidence for a superlattice structu
has been found. Most of the more recent experimental
PRB 620163-1829/2000/62~21!/14212~12!/$15.00
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theoretical surveys point toward a charge-density wa
~CDW! rather than a spin-density wave~SDW! being the
more likely candidate.14–17 The low-temperature (T,Tp)
ground state is strongly magnetoresistive.5,12,13,18,19 How-
ever, this behavior subsides rapidly asBk is approached.11

The nature of the high-magnetic-field phase (B.Bk) at low
temperatures has since been the subject of speculation.15–23

The only fully established fact is that the transition fieldBk is
distinctly first order, as evidenced by pronounced hystere
effects at;23 T in many measured physical properties.

From a theoretical perspective,Bk lies remarkably close
to the critical fieldBc at which one would expect a CDW
with a transition temperature of 8 K, to approach the Pa
paramagnetic limit.15,17 A first order transition could be
expected,15,17 with the material transforming at higher field
either into a normal metal,17 a spatially modulated CDW,15

or a CDW-SDW hybrid phase.24 The latter two, in particular,
represent the CDW analog of the Fulde-Ferrel phase tha
anticipated to occur in type II superconductors with su
pressed orbital effects over the equivalent region of the ph
diagram.25,26If such a phase is actually realized at high ma
netic fields, its physical properties have not yet been
subject of a thorough investigation. Experimentally, da
have been published that could be considered consistent
the existence of a different thermodynamic phase aboveBk
at low temperatures,13,18,27 albeit that the earlier magneti
data were discussed largely in the context of SDW’s, with
14 212 ©2000 The American Physical Society
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reference to CDW’s. Yet other data concerning the unus
behavior of the interlayer magnetotransport and induced
rents in the magnetization in pulsed magnetic fields h
been notionally connected with the quantum Hall effe
~QHE!.21–23While a definitive experiment has not been pe
formed that can firmly establish either of these latter t
scenarios at high magnetic fields (B.Bk), one cannot dis-
pute the fact that this high-magnetic-field phase is exotic

With a view to understanding more about the hig
magnetic-field phase~at fields aboveBk), in the present pa-
per we describe the results of extensive measurements o
interlayer magnetotransport and magnetic torque on sev
a-(BEDT-TTF)2KHg(SCN)4 crystals over a broad range o
temperatures (20 mK,T,10 K) and in continuous mag
netic fields of up to 33 T. The experimentally determin
phase diagram closely follows the theoretical models
McKenzie15 and Zanchiet al.24 However, the observed be
havior of the magnetotransport and magnetic torque, at m
netic fields above;23 T, is not typical of a DW system
nor does it appear to be compatible with recent ideas ba
on the QHE.21–23 For example, as the sample is cooled in
magnetic field, the resistivity undergoes an abrupt drop
;3 K, at all fieldsB*Bk , with the drop being particularly
pronounced at integral Landau level filling factors, fallin
exponentially by roughly two orders of magnitude. The o
currence of a change in slope in the magnetic torque at
cisely the same temperature, on field-cooling the sam
confirms the existence of a different low-temperature th
modynamic phase belowTc&3 K, as originally suggested
by Kartsovnik et al.18 At lower temperatures still~i.e., T
&2 K), the field dependence of the magnetic torque dev
ops a pronounced hysteresis at all fields aboveBk , which
increases approximately exponentially with decreasingT, but
with the hysteresis being particularly strong at half integ
Landau level filling factors. Only at much lower temper
tures (T;27 mK) does the hysteresis become more p
nounced at integral filling factors, whereby it com
into closer agreement with existing pulsed magnetic fi
experimental data.21,23 While this magnetic hysteresi
that persists throughout the entire high-magnetic-field ph
is difficult to explain in terms of conventional DW groun
states or the QHE, it has many of the features of a critic
state model like those used to explain magnetic hyster
in type II superconductors.28,29 In particular, the hysteresi
is characterized by a large negative differential susce
bility ]M /]B!0 on reversing the direction of sweep
the magnetic field, with the width of the hysteres
loop eventually approaching a saturation limit that d
pends weakly on the rate of change of magnetic field
strongly on temperature. While there is no solid reason
expecting the low-temperature high-magnetic-field phase
a-(BEDT-TTF)2KHg(SCN)4 to be superconducting, thes
results do appear to indicate that the currents previously
ported to be induced within the conducting planes in pul
magnetic fields21,23 are, in fact, persistent~at least on the
time scale of Bitter magnet experiments!, and occur at arbi-
trary Landau level filling factors. In the absence of any e
isting theoretical model that can explain such effects, so
speculative ideas based on CDW’s are proposed in the
cluding section of this paper.
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II. EXPERIMENT

The samples chosen for this study, referred to hereafte
1, 2, and 3, were grown using conventional electrochem
means,30 while static magnetic fields extending to;33 T
were provided by the National High Magnetic Field Labor
tory, Tallahassee. Temperatures between;20 mK and
;1.6 K were provided by a top-loading dilution refrigera
tor, while higher temperatures were obtained using a3He
refrigerator. Magnetotransport measurements were made
ing standard four-wire techniques with low-frequen
(;10 Hz) currents of between 1 and 10mA applied per-
pendicular to the conducting layers. For the magnetic tor
measurements, the samples were mounted on the mo
plate of a phosphor bronze capacitance cantilever tor
magnetometer, which was itself attached to a rigid but ro
able platform in such a way that the axes of torque a
rotation were parallel to each other, but perpendicular to
applied magnetic fieldB. The angle betweenB and the nor-
mal to the capacitance plates was approximately the sam
the angleu betweenB and the normal to the conductin
planes of the sample. The capacitance ofC;1.3 pF was
measured by means of a ratio transformer energized at 5
and 30 V~rms!; the largest change inC observed throughou
the experiment at the highest magnetic field was;0.04 pF,
corresponding to a net angular displacement of;0.1°.
Torque interaction effects atu57° ~the angle at which mos
of the measurements were made! were therefore not a sig
nificant factor. To eliminate possible artifacts due to tim
constants of the instrumentation setup or the data acquis
system, the capacitance was measured with the time con
of the lock-in amplifier set to a low value of 10 ms. Furthe
more, both the output of the lock-in amplifier and the shu
voltage, which determines the current flowing in the Bitt
magnet coils, were measured using a digitizer with a reso
tion of ;50 ms, while the field was swept slowly a
;8 mT s21.

III. TEMPERATURE-DEPENDENCE OF THE
MAGNETORESISTANCE

Examples of the interlayer magnetoresistance measure
a-(BEDT-TTF)2KHg(SCN)4 sample 1 at selected temper
tures are shown in Fig. 1. The magnetoresistance displays
usual behavior observed for this material, reaching a ma
mum at;10 T before falling again in a linear fashion as th
kink transition field is approached.11–13,30As with these ear-
lier studies, the oscillations within the low-magnetic-fie
DW phase exhibit a pronounced second harmonic. Above
kink transition, at temperatures higher than;3 K, the os-
cillations grow rapidly in amplitude with increasing field
The behavior of the interlayer Shubnikov–de Haas~SdH!
wave form over this range of temperatures is well underst
in these materials.31,32 At integral Landau level filling fac-
tors, when the chemical potentialm is situated in a Landau
gap, the SdH maxima increase with decreasing tempera
in an insulating-like fashion. Conversely, at half-integral fi
ing factors, the resistivity of the minima behaves in a met
lic fashion. This is entirely consistent with the theoretica
predicted behavior of a quasi-two-dimensional metal in
magnetic field31,32 and is further consistent with de Haas
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van Alphen~dHvA! measurements.
What is not predicted by the simple magnetotransp

model is the abrupt inversion of the wave form at low te
peratures, resulting in the high-temperature (T*3 K) SdH
maxima becoming minima at low temperatures (T&3 K),
having a resistivity several times lower than that of t
sample at zero field. Figure 1 does not constitute the
observation of this effect; previous studies had reported
effect in both continuous and pulsed magnetic fields.22,23Be-
cause no phase inversion is observed in the dHvA effect,22,23

which is entirely a thermodynamic function of state, it mu
be concluded that the Landau level structure remains lar
unchanged over the same temperature range. It was the
currence of this phase inversion only in the magnetotrans
that was attributed to the effect of a chiral Fermi liquid,22,23

following a suggestion that the QHE may be taking place
high magnetic fields in this material.21 Because the interlaye
resistance of the bulk of the sample becomes insulator-lik

FIG. 1. The magnetoresistance ofa-(BEDT-TTF)2KHg(SCN)4
sample 1 at selected temperatures, with the SdH frequency b
675 T atu57°. The ‘‘phase-inversion’’ effect is particularly pro
nounced in this sample at fields above the kink transition field, w
the inverted SdH minima having resistivity values;4 times lower
than the minimum resistivity at zero field.
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integral filling factors, according to magnetotranspo
theory,31,32 higher-conductivity chiral Fermi liquid state
were proposed to take over the majority of the interlay
conductance. For this conjecture to explain the most rec
data ~i.e., Fig. 1!, the interlayer conductivity of the edg
states, which occupy;1 part in 104 of the sample cross
section, would have to be strongly temperature depend
and also attain a conductivity at least 106 times higher than
the field-averaged~or background! conductivity of the bulk.

Since this conjecture was made, the interlayer cond
tance of chiral surface states has been measured direct
semiconductor superlattices that at the same time quite
finitively exhibit the QHE.33,34 Not only is the conductance
of these states found to be temperature independent, as
dicted by chiral Fermi liquid theory,35,36 but their net con-
ductance is also observed not to be particularly high, res
ing in only a weak suppression of the SdH maxima. T
behavior is therefore quite different from that observed
a-(BEDT-TTF)2KHg(SCN)4. Given, also, that flat quan
tized Hall plateaus proportional toh/ ie2 have not been ob-
served in any of thea-(BEDT-TTF)2MHg(SCN)4 salts,19

the arguments involving chiral Fermi liquids in these sa
become considerably weakened.22,23

A simpler pattern emerges when the resistivity, at bo
integral and half-integral filling factors, is plotted versu
temperature in Fig. 2. For two different samples, the res
tivity varies weakly with temperature forT*3 K, but then
undergoes an abrupt drop forT&3 K. This drop is particu-
larly pronounced at integral filling factors~i.e., whenm is
situated in the Landau gap of the Q2D pockets!, but is also
clearly discernible at half-integral filling factors~i.e., whenm
is situated in the middle of a Landau level!. This observation,
again, appears to be incompatible with the notion of a ch
Fermi liquid,22,23,35,36which is expected to manifest itse
only at integral filling factors. It could, however, be consi
tent with the interpretation of Kartsovniket al. in terms of a
new high-magnetic-field low-temperature phase.18 In sample
1, at integral filling factors, the resistivity is observed to fa
by as much as two orders of magnitude between 3 K and 490
mK, reaching 1.6V at the lowest temperature. While 1.6V
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FIG. 2. The resistance versus temperature
both integral and half-integral filling factors fo
two different samples~sample 1 and sample 2!
plotted on a logarithmic scale. In both sample
the resistance varies weakly with temperature u
til it drops abruptly at;3 K, falling in an expo-
nential fashion. While the effect is more abrupt
integral filling factors, a sharp kink is also ob
served at half-integral filling factors. Arrows in
dicate where the different slopes of the resistiv
intersect when plotted on a linear~rather than
logarithmic! scale.
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is not astonishingly low for a metal, it is measured in t
least conducting direction of a compensated semime
which has an interplane:in-plane electrical bandwidth anis
ropy of order 1:104 to 1:105, and is;2000 times lower than
the room temperature value of 3.6 kV for this sample; this
is even in the presence of an;30 T magnetic field.

If the low-temperature high-magnetic-field phase is
CDW, as predicted by mean field theory,15,24 then the abrupt
drop in resistivity on entry into this CDW phase is certain
without precedent.37 Following a reduction in the number o
carriers, transitions into DW ground states are invariably f
lowed by an immediate increase in resistivity, or, more s
tly, by a shoulder feature in the resistivity, should a sign
cant fraction of the original Fermi surface survive the D
order.37 The latter situation could apply to
a-(BEDT-TTF)2KHg(SCN)4 ~Ref. 5! within its low-
magnetic-field DW phase, for which the continued prese
of a Fermi surface causes the resistivity to retain a meta
behavior on cooling. Only by application of a magnetic fie
B&23 T does the shoulder feature develop into a resisti
increase on entry into the low-magnetic-field phase.5,13,16,18

The change in the behavior of the resistivity on cooli
a-(BEDT-TTF)2KHg(SCN)4 at high magnetic fieldsB
*23 T is considerably different from that occurring with
the low-magnetic-field DW phase. Phenomenalogically,
interlayer resistivity in Fig. 2, within the low-temperatu
high-magnetic-field phase, obeys an approximater
}exp(T/T0) law, with T0;520 mK at integral filling factors
for both samples 1 and 2. It therefore follows that the res
tivity remains finite, even on transferring the samples int
dilution refrigerator at temperatures as low as 20 mK at
same magnetic field. Clear trends can, however, be obse
In Fig. 1, for example, the resistivity minima become i
creasingly deep with increasing field, and it has also b
noted that the depth of the minima is strongly sensitive
sample quality.23 Such an exponential law is, neverthele
quite unlike that of an ordinary metal. The only materia
that exhibit qualitatively similar resistive drops followed b
an approximate exponential law are filamentary or granu
superconductors such as those of the form La2CuO42y ,38 or
Ba-La-Cu-O.39 It remains to be established whether this a
parent similarity is anything more than superficial.

IV. TEMPERATURE DEPENDENCE OF THE MAGNETIC
TORQUE

The temperature dependence of the magnetotrans
alone cannot be considered as proof for a transition int
different thermodynamic phase. This usually requires m
surement of a thermodynamic function of state, such as
cific heat or magnetization. Specific heat measurements h
thus far confirmed the existence of one second order tra
tion into a low-temperature phase at low magnetic fieldsB
,Bk).

40 Within this same phase, magnetic moment measu
ments, made using a superconducting quantum interfere
device ~SQUID! in fields of 5 T, have shown that the su
ceptibility drops most notably when the field is orient
within the conducting planes.41 Such a behavior could b
expected for either a CDW or a SDW phase following t
net loss in Pauli paramagnetism accompanying the ope
of gaps on the Fermi surface.37 Only a very weak change
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however, is observed when the magnetic field is orien
perpendicular to the conducting layers. Sasakiet al. notion-
ally connected this anisotropy with antiferromagnetism as
ciated with a SDW ground state,41 although there has sinc
not been any compelling evidence supporting t
hypothesis.14,42

An alternative, yet rather trivial, explanation could b
that, when the field is oriented perpendicular to the condu
ing layers, the loss in Pauli paramagnetism is balanced b
loss in Landau diamagnetism following the partial openi
of gaps on the Q2D Fermi surface pockets due to a CD
Gaps on the Q2D pocket are, after all, predicted byall mod-
els of the reconstructed Fermi surface.43 Perhaps the stron
gest evidence for the latter explanation is that the magn
susceptibility is completely isotropic for fields oriente
within the planes, as demonstrated by the magnetic tor
measurements of Christet al.44 This detail would be difficult
to explain in terms of antiferromagnetism, but is quite ea
to explain in terms of Landau diamagnetism, which, in
Q2D conductor, manifests itself only perpendicular to t
conducting layers.

The essential advantage of magnetic torque measurem
is that they are nominally sensitive only to the magne
anisotropy, with the net torque being given by the produc

t5M3B. ~1!

Thus, if we consider the susceptibility to be resolved into
components perpendicular to the conducting layersx'

[M' /B and parallel to the conducting layersx i[M i /B,
the net magnetic torque is given by

t5
1

2
@x i2x'#B2sin2u, ~2!

where u is the angle between the magnetic field and
normal to the conducting layers~i.e., theb axis of the crys-
tal!. With the first term of Eq.~2! being dominant and nega
tive, according to Sasakiet al.,41 the change in anisotropy o
entering the low-temperature DW phase exerts a net nega
torque on the sample, which attempts to align theb axis of
the sample more closely withB. This is exactly the signature
observed by Christet al.44 For a constant anisotropyx i
2x' , the negative torque should increase in a manner th
proportional toB2. The fact that this is the case only at lo
magnetic fields45 could be considered as further supporti
evidence for our explanation in terms of Landau diamag
tism, whereby the Landau diamagnetic contribution from
Q2D pocket returns gradually at higher magnetic fields d
to magnetic breakdown across the CDW gaps.

Even though the anisotropy becomes reduced at h
magnetic fields, a change in magnetic torque on field-coo
the sample is still visible in Fig. 3. This is perhaps assis
by the increasing sensitivity (}B2) of torque magnetometry
with field. While the reason for the continued anisotropy
high magnetic fields is not obvious, the abrupt change
slope in fields as high as;30.1 T clearly indicates the con
tinuing presence of a thermodynamic phase boundary.
field of 30.1 T was chosen because, at this field,m is exactly
that for a half-integral filling factor, thereby eliminating an
possible contribution to the torque from the dHvA signal.18 If
our interpretation of the magnetic measurements of Ch
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14 216 PRB 62HARRISON, BALICAS, BROOKS, AND TOKUMOTO
et al.44,45 and Sasakiet al.41 is correct, this could imply tha
the loss of Landau diamagnetism on entering the lo
temperature, high-magnetic-field phase continues to be
dominant effect.

V. HYSTERESIS IN THE MAGNETIC TORQUE

One of the most intriguing aspects of this material, at h
magnetic fields, is its magnetic hysteresis. An example of
magnetic torque of sample 3, measured in both rising
falling magnetic fields at 27 mK, is shown in Fig. 4.46 Apart
from the fact that the temperature is lower in the curr
work, the hysteresis that occurs within the high-magne
field phase is very similar to that observed by Chr
et al.47,48 Note, however, that at the time the original me
surements were made, it was widely believed throughout
organic conductor community that the ground state
a-(BEDT-TTF)2KHg(SCN)4 is antiferromagnetic,41 al-
though definitive evidence for antiferromagnetic orderi

FIG. 3. Field-cooled magnetic torque measurements mad
various different values of magnetic field foru;20°, indicating
that the change in slope continues to be discernible even a
highest available static magnetic fields. The torque has been
malized by 1/B.

FIG. 4. The magnetic torque measured for sample 3 in ris
and falling magnetic fields between 15 and 32 T. The lower~higher!
of the two curves corresponds to the up~down! sweep, as indicated
by the lower~upper! arrow. The temperature in the dilution refrig
erator was 27 mK.
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was never found. It was, however, noted by Christet al. that
a-(BEDT-TTF)2KHg(SCN)4 does not behave like a norma
metal at high magnetic fields.48 In the following section we
show that the irreversible magnetization within the hig
magnetic-field low-temperature phase is quite unlike tha
be expected for any kind of magnetic ordering.

Consideration of the fact that only the anisotropy of t
magnetic susceptibility gives rise to magnetic torque is
key to understanding the behavior of this material. Hen
because the dHvA effect is the oscillatory component of
Landau diamagnetism, thereby involving only orbital effec
within the conducting planes, it manifests itself as large
cillations of the magnetic torque that are rather straightf
ward to interpret. At low magnetic fields (B,Bk), the oscil-
lations exhibit the usual double-peaked structure that
been interpreted both as spin splitting13,30,41,49,50and as the
frequency-doubling effect that accompanies a pinned CD
or SDW phase.17 This is well known to be an effect observe
at small angles (u&20°) in this material~as well as theM
5Tl and Rb salts!, which occurs only within the low-
magnetic-field DW phase. On increasing the field at th
low temperatures~i.e., T527 mK), the kink transition is
observed to be extremely abrupt, with a small but reprod
ible spike feature signaling the transformation into the hig
magnetic-field regime atB;24.2 T in sample 3. Above this
field, the dHvA oscillations develop the characteristic tria
gular form that has been observed within the high-magne
field phase.45,47,49

The sudden change in the wave form that occurs
;24.2 T on the rising magnetic field and at;21.4 T on the
falling magnetic field is indicative of an abrupt first ord
phase transition. Because the magnetic torque is entirely
versible within the low-magnetic-field DW phase, provide
the field does not exceed;24.2 T, both the dHvA oscilla-
tions and the monotonic background torque remain
changed when the direction of sweep of the magnetic fiel
reversed. Similarly, when the field sweep direction is
versed within the high-magnetic-field phase, the dHvA os
lations continue to have the same triangular form, provid
that the field is not swept below;21.4 T. This type of
behavior indicates that the low- and high-magnetic-fie
phases are immiscible, with the formation of domains be
energetically unfavorable. Because it costs energy to mix
two phases, the low-magnetic-field DW phase is ‘‘sup
cooled’’ on increasing the magnetic field until the free e
ergy difference between the two phases is no longer sus
able. To help understand this behavior
a-(BEDT-TTF)2KHg(SCN)4, it is instructive to consider a
simplified model where the zero temperature free energie
the low- and high-magnetic-field regimes are approxima
as

F0'2g1DFD0
2

2
2h2G ~3!

and

Fx'2g1D

Dx
2

2
, ~4!

respectively, withg1D being the density of Q1D states an
h5gmBB/2.15,17,24 We assume, to first order, that the fre
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energy of the high-magnetic-field phase is not affected
magnetic field. Here, the subscript 0 denotes the CDW ph
that is stable at low magnetic fields, whilex denotes the
spatially modulated or CDW-SDW hybrid phase.15,24 If we
then assume the free energy of the domain termFmix
'ey(12y) to be approximately parabolic~i.e., the lowest-
order even function ofy11/2), with y being the fraction of
the material in the low-magnetic-field phase, then no dom
structure can ever be stable providede>0. Since the total
free energy is

F tot'yF01~12y!Fx1ey~12y!, ~5!

it then follows that, on increasing the magnetic field with
the low-magnetic-field regime, for whichy51, the material
cannot ‘‘snap’’ into the high-magnetic-field phase un
]F tot /]B&0. Conversely, on decreasing the magnetic fi
from within the high-magnetic-field regime, for whichy
50, the material cannot snap into the low-magnetic-fi
phase until]F tot /]B*0. The kink transitions for rising and
falling magnetic fields are therefore

hk5AD0
22Dx

2

2
6

e

g1D
, ~6!

with the 6 sign corresponding to the direction of sweep
the magnetic field. The abruptness of the transitions sho
be accompanied by the release of latent heat, although
cannot be detected in the present isothermal experimen
we assume the strength of the coupling to be similar in
two ordered regimes, then the ratio of order parame
Dx /D0 is equal to the ratio of transition temperatur
Tc /Tp;3/8, and we obtain D0;2.05 meV and Dx
;0.75 meV on insertingBc[Bk;23 T. This is consisten
to ;50% with the value obtained by application of the BC
relation 2D53.52kBTp . Meanwhile, for 1/g1D;30 meV,
we obtaine;24 meV.

The hysteresis that starts at magnetic fields ab
;24.5 T has quite a different form from that associated w
the kink transition. Since~1! the dHvA oscillations have the
same shape and size between rising and falling magn
fields and~2! the hysteresis takes place continuously ove
wide interval in field~from ;24.5 T up to the highest avail
able field of;33 T), this type of hysteresis cannot be co
nected with the phase transition that takes place atBk . While
it is plausible that this hysteresis could be associated w
yet another first order phase transition that takes pl
over an extended interval of field, in order for this to be t
case, either~1! the free energies of two coexisting phas
would have to be very similar but with slightly differen
dependences onB or m, or ~2! the mixing terme would
have to be very large~and negative!. It is a large nega-
tive term of this type that is responsible for causing t
normal/superconducting mixed phase of a type II sup
conductor to be stable over a very wide magnetic field in
val Bc1,B,Bc2. Given that a CDW, of some form, i
expected to persist to high magnetic fields
a-(BEDT-TTF)2KHg(SCN)4,15,24 the high-magnetic-field
phase would then have to consist of either~1! two coexisting
but thoroughly mixed~i.e.,e!0) CDW, CDW-SDW hybrid,
or normal metallic phases, with different anisotropic ma
netic susceptibilities, or~2! one phase for which the nestin
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vectorQ, and therefore the anisotropic susceptibility, exp
riences hysteresis asB is swept. Indeed, it is predicted b
Zanchi et al.24 that Q continually shifts withB within the
high-magnetic-field CDWx phase, and the pinning of thi
CDW or CDW-SDW could conceivably lead to magnet
hysteresis. However, were this to be realized, the differen
in Fermi surface topology between rising and falling ma
netic fields should ultimately manifest themselves in t
dHvA oscillations. This is to be expected since the peak-
peak amplitude of the dHvA wave form is directly propo
tional to the number of Q2D states, while the gradient on
falling side of the oscillation~i.e., at integral filling! is pro-
portional to the density of background states31 @e.g., unnested
quasi-one-dimensional~Q1D! states#. As it turns out, how-
ever, there is no detectable change in the peak-to-p
height, nor in the falling slope of the dHvA oscillations b
tween rising and falling fields in Fig. 4, at least forB
*26 T. In fact, from the fraction of the wave formg
5g2D /(g2D1g1D) ;68% over which the dHvA magnetiza
tion increases with field,31 it is rather straightforward to infer
that the density of background~Q1D! states is (4765%)
that of the Q2D pocket, in both rising and falling field
Thus, the Q1D Fermi surface sheets appear to have the s
density of states, within experimental uncertainly, as they
prior to their nesting.43 This could imply that the Q1D state
are not nested~or ‘‘ungapped’’!. Indeed, it has been a com
mon conclusion of all quantum oscillation and angle
dependent magnetoresistance oscillation measurements
the Fermi surface appears to be unreconstructed within
high-magnetic-field phase.20,31 Alternatively, the order pa-
rameter could just simply be pinned to the chemical poten
m within the high-magnetic-field phase, which would the
prevent us from being able to detect a change in the den
of states of the Q1D Fermi surface sheets. This is always
in superconductors, but could also be true in certain type
DW system~e.g., the Bechgaard salts! for which there is a
considerable amount of free energy to be gained by vary
Q in order to help suppress the oscillations ofm.51 One can
therefore argue that ifQ is sufficiently free to vary as it is in
the Bechgaard salts, so as to cause no detectable differ
in the density of states between rising and falling magne
fields, then pinning of the CDW or CDW-SDW cannot b
that significant. The fact that no hysteresis is observed in
magnetotransport either, lends further support to the no
of there being no change in the electronic structure betw
rising and falling magnetic fields.

To carry this argument further, in Fig. 5 we have int
grated the hysteresis in Fig. 4 to arrive at the total energyEl
~solid line! lost as a result of the hysteresis incurred
sample 3~of volume ;0.8 mm3). Note that the losses as
sociated with the kink transition in the vicinity ofBk
;23 T are minimal,52 but those within the high-magnetic
field phase greatly exceed the nominal free energyFx ~dotted
line! of the high-magnetic-field phase by approximately
factor of 30. This shows quite clearly that the hysteresis c
not be attributed to a change in electronic structure betw
rising and falling magnetic fields, otherwise it would cons
tute a violation of the second law of thermodynamics.53 Of
course, were there actually a difference in the electro
structure between rising and falling magnetic fields,
could only expect the differences in Landau diamagnetic s
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ceptibility to give rise to a detectable hysteresis in the m
netic torque. Once again, if we calculate the free energyFL
5xLB2/2 associated with the Landau diamagnetic susce
bility xL that would be necessary in order to account for
experimentally observed hysteresis, we arrive at an estim
for FL ~dashed line! that greatly exceedsFx . The incorpora-
tion of a diamagnetic term of this magnitude into Eq.~4! for
Fx would therefore make the energy of the CDWx phase
much greater than that of the normal metal so that the
mation of this phase at low temperatures would no longe
energetically possible.

The only other possibility, therefore, is that the hystere
originates from some form of dynamic magnetism involvi
the ferromagnetic alignment of spins or circulating curren
Whenever magnetic hysteresis occurs, whether it is cau
by ferromagnetism, metamagnetism, vortex pinning in a t
II superconductor, or even induced currents in a quan
Hall system, the tendency is always to retain magnetic fl
within the sample. Using the field-cooled magnetization a
point of reference~or the magnetization averaged between
and down sweeps!, the magnetization is always slightly mor
diamagnetic on the rising field and slightly more param
netic on the falling field. Only the anisotropy of the magne
susceptibility gives rise to magnetic torque. Therefore,
sign of the hysteresis observed here implies that it invol
magnetic moments that are predominantly oriented perp
dicular to the conducting planes, or, equivalently, curre
flowing within the conducting planes. Clearly
a-(BEDT-TTF)2KHg(SCN)4 contains no magnetic ion
with partially filled d- or f-electron shells, so we can elim
nate this rather trivial source of ferromagnetism or metam
gnetism. This, in fact, becomes a moot point in the followi
section, since ferromagnetism and metamagnetism n
give rise to situations where]M /]B,0 upon reversing the
direction of sweep of the magnetic field, nor do they gi
rise to a critical state.

FIG. 5. A plot of various forms of energy associated with t
high-magnetic-field phase as described in the text.Fx ~dotted line!
is the nominal free energy of the CDWx phase~assuming the sim-
plest model!, El ~solid line! is the integrated energy associated w
the hysteretic losses,FL ~dashed line! is the equivalent Landau
diamagnetic energy~should the hysteresis be caused by Land
diamagnetism!, andEi ~dash-dotted line! is the approximate induc
tive stored energy~should the hysteresis be due to persistent c
rents!.
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The hysteresis in Fig. 4 is therefore easier to explain
terms of induced currents. Orbital Landau diamagnetic c
rents, as shown above, would cost too much energy. H
ever, the inductive stored energyEi5LI 2/2 of persistent cur-
rents of the size required to account for the experiment
observed hysteresis is very low. For example, on estima
the sample inductance asL;prm0;2 nH for radius r
;0.5 mm and a uniform current ofI;0.5 A ~required in
order to account for the observed hysteresis!, we arrive at an
energyEi;0.3 J m23 ~dash-dotted line in Fig. 5! that is sig-
nificantly less thanFx . Hence, only an induced current cou
give rise to magnetic hysteresis of the size observed exp
mentally without significantly perturbing the stability of th
ground state. The amount of energy dissipated resistively
establishing the critical state is limited only by the maximu
magnetic field gradient or Hall potential gradient that t
sample can sustain, and not by the intrinsic free energy of
ground state.

Thus, the present data appear to indicate that the curr
that were first reported in pulsed magnetic fields21,23 are, in
fact, persistent, at least on the experimental time scale
resistive Bitter magnet experiments. What is surprising in
present study, however, is that the hysteresis occurs at
trary filling factors and not just at integral filling factors. Th
therefore appears not to support the original explanation
terms of the QHE. Because the pulsed magnetic field exp
ment was sensitive only to the oscillatory component of
magnetic susceptibility, the amount of information that cou
be extracted from that measurement was comparatively
ited. There was no indication, at that time,21,23of any signifi-
cant dc component to the magnetic hysteresis.

VI. IRREVERSIBLE PROCESSES

The most compelling evidence for induced currents is t
provided by the irreversibility of the magnetic torque o
stopping or reversing the sweep direction of the magn
field. In most metals, including those with DW phases, t
magnetization is usually reversible, as is the case, for
ample, within the low-magnetic-field DW phase~i.e., see
Fig. 4!. On sweeping the field back and forth within th
high-magnetic-field phase, on the other hand, even ove
very small interval in field, the magnetic torque o
a-(BEDT-TTF)2KHg(SCN)4 is observed to be entirely irre
versible, giving rise to a hysteresis loop of the form shown
Fig. 6~a!. The nature of the hysteresis loop has several of
characteristic features of a critical-state model, such as
Bean model28,29 that is used to describe magnetic hystere
caused by vortex pinning in type II superconductors. T
becomes particularly evident in Fig. 6~b! when the mono-
tonic background and dHvA contributions are subtracted;
background is obtained by averaging data taken on full
and down sweeps of the magnetic field. In Fig. 6~b! we can
see that, on reversing the sweep direction of the magn
field, the magnetic hysteresis increases gradually until a c
cal value is reached. In type II superconductors, this wo
be proportional to the critical current densityj c . In Fig. 6~b!,
the induced magnetization corresponding to the critical s
is that obtained by performing full up and down sweeps@also
shown in Fig. 6~b!#. By ‘‘critical state’’ we imply that the
sample has a tendency to trap flux exactly like a type
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superconductor. While the unit of trapped flux in type
superconductors is the vortex, which contains exactly
flux quantum, it is unknown what the equivalent unit
trapped flux could be in the high-magnetic-field phase
a-(BEDT-TTF)2KHg(SCN)4.

Since a magnetic critical state is known only to occur
type II superconductors, this is the only type of system w
which comparisons can be made. It follows from the critic
state model, as normally applied to type II superconduct
that as soon as the direction of sweep of the magnetic fie
reversed the initial slope of the magnetization with respec
magnetic field is given by

x85
]M

]B
52

f @12h#

m0
, ~7!

where21/m0 corresponds to perfect diamagnetism,h is the
demagnetization factor, andf is the volume fraction of the
sample in which persistent currents flow, until a critical st
is achieved. If we consider the anisotropic hysteresis to or
nate from currents flowing only within the conducting plan
and thath;0.5 ~as for a cylinder!, upon taking the initial
slope of the magnetic torque in Fig. 6~b! we obtain f ;1%
for sample 3~of volume;0.8 mm3). This implies that the
induced currents are effective at screening the extern
changing magnetic field from at least 1% of the sample
that the critical current is extremely inhomogeneous. T
value of f ;1% would, of course, be underestimated we
any of the current to flow perpendicular to the conduct
planes, in what is normally the least conducting direction
the organic metal. The value of 1% should therefore be c
sidered as a lower limit. That it is necessary to sweep
magnetic field by;0.4 T before the polarity of the curren
in the sample is completely reversed could either imply t
the local field difference in parts of the sample reach
strengths of order 0.4 T, or that shape effects, which give
to demagnetization, are important.

FIG. 6. ~a! An example of a hysteresis loop observed
a-(BEDT-TTF)2KHg(SCN)4 as a result of sweeping the magne
field back and forth several times over the same interval at diffe
rates between 8 mT s21 and 50 mT s21. Part of the hysteresis
obtained by sweeping the magnetic field over the entire range
tween 24.4 and 32 T is also shown.~b! The same hysteresis afte
subtracting the dHvA and monotonic background magnetic torq
e
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Another property of critical-state models, as applied
type II superconductors, is that they often give rise to rel
ation phenomena. In type II superconductors, this either
sults from thermally assisted flux flow or quantum flu
creep.29,54,55One way to assess whether such effects occu
a-(BEDT-TTF)2KHg(SCN)4 is to monitor the dependenc
of the width of the hysteresis loop on sweep rate. Nonlin
current-voltage characteristics have already been detecte
pulsed magnetic field experiments.21,56On sweeping the field
at much slower rates between 8 mT s21 and 50 mT s21 in
Fig. 6, the hysteresis increases by no more than 10%, im
ing that the relaxation rate is rather low. A more notab
degree of relaxation of the magnetic torque is observed
stopping the sweep of the magnetic field abruptly and th
observing changes over several minutes. At integral fill
factors @Fig. 7~a!#, the magnetic torque decays much mo
rapidly than at half-integral filling factors@Fig. 7~b!# and is
considerably more noisy. On fitting the Anderson-Kim flu
creep model,29 as normally applied to most type II superco
ductors,~making the substitution oft for j ),

t

tc
'

j

j c
'F12

kBT

U0
ln

t

t0
G , ~8!

the best fit is obtained at half-integral filling factor
with the characteristic parameterkBT/U0 for logarithmic de-
cay being of order 1023. This is certainly within an order
of magnitude of the experimental observations for m
type II superconductors.29 Thus, it appears to be th
case that the irreversible magnetic properties
a-(BEDT-TTF)2KHg(SCN)4, at high magnetic fields and
low temperatures are very similar to those of a type II sup
conductor.

VII. FIELD AND TEMPERATURE DEPENDENCE OF THE
HYSTERESIS

A further analogy can be made with extreme type II s
perconductors on consideration of the temperature dep
dence of the width of the hysteresis loop. In many extre

nt

e-

e.

FIG. 7. Relaxation of the magnetic torque observed at an in
gral filling factor ~a! and half-integral filling factor~b!, with time t
plotted on a logarithmic scale. At half-integral filling factors, th
moment appears to decay logarithmically, as expected for a typ
superconductor.
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14 220 PRB 62HARRISON, BALICAS, BROOKS, AND TOKUMOTO
type II superconductors, this is found to be strongly dep
dent on temperature, caused, for example, by the depend
of the effective vortex pinning potentialU(T) on T.29,54Such
a behavior is also observable for the critical state
a-(BEDT-TTF)2KHg(SCN)4, as shown in Fig. 8~a!, albeit
the hysteresis contains an oscillatory component. While
hysteresis can be detected atT;4 K, it is already quite
pronounced by 1.16 K, particularly at half-integral fillin
factors. Half-integral filling factors, realized wheneverF/B
11/2 assumes an integer value, are depicted in Fig. 8
solid vertical lines. Note that the oscillatory component
the width of the magnetic hysteresis loop oscillates
quadrature with the dHvA oscillations@extracted in Fig.
8~b!#, but in phase with the density of states, with the h
teresis and the density of states atm both exhibiting maxima
at half-integral filling factors. As was discussed in the p
ceding section, it cannot be the dHvA oscillations themsel
that are hysteretic because~1! the dHvA and oscillatory com-
ponent of the hysteresis effects are at quadrature with res
to each other and~2! the actual dHvA amplitude is only
relatively weakly dependent on temperature over the sa
range, 27 mK,T,1.15 K, shown in Fig. 8~b!. This, to-
gether with the absence of any hysteresis in the SdH w
form, is, again, consistent with our hypothesis in terms
induced currents.

As T→0, the hysteresis becomes double peaked, wit
second sharper and more strongly temperature-depen
peak emerging at integral filling factors. The occurrence
maxima in the hysteresis at both integral and half-integ
filling factors, in the present work, is thermodynamica
consistent with the hysteresis in the magnetothermal osc
tions observed by Fortuneet al.57 at the highest magneti
fields, although it is likely that an experimental time consta
was involved in their measurements, given the nature of
experimental technique.57 Sharp peaks in the hysteresis we

FIG. 8. ~a! The hysteresis observed i
a-(BEDT-TTF)2KHg(SCN)4, measured in the dilution refrigerato
at several different temperatures, obtained by subtracting the d
sweep data from the up sweep. The wave form of the hysteres
complicated, being largest at half-integral filling factors at high
temperatures, then becoming more pronounced at integral fi
factors at the lowest temperature.~b! The dHvA signal extracted
from the same data by summing up and down sweeps. The m
tonic background magnetic torque has been subtracted for clar
-
nce
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observed only at integral filling factors in pulsed magne
fields,21,23however, and it was this ‘‘coincidence’’ that led t
the data being interpreted in terms of the QHE. When plot
as a function of temperature in Fig. 9, the hysteresis
strongly dependent on temperature at both integral and h
integral filling factors, with the form of theT dependence
being approximately exponential, and therefore having so
similarity to that typically observed in extreme type
superconductors.29,54

VIII. DISCUSSION AND CONCLUSION

Having identified the primary physical effects that enab
us to determine the boundaries between the different pha
a tentative phase diagram fora-(BEDT-TTF)2KHg(SCN)4
at least for fields applied withinu;20° of theb axis of the
crystals, is shown in Fig. 10. Solid symbols in Fig. 10 ha
been chosen for data points extracted from thermodyna
data, which are often the most reliable indicator of a therm
dynamic phase transition. Solid squares denote the chang
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FIG. 9. A logarithmic plot of the maxima in the hysteresis ve
susT at half-integral filling factors (B;30.1 T) and integral filling
factors (B;30.7 T).

FIG. 10. A tentative phase diagram fo
a-(BEDT-TTF)2KHg(SCN)4 in a magnetic field, for small values
of u. The points have been extracted from both magnetotrans
and magnetic torque measurements discussed in this work, as
as specific heat measurements of Kovalevet al.
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slope of the field-cooled magnetic torque extracted from F
3. This agrees rather well with the resistive transition into
low-temperature phase at high magnetic fields~indicated by
open circles!, as, for example, can be seen in both sample
and 2 in Fig. 2. Note that this transition is not sample dep
dent; only the extent to which the resistivity decreases at
temperatures is sample dependent, varying somewhat
tween samples 1 and 2. However, there is some indica
that the phase boundary might oscillate with magnetic fi
in phase with the total density of states. At low magne
fields, the field-cooled magnetic torque data agree rather
with the transition into the low-magnetic-field DW pha
obtained from specific heat measurements,40 represented
here by solid triangles.

In the vicinity of the kink transition, the second ord
phase boundary, on cooling, becomes more difficult to
tract from resistivity data, owing to the competition betwe
different types of resistivity behavior from the low-magnet
field DW and exotic high-magnetic-field phases. For this r
son, these points, depicted here as open squares, are
from the nonhysteretic kink observed in the magnetore
tance at higher temperatures between 2.5 K and 5 K.
hysteretic kink transition at lower temperatures, on the ot
hand, is extracted from the magnetic torque measurem
made in the dilution refrigerator, denoted here by verti
crosses on the rising magnetic field and diagonal crosse
the falling magnetic field.

The phase diagram that emerges here is similar to
recently obtained by Kartsovnik,58 based on a revision of a
earlier phase diagram by the same author and co-worke18

Because we have restricted our determination of ph
boundaries to those that can be either reproduced by m
surement of the specific heat40 or observed as an abrup
change in slope of the magnetic torque with temperature
should be noted that our phase diagram is somewhat di
ent from that obtained by Sakakiet al.13 The phase diagram
depicted in Fig. 10 can be summarized as follows: At te
peratures above;8 K, a-(BEDT-TTF)2KHg(SCN)4 be-
haves like an ordinary organic metal, transforming into
DW phase at low temperatures. The absence of any evid
for static antiferromagnetically configured spins,14,42together
with the close similarity of our experimentally determine
phase diagram to that predicted by both McKenzie15 and
Zanchi et al.,24 implies that the low-temperature low
magnetic-field phase is likely to be a CDW, referred to
theorists as the CDW0 phase. The first order transition th
occurs on sweeping the magnetic field between the high-
low-magnetic-field, low-temperature phases is mostly c
sistent with the arguments of McKenzie.15 What is particu-
larly interesting in the current work is that, while the hig
magnetic-field phase~denoted CDWx) is expected on
theoretical grounds to be a modulated CDW phase or mi
CDW-SDW hybrid, its transport and magnetic properties
quite unlike those observed in all known DW systems.37

Rather, we have shown that the magnetic behavior
a-(BEDT-TTF)2KHg(SCN)4 at high magnetic fields ha
many of the characteristic features of a critical-state mo
closely resembling an extreme type II superconductor.29,54,55

This critical-state behavior, together with the abrupt drop
resistivity at low temperatures, clearly cannot be explain
by any of the existing models,15,24,37nor does it appear to b
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connected with the QHE.21–23 This certainly provokes the
question as to whethera-(BEDT-TTF)2KHg(SCN)4 under-
goes a transition at high magnetic fields into a field-induc
superconducting state. However, there are many phys
reasons for rejecting such an idea. While the presence
CDW at low magnetic fields would appear to indicate th
electron-phonon interactions are relevant in this materia
CDW ground state is invariably always more stable than
electron-phonon mediated superconductor in strong magn
fields. Both CDW’s and singlet-paired superconductors
Pauli limited at a critical fieldBc . However, nearly all su-
perconductors have the additional disadvantage of being
pressed by orbital effects at much lower magnetic fields t
that at which the Pauli critical field is expected to occur29

Thus, were the ground state ofa-(BEDT-TTF)2KHg(SCN)4
to result from the competition between supercond
tivity and CDW’s, as one might gather from the fa
that the M5NH4 salt is superconducting and tha
a-(BEDT-TTF)2KHg(SCN)4 becomes superconducting un
der uniaxial stress, the fact that the CDW has already ‘‘wo
at B50, makes the emergence of superconductivity in
applied field seem somewhat remote. Furthermore, w
several models have been proposed for ‘‘reentrant’’ sup
conductivity in very strong magnetic fields,55,59–61a common
prerequisite of these models is that the material is alread
stable superconductor atB50. On the other hand, qualita
tively similar irreversible magnetic and magnetoresistive
fects are observed in quite a different charge-transfer sa
fields B*40 T, namely,k-(BEDT-TTF)2I3, which is well
known to be a superconductor at low magnetic fields,
does not exhibit any form of density wave.62

Perhaps the fact that the experimental phase diagram
a-(BEDT-TTF)2KHg(SCN)4 reproduces that obtaine
theoretically15,24 for CDW’s, implies that we should look for
an explanation for the unusual physical effects in terms
CDW physics. In fact, further parallels with the phase d
gram of Zanchiet al.24 are found on studying its dependen
on the orientation of the magnetic field.63 Then again, we
have also shown that pinning of the field-dependentQ vector
within the CDWx phase appears not to be a viable mec
nism for causing the experimentally observed hystere
While the mean field theories for CDW’s and SDW’s appe
to work well in weak magnetic fields,37 this in no guarantee
that they should continue to work in very strong magne
fields. The present theory15,24 makes no allowance for the
possibility of the magnitude of the CDWx order parameter
being spatially modulated, nor does it take into considerat
the possibility of currents.

On reflection, it is worth noting that the CDW was orig
nally proposed by Fro¨hlich as an early theory for
superconductivity.64 While this model was subsequent
shown not to be that appropriate for superconductors, CD
sliding can occur in bulk Q1D systems, provided that t
CDW pinning potential is overcome by a sufficiently larg
electric field.37 Only in ringlike nanoscale systems, which a
too small to contain impurities, have persistent CD
currents been proposed to exist.65 Given that vortices,
located at the nodes in the order parameter, around w
currents circulate, are nanoscale entities smaller than
typical interimpurity separation,66 the question that need
to be postulated is whether an allowance for currents
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nodes in the CDWx order parameter could lead to
mixed CDWx–normal-metallic phase that adopts t
physical characteristics of the mixed phase of a type
superconductor. This would certainly have the poten
to explain the irreversible magnetic properties
a-(BEDT-TTF)2KHg(SCN)4 ~i.e., the observation of a criti
cal state and the large negative differential susceptib
]M /]B on changing the sign of]B/]t), and perhaps also th
pronounced drop in the interlayer magnetotransport. T
high-magnetic-field phase of the CDW therefore requi
considerably more theoretical attention before we can pr
erly understanda-(BEDT-TTF)2KHg(SCN)4. What needs
to be established experimentally is whether the obser
,
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critical state can imply anything other than persistent c
rents.
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