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Magnetic field effects on spin excitations in the spin-Peierls compound CuGeO3
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Neutron inelastic scattering measurements on an undoped single crystal of CuGeO3 and on a doped crystal
CuGe0.997Si0.003O3 are performed in the presence of a magnetic fieldH up to 12 T. In the present work, a
particular attention is given to the effect ofH on the low-energy elementary excitations. This investigation is
performed in the three different phases of the spin-Peierls system. In the dimerizedD phase, the Zeeman
splitting of the acoustic magnon branch is evaluated all along the dispersion branch (0,q<1/2). In the
uniform U phase, it is established first that, at finite temperatureTÞ0, the low wave vector (q→0) spinon
modes are little affected by the thermal fluctuationsdET.T. Second, the effect ofH on the same low-q mode
results essentially in a transfer of the fluctuations towards the Zeeman-shifted lower boundary of the spinon
continuum. Finally, our measurements on the doped compound establishes that an energy gap occurs in the
elementary excitation spectrum of the incommensurateI phase.
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I. INTRODUCTION

The spin-Peierls transition~SP! remains one of the mos
fascinating phenomena in solid state physics. It establis
that a three-dimensional lattice of atoms, subjected to
low-energy quantum fluctuations of an internal low
dimensional spin system, can undergo a distortion at su
ciently low temperature.1 As a result, drastic changes occ
also in the spin system. In particular, energy gaps open in
fluctuation spectrum. The renewed interest in this remarka
effect, established more than twenty years ago on org
materials, is due to the inorganic compound CuGeO3.2 The
high quality of available single crystals has allowed a rat
wide set of new experimental investigations.3 Simulta-
neously, new theoretical and numerical analyzes have b
proposed. Recently, it has been suggested that the in
adiabatic approach,1 which results in the occurrence of
phonon soft mode at the transition, would not apply to t
compound. To explain the observed SP transition
CuGeO3, a nonadiabatic4 ~or ‘‘diabatic’’ 5! situation where
the transition would be driven by a ‘‘central peak’’ appea
as a possible and promising alternative. Whatever the ac
model, a close relation between the fluctuations of the lat
and those of the spin system is to be expected. Comp
knowledge of all these fluctuations is therefore required.6 In
the present work, however, we limit our interest to the m
netic fluctuations. More precisely, we focus on the effects
an external magnetic fieldH on the low-energy excitations o
the spin system. The effect of a field H is of crucial impo
tance in the SP phenomenology.1 As it is well known, a
quasiuniversal phase diagram is obtained as a function oH
andT, with three distinct phases, denoted hereafterU, D, and
I @see Fig. 1~a!#.3,7 These phases are defined with respec
the lattice structure of the spin system. In theU phase, and
within the simplest model, this lattice is composed of u
form chains, and a unique lattice parameter—the distanc
between two neighboring spins—needs to be used to
PRB 620163-1829/2000/62~18!/12206~10!/$15.00
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scribe that structure. In theD phase, the spin chains ar
dimerized and two parameters,c1 andc2, are now needed to
define the spin chain structure. In theI phase, the lattice
distortion undergoes a periodic modulation along the cha
with a periodicity which depends directly on the unifor
magnetization, i.e., on the value of the applied fieldH. Ac-
cordingly, in theI phase, the lattice distortion is general
incommensurate and characterized by the wave vector c

ponent ~in the chain direction! d52pm̃, where m̃ is the
magnetization per spin@d/2p is expressed in reciprocal lat

tice units~r.l.u.! andm̃ is evaluated with respect to the qua

tum spin value, i.e., 0,m̃,1/2#. Due to these different lat-
tice structures, for each phase, a specific spin hamilton
can be defined. The effects ofH analyzed in the present wor
are common features to all SP systems and therefore the
to be considered as general properties of these models. T
should not depend, in an essential way, on the precise Ha
tonian of the spin system. Our experimental investigat
relies on neutron inelastic scattering~NIS! measurements
They are performed in presence of a relatively large m
netic field ~maximum field valueH512 T) and for each
phase, new results are presented, which are concerned
the low-energy excitations—and/or fluctuations—of the s
system. They are probed for different wave vectorsQ in the
reciprocal space of the compound.

The basic properties of CuGeO3 and the experimenta
conditions are briefly described in the following sectio
Most of our results have been obtained in theD phase. These
results are discussed in Sec. III. The data obtained in thU
and I phases are presented in Secs. IV and V, respective

II. CuGeO3 AND EXPERIMENTAL DETAILS

Both the undoped and the Si-doped single cryst
CuGeO3 and CuGe12xSixO3 (x50.003), used in the presen
12 206 ©2000 The American Physical Society
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PRB 62 12 207MAGNETIC FIELD EFFECTS ON SPIN EXCITATIONS . . .
study have been grown by a traveling floating zone met
associated with an image furnace.8 They are the same a
those used in previous neutron scattering measurements9–11

Here, the former crystal is used for the investigation of theD
andU phases, up toH512 T. The presence of defects in
SP system lowers the value of the critical fieldHc , which
defines the transition between theD and I phases@see Fig.
1~a!#. For the undoped crystal,Hc.12.4 T. This critical
field becomes slightly lower than 12 T in the 0.3%-Si dop
compound. The latter crystal is therefore used to probe tI
phase atH512 T. CuGeO3 crystallizes within an ortho-
rhombic structure of space groupPbmm. At 20 K, the lat-
tice parameters of the pure compound are:a54.82 Å, b
58.41 Å, andc52.94 Å.12 The chain axis lies along thec
axis. Little changes occur in the doped compound. The
phase diagram for the undoped compound is displaye
Fig. 1~a!.7 In zero field, the transition between theU andD
phases occurs atTsp.14 K. The solid line refers to a sec
ond order transition and the dashed line to a first order tr

FIG. 1. ~a! Experimental phase diagram of CuGeO3 ~see Ref. 7
and references therein!. ~b! Sketch of the energy diagram of th
‘‘magnon’’ modes of theD phase~in the present work, the sma
dispersion along thea* axis is ignored for simplicity!: the solid and
dot-dashed lines represent the acoustic and optic branches, re
tively. The definitions ofq and q* are shown by the arrows.~c!
Zeeman splitting of the acoustic magnon at the AF wave ve
QAF5(0,1,1/2) up toH512 T.
d

d

P
in

n-

sition. Along this line, a field-dependent hysteresis is inde
observed at lowT (,4 K). In the pure compound, this hys
teresis develops in a relatively small field range,dH
.0.08 T.13 For the 0.3%-Si compound,dH is larger:dH
.1 T.11 The superlattice peak characterizing the latt
dimerization occurring at theU2D transition is defined, in
both the undoped and doped compounds, at the wave ve
Qksp

5(1/2,0,1/2). At theD-I transition, the shift of this su-
perlattice peak towards incommensurate wave vector va
has been observed by x-ray14 and neutron measurements.11

All these properties are characteristics of the SP phen
enon.

Conventional spin-Peierls theories rely on simple s
models describing purely one-dimensional antiferromagn
~AF! chains with nearest-neighbor coupling only. If the e
change coupling is assumed to be fully isotropic, the sim
following Heisenberg Hamiltonian

Ĥ5J1
i Snsn•sn11 ~1!

can be used, for instance, to describe the magnetic prope
of the U phase. In Eq.~1!, n labels the spins along a chai
andJ1

i is the AF intrachain nearest-neighbor magnetic int
action. Magnetic interchain couplings are usually assume
be very small,J'!J1

i . In CuGeO3, however, this is not the
case. As established experimentally,9,15 they give rise to ap-
preciable dispersions on the low-energy excitation branc
@see the simplified representation given for theD phase in
Fig. 1~b!#. Another important question concerns the prese
of a frustrating second nearest-neighbor AF couplingJ2

i

along the chain.16 Such a coupling may result from an ind
rect interaction via the Cu-O-O-Cu bonds.12 In CuGeO3, it
could result also from the expected strong spin-latt
coupling.4 In that case, it appears as an effective seco
nearest-neighbor magnetic interaction. In the literatu
rather different values have been proposed forb5J'/J1

i and
a5J2

i /J1
i . Recent works, however, seem to yield a cons

sus for the following set of values:b.0.120.15 anda
.0.1720.24.17 Magnetic anisotropy is also present in such
real system. In CuGeO3, it is believed to take mainly the
form of a Dzyaloshinski-Morya interaction,dDM /J1

i .0.1.18

This might explain, in particular, the presence of the seco
excitation branch—the so-called ‘‘optic’’ branch~to be com-
pared to the usual ‘‘acoustic’’ branch!—which has recently
been observed in theD phase.19 This optic branch is repre
sented by the dot-dashed line in Fig. 1~b!. The effective spin
hamiltonian for CuGeO3 is certainly quite different from the
simple Heisenberg Hamiltonian as expressed in Eq.~1! for
the U phase. The essential characteristics of the spin-Pe
phenomenon observed in CuGeO3, however, agree qualita
tively with the predictions provided by such simple mode
The additional couplings, such asJ', J2

i , and dDM men-
tioned above, seem not to alter in an essential way the b
properties of the low-energy states—in particular, the nat
of the ground state and that of the lowest element
excitations—describing theU, D, and I phases. For the
analysis of our data, and as a very first approach, we s
refer in our discussions to such oversimplified spin Hamil
nians.
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12 208 PRB 62B. GRENIERet al.
The NIS measurements to be discussed below have
performed on three different three-axis spectrometers at
Institut Laue-Langevin~ILL ! in Grenoble ~France!: IN12,
IN14, and IN8. The two former spectrometers are instal
on cold neutron guides. They allow an investigation at lo
energy transfers~typically up to about 6 and 10 meV, re
spectively!, with very good wave vector and energy reso
tions. The latter spectrometer allows us to extend
investigation to higher energies~up to .100 meV). Differ-
ent neutron configurations have been used, with final w
vectors kept fixed (kf51.55 Å21 on IN12 and IN14;kf
52.662 Å21 on IN8!, with pyrolytic graphite crystals
mounted as monochromator and analyzer and with beryll
or pyrolytic graphite filters used to eliminate higher-ord
contamination. In all cases, the scattering wave vectorQ was
lying in the (b* ,c* ) plane@Fig. 1~b!# and a particular atten
tion has been given to the background which has been a
rately estimated for all the scans to be reported. The sam
were placed in a split-coil cryomagnet which delivers a v
tical field ~i.e., applied along thea axis of the crystals! up to
H.12 T. In the figures showing the neutron data, the sc
tering wave vectorQ is given explicitly. However, since we
are mainly interested in the behaviors along the chain,
often refer only to the componentQl as defined along the
dashed line in Fig. 1~b!. In that case, we use the notationsq
and q* , which evaluate the wave vector components fro
Ql50 or Ql51 ~i.e., q5uQl u or q5uQl21u) and Ql51/2
~i.e., q* 5uQl21/2u), respectively. The notationq* is used
mainly to describe excitation modes nearQAF ~or near
equivalent wave vectors!, i.e., excitations sensitive to AF
fluctuations, andq is used to describe ‘‘quasiuniform’’ fluc
tuations~along the chains! .

In order to better emphasize the effects of a magn
field, and also to improve the accuracy of our description
‘‘differential analysis’’ method has been used in some cas
It consists of performing similar measurements for two d
ferent field values while the other experimental conditio
are maintained identical. The analysis is made by subtrac
the two sets of data. In this way, all the contributions ins
sitive to H are eliminated~background and possible phono
contributions!. An example is reported in Fig. 2, for energ
scans performed in theD phase, forH511.8 T andH50,
respectively. Considering the data in Fig. 2~a!, one would
conclude that the effect ofH results in a simple broadenin
of the observed magnon mode. The differential analysis
ported in Fig. 2~b!, however, displays more details. Within
given model, it allows us to develop a more accurate co
parison. In the present case, the observed effect corresp
to a Zeeman splitting of the single mode in three disti
lines ~see the discussion below!. The position and intensity
of each line is determined first from Fig. 2~b!. Finally, in Fig.
2~a!, the reconstitution~shown as the dashed lines! is com-
pared to the initial data.

III. FIELD EFFECTS IN THE D PHASE

As explained above, two lattice parameters,c1 andc2, are
needed to characterize the structure of a single chain in thD
phase. Accordingly, an ‘‘alternation’’ occurs in the succe
sive nearest-neighbor exchange couplings along the ch
In its simplest form, the Hamiltonian can be written as
en
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Ĥ5J1
i Sn@11~21!nd1#sn•sn11 ~2!

where d1 is the ‘‘alternation’’ parameter@d1.0.04, in
CuGeO3 ~Refs. 3,9!#. The low-energy properties of such
model are well established.20 The ground state is nonmag
netic and defined by the quantum numberS50, whereS is
the total spin operator. The lowest excitation branch
hereafter the ‘‘magnon’’ branch of theD phase—develops an
energy gap, which is defined as a tripletS51 state. For such
a gapped system, the effect of a magnetic field~which de-
fines thez direction! results in a Zeeman splitting and thre
distinct magnon branches with respective quantum spin n
bers Sz50, 11, and 21 should occur.20 Such a Zeeman
effect on a magnon mode has been well observed in CuG3
by NIS.10,21 The previous investigations on the spin dyna
ics, however, were restricted to the AF wave vectorQAF
5(0,1,1/2) ~i.e., q* 50) and to field values lower thanH
56 ~Ref. 21! and 10 T,9 respectively, i.e., to values appre
ciably lower than the critical fieldHc (.12.4 T for the ‘‘un-
doped’’ sample!. A first important question concerns the b
havior of the excitations when the critical fieldHc is
approached. Are precursor effects—i.e., for instance, a

FIG. 2. ~a! Field effect on the magnon mode of theD phase at
q50.15 measured atH50 and 11.8 T on IN8.~b! Differential
analysis of the same data@data(H50 T)2data(H511.8 T)#. The
background is estimated from low and high-energy data~typically,
E,10 and.16 meV) obtained at several temperatures and fie
@see also Fig. 10~a!#. The corresponding line is a polynomial func
tion fitted to these data. The other lines are explained in the te
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PRB 62 12 209MAGNETIC FIELD EFFECTS ON SPIN EXCITATIONS . . .
viation from the linear Zeeman splitting—observed nearHc?
Such a result is of importance to check on the dynamics
‘‘first-order’’ character of theD2I transition.1 A second
general question is related to the isotropic nature of the m
netic couplings. For a fully isotropic spin system, one e
pects the Zeeman splitting to occur in the whole Brillou
zone, i.e., at any wave vector. In presence of magn
anisotropies, however, the three split branches could colla
in a single branch for wave vectorsQÞQAF , (q* Þ0) as it
is commonly observed in gapped anisotropic HaldaneS51
spin chains.22

The energy scans shown in Figs. 3~a! and 3~b! have been
obtained on the instrument IN12. Figure 3~a! ~upper and
lower panels! displays, with great accuracy, the Zeem
splitting of the acoustic magnon branch atQAF ~i.e., q*
50). Three narrow peaks are very distinctly observed up
H512 T, and from the peak positions an accurate eva
tion of the Zeeman splitting can be obtained. As shown
Fig. 1~c!, where the peak values are reported, no appreci
deviation from the linear field dependence of the Zeem
splitting is detected up toH512 T, i.e., at about 3% from
the critical fieldHc . If one extrapolates the observed beha
ior beyondHc , one obtains that the gap would close a
much larger fieldHcrit.15.4 T. In CuGeO3, theD-I transi-

FIG. 3. Fields effects on the magnon modes of theD phase
measured on IN12.~a! Very near the AF wave vectorQAF

5(0,1,1/2), i.e.,q* 50 ~for H50, the counting is half of that for
HÞ0). ~b! For q* >0 at H512 T, up toq* 50.04. The lines are
guides to the eye. The broadening observed withq increasing is
entirely due to the instrumental resolution.
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tion merges well before a second-order transition takes p
at Hcrit . In the present measurements, the linewidth of
observed peaks is entirely controlled by the instrumen
resolution, which appears to be less thandE.0.15 meV
@full width at half maximum~FWHM!#. NearHc , no addi-
tional broadening of the mode atQAF ~due to possible pre-
cursor critical fluctuations! is observed. These two particula
results on the spin dynamics—no deviation in the Zeem
splitting and no appreciable damping—support very well
first order character of the field-inducedD-I transition. Fig-
ure 3~b! displays, forH512 T and for wave vectorsq*
<0.04, the development of the Zeeman splitting along
reciprocal chain axis. Theq* dependence of the thre
branches atH512 T is reported in Fig. 4~a!, together with
that of the single excitation branch observed in zero field~on
the same instrument!. The q* dependence of the energ
splitting is analyzed in Figs. 4~b! and 4~c!. As shown in Fig.
4~b!, for eachq* value, the average energy difference (E1

2E2)/2 between the highest and the lowest branches
mains constant. Moreover, the average values (E11E2)/2
@see Fig. 4~c!# coincide precisely with the valuesE0 of the
Sz50 branch and with those of theH50 triplet branch.
Within the experimental accuracy, the field-induced splitti
appears to be practicallyq* independent, at least in tha
small q* range, i.e., 0<q* <0.04. As shown by the solid
lines in Figs. 4~a! and 4~c!, the three observed dispersions a
well described by the following expression:

FIG. 4. IN12 measurements atH50 andH512 T. ~a! Disper-
sion curves of the three Zeeman split magnon modes (E1 , E0, and
E2) of the D phase for low-q* values.~b! Average energy differ-
ence (E12E2)/2 as a function ofq* . ~c! Average value (E1

1E2)/2 as a function ofq* . The solid lines are fits from Eq.~3!
~see text!
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12 210 PRB 62B. GRENIERet al.
ESz~q* !5A@Eg1
2 1~2pq* Cm!2#1DEzSz ~3!

with Sz50, 11 and21 and whereEg151.9 meV is the SP
energy gap,Cm513.9 meV/r.l.u., the~low-q) magnon ve-
locity, andDEz5gmBH51.47 meV, the Zeeman energy fo
H512 T.

In order to follow the Zeeman splitting in a largerq range,
i.e., at higher energies, NIS measurements at 12 T have
performed on the instrument IN 8. To achieve accur
evaluations, the differential analysis method is systematic
applied. The results forH511.8 T with respect to theH
50 data obtained fromq* scans at constant energy are d
played in Fig. 5~a!. For constantq* values, the results from
energy scans are reported in Figs. 2~b! and 5~b!, for q
50.15 andq* 50.2 r.l.u., respectively. Our analysis relie
on the description established above within our lowq* mea-
surements: the Zeeman splitting results in three dist
modes, each of them being described by a simple Gaus
function whose width is determined by the instrumental re
lutions ~i.e., no field effect on the widths!. As shown by the
solid lines, the fitting procedure based on this model rep
duces the data very well. The energy of theS51 triplet
branch is first determined from the zero field measureme
For HÞ0, the energyE0 of the Sz50 branch is fixed to the
previous values, whileE1 andE2 are considered as adjus
able parameters. The values obtained forE0 , E1 andE2 are
reported in Fig. 6 as a function ofq* . The solid lines repro-
duce very well the observed behavior. They are obtai
from the following expression:

FIG. 5. Fields effects (H511.8 T) on the magnon mode of th
D phase measured on IN8, analyzed by the differential met
@data(H50 T)2data(H511.8 T)#. ~a! q* scans at different fixed
energies.~b! Energy scans at a fixed wave vectorq* 50.2. The lines
are fits through the data from the three Zeeman-split magnon m
~see text!.
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ESz~q* !5CmA@11~12Eg2
2 /2Cm

2 !cos~2pq* !#

3@12~12Eg1
2 /2Cm

2 !cos~2pq* !#1DEzSz

~4!

with Cm515.3 meV/r.l.u. andEg255.6 meV. This equa-
tion is an extension of Eq.~1!. It applies to 0<q* <1/2 and
takes into account the presence of a second energy gapEg2
at q* 51/2 @Q5(1,0) in Fig. 1~b!#.23 It is worth noting, how-
ever, that the value of the magnon velocityCm obtained from
Eq. ~4! is larger than the value obtained from Eq.~3!. As
discussed in Ref. 3, the smaller magnon velocity evaluate
small q* values is to be attributed to the second-near
neighbor Heisenberg couplingJ2

i (a.0.17) ~see also Ref.
24!. It is established here that, in spite of the magnetic
isotropy, the Zeeman splitting develops all along the disp
sion branch, with aq* -independent Zeeman energyDEz
(.1.47 meV forH.12 T). To describe the elementary e
citations in CuGeO3, the spin components,Sz50, 11 and
21, can be considered as good quantum numbers in
whole Brillouin zone.

IV. FIELD EFFECTS IN THE U PHASE

As a first approach, to discuss the properties of theU
phase, we refer to the simple isotropic Heisenberg spin ch
model given by Eq.~1!. In the quantum regime of such
model, i.e., at temperaturesT,Tmax, whereTmax is defined
by the maximum in the susceptibility@Tmax.60 K in
CuGeO3 ~Ref. 2!#, the low-energy magnetic fluctuations a
known to be described by propagative excitations associ
with a continuum, the so-called spinon continuum.25,26 In
zero field, the corresponding spectrum is commensurate
the lattice periodicity@see Fig. 7~a!#. In a fieldH, however, a
dynamical incommensurability develops in the spectra
shown in Figs. 7~b! and 7~c!, for the longitudinal~i.e., ob-

d

el

FIG. 6. IN8 measurements atH511.8 T: Dispersion curves o
the three Zeeman-split magnon modes (E1 , E0, andE2) of the D
phase for largeq* values. The lines are fits from Eq.~4! ~see text!.
The data forH50 are also shown.
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served in the field direction! and transverse fluctuation
Si(q,E) andS'(q,E), respectively.25 Such an incommensu
rability in the spin fluctuations plays a crucial role in the fie
dependence of the SP transition.1 For relatively large field
values, typically forH>Hc , this dynamical incommensura
bility in the U phase is expected to drive the incommensur
lattice distortion occurring atTSP. In theU phase, however
since the temperature is never small,T.TSP.10214 K,
the thermal fluctuations cannot be ignored. As establishe
Ref. 27, at a finite temperatureT, the thermal fluctuations ar
expected to result in an appreciable energy damping (dET
.T). This damping is expected to develop essentially at
low-energy boundary of the spinon modes.28 It is worth not-
ing, however, that, if such a damping acts effectively on
spinon modes sensitive to the AF fluctuations, i.e., neaq
51/2 (q* 50), it should not affect the uniform spino
modes, i.e., nearq50 ~as a consequence of the isotrop
character of the Heisenberg Hamiltonian!.29 Experimentally
in CuGeO3, the effect of such a thermal damping (dET) at
q* 50 has already been discussed.3 Another example is re-
ported in Fig. 8, where a comparison between excitation
theD phase~the data at 1.5 K) and in theU phase~the data
at 15.5 K) is presented for the same wave vectorq* 50.1
(q50.4). In theD phase, the acoustic magnon mode is w
defined. It is peaked atEq

m.10 meV and followed by a
broad contribution, which is to be attributed to the tw

FIG. 7. Sketch of the spinon continuum~atT50) corresponding
to the Hamiltonian given in Eq.~1!: ~a! H50, ~b! and ~c! H
512 T for the longitudinalSi(q,E) and transverseS'(q,E) fluc-
tuations, respectively.Eq

u andEq
l define the upper and lower bound

aries of the spinon continuum.CS represents the velocity of th
spinon modes.
e

in

e

e

in

ll

magnon continuum.24 As expected, this continuum is shifte
from the magnon branch by the energy gapEg1.1.9 meV.
In the U phase, however, only a single and broad contrib
tion is observed. It describes the spinon continuum at
low-energy boundary. No well-defined peak is observed a
the slow decrease observed at low energies results from
thermal damping:dET.1.34 meV. At this point, an impor-
tant comment can be done concerning the ‘‘longitudina
fluctuations~i.e., those which develop in the field directio
see below!. They are expected to drive the incommensur
lattice distortion belowTSP. Due to the thermal damping
however, the dynamical incommensurability on these fl
tuations becomes effective only in sufficiently large fiel
(H.Hc), when the Zeeman energy overcomes the ther
fluctuations (gmBH>kBT).

Let us now focus on the spinon modes associated w
small wave vectors (q→0). According to the spinon
model,25 the intensity of theq modes is predicted to decreas
rapidly asq→0. For this reason, our investigation is limite
to the valueq50.15. For that wave vector, a compariso
between the magnon mode of theD phase ~the data at
3.6 K) and the spinon mode of theU phase~the data at
16.2 K) is presented in Fig. 9. The data in theD phase are
described by a well-defined single gaussian peak centere
Eq

m.12.9 meV. As before, there is also the two-magn
continuum shifted up by aboutEg1. At such a low-q value,
however, the intensity of this continuum is very small and
contribution becomes negligible.24 The FWHM of the ob-
served peak (dEq

m.1.27 meV) is mainly determined by th
instrumental resolution~for that experimental configuration!.
When compared to theD phase, one observes that the pe
in the U phase is slightly shifted to a lower energy (Eq

s

.12.5 meV). An appreciable broadening is also obser
on the spinon mode:dEq

s.1.70 meV. From the shift, one
establishes a first result: the velocity of the elementary e
tations appears to be slightly different in theD andU phases,
the ~‘‘high-q* ’’ ! velocity of the magnon mode (Cm
.15.3 meV/r.l.u.) being roughly 4% larger than that of t
spinon mode, i.e.,Cs.14.7 meV/r.l.u. Second, the ob
served broadening raises an interesting and basic questio

FIG. 8. Magnon and spinon modes~data at 1.5 and 15.5 K
respectively! at q* 50.1 measured on IN8. The lines are guides
the eye.dET.T evaluates the thermal damping at 15.5 K.
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could be attributed either to the thermal fluctuations~for T
516.2 K, dET.1.42 meV) or to the spinon continuum
which, for thatq value, still has an appreciable extension@see
Fig. 7~a!#. As a rough approximation, we simply describe t
continuum by two gaussian functions~the dashed lines in
Fig. 9!, with widths equal to that measured on the magn
mode in theD phase (dEq

m.1.27 meV). As shown by the
resulting solid line, this simple model reproduces well t
observed line shape. From the energy values at which
Gaussian functions are peaked, one obtains an experim
evaluation of the boundaries of the spinon spectrum: foq
50.15, the lower- and upper-energy boundaries would
Eq

l .12.1 meV and Eq
u.12.9 meV, respectively. Thes

evaluations are in reasonable agreement with
expectation25 Eq

l 5Cssin(2pq)511.9 meV and Eq
u

52Cssin(pq)513.3 meV ~assuming Cs514.7 meV/r.l.u.
as determined above!. The observed full width of the spino
mode appears to be well explained by the spinon continu
At such high temperature (T516.2 K), the thermal fluctua
tions do not affect appreciably the low-q spinon modes of
the uniform phase, in agreement with the remarka
prediction29 established for the simple Hamiltonian in E
~1!. At this point, a remark should be made about the Gau
ian peaked atEq

u . It is to be related to the recen
observation30 that, in CuGeO3, such a pronounced peak
the upper boundary of the spinon continuum seems to o
in the whole Brillouin zone~see also Ref. 31!. For the fully
isotropic Hamiltonian in Eq.~1!, such a peak is rather unex
pected. The presence of a strongXY-like magnetic anisot-
ropy could explain such a behavior.25 In Ref. 30 it is sug-
gested that it is a consequence of the second next-neig
exchange couplingJ2

i . Despite this ‘‘anomaly,’’ we believe
that the concept of a spinon continum—a ‘‘modified’’ spino
continuum actually—still applies to the U phase of CuGeO3.

The effect of a magnetic field (H511.8 T) on the spinon
mode at the same wave vector (q50.15) is displayed in Fig.
10~a!. In Fig. 10~b!, the same data are analyzed within t

FIG. 9. Magnon and spinon modes~data at 3.6 and 16.2 K
respectively! at q* 50.15 measured on IN8. The solid and dash
lines are gaussian functions~see text!. The background is estimate
as in Fig. 2~a!.
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differential method. The high field data are compared to
data obtained in zero field. On the two figures, one obser
that, upon a field, a large part of the fluctuation spectrum
transferred to lower energies. As explained in Figs. 7~b! and
7~c!, due toH, the longitudinal and transverse spinon flu
tuations behave differently. Atq50.15, the effect ofH
(.12 T) on the longitudinal fluctuations is negligible@com-
pare Figs. 7~a! and 7~b! for this q value#. The transverse
fluctuations are, however, very much affected@Fig. 7~c!# the
high- and low-energy boundaries of the spinon continu
should be, respectively, shifted up and down by about
Zeeman energy, i.e., byd656gmBH.61.45 meV.25 Ac-
cordingly, the lower and upper limits of the spinon co
tinuum are now expected atEq

l .10.4 meV and Eq
u

.14.8 meV, as shown by the arrows in Figs. 10~a! and
10~b!. At Q5(0,0.95,0.85), where the measurements w
performed, the longitudinal and transverse fluctuations c
tribute almost equivalently to the observed scattering. T
contribution of the longitudinal fluctuations~which is not
affected byH) can therefore be described by the same fu
tion as in zero field~in Fig. 9, the solid line for the 16.2 K
data!, but with half intensity@the dot-dashed lines in Figs
10~a! and 10~b!#. The remaining contribution~the dashed
lines in those figures! is to be considered as describing th
transverse fluctuations only. The maximum in Fig. 10~a! or
the minimum in Fig. 10~b! observed at low energy agree
very well with Eq

l . Surprisingly, there is no peak aroundEq
u .

In these measurements, one observes that the main effe
H is to transfer the fluctuations to the low-energy part of t

FIG. 10. ~a! Field effects on the spinon mode of theU phase
measured~at H50 and 11.8 T) on IN8 atq50.15.~b! Differential
analysis of the same data@data(H50 T)2data(H511.8 T)#. Eq

u

andEq
l show the expected upper and lower boundaries of the sp

continuum. The background is defined in the caption of Fig. 2. T
other lines are explained in the text.
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spinon continuum. Experimentally, the observed shift of
lower-energy boundary is in good agreement with the th
retical prediction of the simple model:d252gmBH. It is
worth realizing that this specific ‘‘Zeeman’’ effect on a low
q spinon mode is related to the field-induced dynamical
commensurability which plays a so crucial role in the
phenomenon~it drives the incommensurate lattice distortio
at TSP). It is observed here in a relatively low field (H
,Hc) because the low-q spinon modes are little affected b
the thermal damping (dET).

V. FIELD EFFECTS IN THE I PHASE

In the mixed compound CuGe(12x)SixO3 with x.0.003,
Hc occurs slightly below 12 T~see below!. Such a small
amount of impurities or defects in a SP system affects li
the phase diagram.32 The critical field valueHc is, however,
reduced.33 The static properties characterizing theI phase in
this crystal have been previously investigated.11 In particular,
the superlattice peak@at QkSP

5(1/2,0,1/2) in theD phase# is
seen to be shifted apart from its commensurate posi
(q* 50) along thec* axis. In Ref. 11, forH512 T, this
shift is evaluated to bedq5d/2p.0.007 r.l.u. In our case
however, it is expected to be a bit smaller as the chosen
direction (Hia) gives rise to a slightly larger critical field
Accordingly, for the same field value, the magnetizationm̃ is
smaller giving rise to a slightly smallerdq. Concerning the
spin dynamics, our investigation has been performed on

FIG. 11. Field effects on the excitation mode near the AF wa
vector QAF5(0,1,1/2) ~i.e., q* 50) in the doped compound.~a!
The Zeeman splitting of the magnon mode in theD phase up to
H58 T. ~b! Same as~a! for H511 and 11.5 T (H,Hc). ~c! In
the I phase atH512 T (H.Hc). The lines are explained in th
text.
e
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e

n

ld

e

instrument IN14. In Figs. 11~a! and 11~b!, we consider first
the Zeeman effect on the magnon mode atQAF in the D
phase~i.e.,H,Hc). The solid line forH50 accounts for the
background, the incoherent inelastic scattering at low ene
and the acoustic magnon mode. The latter contribution
described by a simple function peaked atEg1.1.85 meV,
which defines the magnon gap of theD phase. ForHÞ0,
taking into account the Zeeman splitting~with DEz /H
50.124 meV/T), the same model@shown by the solid lines
in Figs. 11~a! and 11~b!# provides similar good agreemen
with all the data up to H511.5 T@the dot-dashed line in Fig
11~b! displays the magnetic contribution at 11.5 T#. For H
512 T, however, the same simple model fails completely
explain the data@see the dashed line in Fig. 11~c!#. Our first
claim is that, for this field direction, 11.5,Hc,12 T. Sec-
ond, since atH512 T we are only slightly aboveHc , hys-
teresis effects remain important (dH.1 T @11#!. In such a
case, two different behaviors, typical of theD and I phases,
are expected to coexist in a ‘‘mixed’’ phase. The sho
dashed and solid lines in Fig. 11~c! provides examples of a
relative D-like contribution ~expressed in % of the whole
phase!. Compared to the experiments, the residual peak
served around 1.85 meV is reasonably well explained
50% of the magnetic contribution is attributed to theD-like
behavior. To push further the analysis, we refer now to
differential method. First, we proceed to a test of the meth
The data obtained in theD phase for the two close field
valuesH511 and 11.5 T@see Fig. 11~b!# are analyzed in
Fig. 12~a!. The differential method reveals no particular co
tribution, in excellent agreement with the fact that, within t
statistics, the two sets of data are about the same. Secon
compare the data obtained atH512 T with respect to the
data obtained in theD phase atH511.5 T. In the subtrac-
tion procedure, however, we reduce the expected contr
tion from theD phase~i.e., evaluated atH511.5 T) by a
factor of the order of 2. The data reported in Fig. 12~b!,
correspond to a model where 50% would result from

e

FIG. 12. Differential analysis between data obtained in
doped compound~shown in Fig. 11!. ~a! @data(H511.5 T)
2data(H511 T)#. ~b! @data(H512 T)20.5 data(11.5 T)# ~see
text!. The line describes the low energy mode attributable to thI
phase.
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D-like contribution. These data can be considered as des
ing mainly the fluctuations of theI-like contribution. Essen-
tially, they are characterized by a relatively broad contrib
tion peaked at low energy.0.7 meV. Similar differential
analyses have been developed on energy scans perform
different fixed wave vectors (q* Þ0) @see Fig. 13~a!#. With
q* increasing, the low energy peak is seen to be shifted
higher energies. In Fig. 13~b!, Ql scans performed at fixe
energies are reported. They show that the energy spec
broadens asq* increases. The position of the different pea
observed in those figures are reported in Fig. 14, toge
with the corresponding experimental widths~shown by the
vertical and horizontal segments!. This figure reports new
features. They can be considered as displaying the en
diagram of low-energy excitations in theI phase.

As proposed in Ref. 34, an oversimplified Heisenbe
spin model can also be used to analyze such aI phase. Due to
the incommensurate lattice distortion, an incommensu
modulation of the exchange coupling is to be expected
the spin Hamiltonian can be written as:

H5JiSn@12d1cos~2pqinc* n!#sn•sn11 ~5!

whered1 is, as before, the ‘‘alternation’’ parameter andqinc*
the incommensurate wave vector characterizing the magn
exchange modulation along the chain.qinc* is entirely deter-

mined by the magnetization valuem̃, with qinc* 51/22d/2p
whered characterizes the incommensurate lattice distorti
Considering the excitation spectrum, such an Hamilton

FIG. 13. Differential analysis@data(H512 T)20.5 data(H
511.5 T)#: ~a! from energy scans showing theq dependence of
the low-energy mode attributable to theI phase;~b! from Ql scans
at different energies~see text!.
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predicts the occurrence of magnetic incommensurabilities~as
in the U phase! and energy gaps. The results shown in F
14 support the presence of a gap (EgI.0.7 meV), but the
incommensurability in the excitation spectrum is not expl
itly observed. It could be shown, however, that our results
not contradict the predictions of Hamiltonian~5!. As a very
tentative example, possible longitudinal and transverse
persions for this model are represented in Fig. 14 by
dotted and dot-dashed lines, respectively. The incomme
rability has been fixed atdq5d/p50.006 r.l.u., which, as
explained above, should be slightly smaller than the exp
mental determination 0.007 r.l.u. obtained in Ref. 11~due to
the different field orientation!. In the model of Hamiltonian
~5!, the excitation branches are also characterized by en
gaps. In Fig. 14, the longitudinal and the~two! transverse
branches are calculated for the following gap values:D0
50.4 meV andD1.D250.9 meV, respectively. For the
excitation velocity, we used the valueCI514.7 meV/r.l.u.,
which corresponds to the spinon velocity determined in
undoped compound.

VI. CONCLUSION

The effects of a magnetic fieldH are of crucial impor-
tance in the threeU, D, and I phases of a SP system. A
shown here,H acts directly on the spin excitations. In theU
phase, there exists a sort of a ‘‘competition’’ between t
thermal fluctuations and the field-induced dynamical inco
mensurability. This concerns the fluctuations nearQAF . The
low-q spinon modes, however, are seen to be little affec
by these thermal fluctuations. Accordingly, the effect of H
these modes can be detected even at ‘‘low’’ field~i.e., H
,Hc). At this point, an interesting comparison can be ma
with the results provided by electron spin resonance~ESR!.
By this technique, the uniform spinon mode@at Q0
5(0,0,0), i.e.,q50# is detected.35 In a U phase (T,Tmax),
the ESR resonance field measures directly the Zeeman
which develops atq50 in the transverse fluctuation spe
trum @see Fig. 7~b!#. This Zeeman effect is related to th
induced dynamical incommensurability characterizing
field effect in aU phase. Concerning theD phase, one is

FIG. 14. Energy diagram of the low-energy excitations of thI
phase as a function ofq* : experiments versus a prediction given b
Hamiltonian ~5!. dq5d/p50.006 r.l.u. represents the expecte
magnetic incommensurability. The lines are obtained from Ham
tonian ~5! ~see text!.
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allowed to conclude that, in CuGeO3, the field-induced Zee-
man splitting develops in the whole Brillouin zone. This is
be opposed to what is observed in anisotropicS51 Haldane
spin chains.22 A similar Zeeman splitting in the whole Bril
louin zone has been observed in as53/2 spin system.36

Such a difference between integer and half-integer sp
could be a general feature of quantum gapped spin syst
For the I phase, our study in the doped compound is to
considered as a~very! preliminary investigation of the spin
d

a

ev

J.
an

of

-

c

J.P

. B

v-

.

s
s.

e

dynamics. In particular, no evidence is obtained for the
pected dynamical incommensurability.34 The presence of a
low-energy gap, however, is convincingly established.
nally, along this work, reference is made to very simple is
tropic Heisenberg hamiltonians. More realistic mode
should now be considered. In particular, in the strong sp
lattice coupling limit, which is now proposed to describ
CuGeO3,5 the effects of a magnetic field on the elementa
excitations may appear as a crucial test.
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