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Grazing-angle x-ray reflectivityXRR) is described as an efficient, nondestructive, parameter-free means to
measure the mass density of various types of amorphous carbon films down to the nanometer thickness range.
It is shown how XRR can also detect layering if it is present in the films, in which case the reflectivity profile
must be modeled to derive the density. The mass density can also be derived from the valence electron density
via the plasmon energy, which is measured by electron energy-loss spectrosétg. We formally define
an interband effective electron masg, which accounts for the finite band gap. Comparison of XRR and
EELS densities allows us to fit an averagé&=0.87m for carbon systemsn being the free-electron mass. We
show that, within the Drude-Lorentz model of the optical spectrath=[1—n(0) 2]m, wheren(0) is the
refractive index at zero optical frequency. The fractionsgf bonding is derived from the carbdt-edge
EELS spectrum, and it is shown how a choice of “magic” incidence and collection angles in the scanning
transmission electron microscope can g fraction values that are independent of sample orientation or
anisotropy. We thus give a general relationship between mass densigpardntent for carbon films.

I. INTRODUCTION follow the density evolution during annealing of highly
sp3-bonded tetrahedral amorphous carbter C) films. Fin-

The sp® fraction, the clustering of thep? phase, and deisenet al?* combined neutron and x-ray reflectivity to de-
hydrogen and nitrogen content are the key structural parantermine both the density and the H content of hydrogenated
eters that determine the properties of amorphous carbonamorphous carbon afC:H) films. Logothetidis and
Electron energy-loss spectroscofJELS) is currently the  Stergioudié® studied the relationship between roughness and
preferred method to obtain trep® content from the size of thickness in sputtered-C. Zhanget al?’ made a thorough
the 7* peak in the carboi-edge absorption spectrum. The investigation of the effects of bias voltage and deposition
low-energy-loss spectrum gives the valence plasmon energyessure om-C:H. Lucas, Nguyen, and Kortrigitfirst re-
and thereby the mass density, which is closely related to thported a multilayer structure for dc magnetron sputtered
sp® fraction. EELS has been widely used to study the bonda-C. Martinez-Mirandaet al?® suggested the presence of a
ing in many carbon systems such as conducting polymersnultilayer structure in ta-C grown by pulsed laser deposition
fullerenes, nanotubes, diamond, and disordered carbdhs. (PLD), which was confirmed by using a combination of
EELS has also been used to probe the cross-sectional strugigh-resolution transmission electron microscofhyEM),
ture of diamondlike carbotDLC) films.** However, EELS  Rutherford backscatteringRBS), and XRR?°
is a destructive and time-consuming method. EELS also re- Four methods are mainly used to determine the mass den-
quires a choice of an electron “effective mass” to derive thesity of carbon films: flotation, weight gain, RBS, and the
mass density from the plasmon enetgy. EELS plasmon energy. The density values from each method

Grazing-incidence x-ray reflectivityXRR) is a widely  generally agree for denser materials such as 1&-&en
used nondestructive method to determine the structure ahough with broad data scatterify®?>3 However, weight
thin films and particularly of multilayered film'$=281t can  gain gives lower values than flotation and plasmon energy
be used on all different kinds of amorphous carbon thin filmsfor porous materials because the latter measure the micro-
to obtain information on density, roughness, and crossscopic density° RBS is usually combined with profilometry,
sectional layering without any sample preparation orresulting in wide error bars. The derivation of density from
damagé?® From the measurement of the critical angle forthe plasmon energy requires a choice of an electron effective
total external reflection, the total electron density can bemass. However, due to the lack of a precise definition of
measured, from which the mass density can be derived dsuch an effective mass, different masses have been used by
rectly. XRR also gives information on layering, without the various groups®32-34resulting in different densities for the
complex sample preparation needed for cross-sectionaame plasmon energies.

EELS. In this paper we give a procedure to collect and analyze

XRR has previously been used to study pure and hydroplasmon-energy data, and we formally define an interband
genated carbon filn®€,?8generally to measure their density. effective electron mass, which is linked to the electronic
Lucas, Nguyen, and Kortrigftused XRR to follow the den- band structure. XRR and EELS both probe the electron den-
sity changes due to the annealing of sputtered amorphoussty of thin films; XRR the total electron density and EELS
carbon @-C) films. Martinez-Mirandaet al?® used XRR to  the valence electron density, so the combination of XRR and
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TABLE I. Density, cross sectional structure, roughn@esm XRR) andsp® content(from EELS for different sets of films analyzed in
this paper. In the density column we report the density of the thickest layer, for layered films. Details on interface and surface layer densities
and thickness are reported in the third column, if good simulations could be achieved.

Roughness  sp®
Sample Density(g/cnT) Thickness(nm) and layering (=1 A) content(%)
ta-C single-bend FCVA-290 V  2.86+0.02 (bulk) Layered 7 76
ta-C single-bend FCVA-250 V. 3.12+0.02 (bulk) 64 (bulk)+4 (surf. 2.3 g/crd) 10
ta-C single-bend FCVA-200 V  3.03+0.02 (bulk) Layered(Fig. 4 6 81
ta-C single-bend FCVA-80 V 3.24+0.02 (bulk) 63.5 bulk+7 (surf. 2.7 g/cr), Fig. 3 6.5 87
ta-C single-bend FCVA floating 2.910.02 (bulk) Layered 8 78
ta-C single-bend FCVA+10 V 2.71+0.02 (bulk)  27.5(interface, 2.56 g/cA+37(bulk)+9(surf.,2.43 5 73

g/cn?), Fig. 4
ta-C S-bend FCVA—-300 V 3.170.03 70(bulk)+2 (surf. 1.7 g/crd) 4 85
ta-C S-bend FCVA—-100 V 3.26-0.03 76, Fig. 3 8 88
ta-C S-bend FCVA—-20 V 3.13£0.03 84 7 86
ta-C PLD 9 J/crd 2.88+0.02(bulk) 6 (interface 2.47 g/ch+58.5(bulk)+30.5(surf., 2.74 8
glent), Fig. 4
ta-C PLD 20 J/cm 3.0+0.02 (bulk) Layered
ta-C:N FCVA+ECWR (14% N) 2.75(bulk) 5 (interface 2.4 g/c)+27.5bulk)+2(surf, 2 g/cn), Fig. 6 64
3b

ta-C:N FCVA+ECWR (20% N 2.53 (bulk) 3(interface 2 g/cr®) +29.5nntbulk) + 2(surf., 1.75 g/crd) 6 57
ta-C:H ECWR (25% H) 2.39+0.03 82 70
ta-C:H ECWR (30% H) 2.13+0.03 95.5, Fig. 3 55 70
ta-C:H PBS(40% H) 1.6+0.035 65
ta-C:H:N ECWR (29% H, 16% N 1.94+0.03 78.%bulk)+1.5(surf,), Fig. 3 6
a-C:H PECVD diamondlike 1.630.035 240, Fig. 2 5 58
a-C:H PECVD polymeric 1.30.04 (bulk) 255(bulk)+6 (surf. 0.9 g/crm), Fig. 2.3
a-C magnetron sputtering 1.720.035 Layered, Fig. 2.3 5 <20
a-C cluster assembled 0.9-14 ~10

EELS allows a direct estimate of the effective mass. Indeedureda-C formed by cluster-beam depositigfiable |). All
we could fit a unique average effective mass fomalls and  samples were deposted on Si substrates. DLC is defined as
diamond and thereby a general relation between density angh amorphous carbon film containing a sizable fraction of
coordination for carbons. sp® bonding. The properties of DLC depend primarily on the
XRR is also a powerful tool to probe the cross-sectionalmean ion energy used for deposition. Five settasC films
layering of films. Analyzing a variety of films grown in dif- were analyzed. The first set was deposited on a single-bend
ferent conditions, we find that extremely uniform or layeredfiltered cathodic vacuum at&CVA) systenJro with different
films can result from the same deposition system. bias voltages of-290, —200, and—80 V, the floating po-
We also review the effects of probe convergence on thgential, and+10 V. The ion energy can be estimated by the
core-level electron energy loss of uniaxial materials, showmagnitude of the bias voltage plus the plasma self-energy of
ing its implications for graphite and extending it to analyze ~10-20 eV. A second series td-C films was deposited at
the sp? phase in amorphous carbon films. We show how a-20, —100, and—300 V on anS-bend FCVAS’ A third
choice of the convergence and collection angle will mini-series ofta-C films was deposited using a single-bend
mize anisotropy effect®:*® We thus find the optimum con- FCVA at a fixed bias voltage of-80 V with increasing
ditions to estimate thep® fraction of a-C films® We then deposition time$20, 30, 45, 60, and 90 .sA fourth series of
discuss the residual effects of anisotropy of #pé bond on  ta-C was deposited with a floating potential with increasing
the loss spectrum of amorphous carbon films, even if comdeposition time$25, 50, and 75)susing the defocused beam
posed of an isotropic random distribution ©f* bonds. of an S-bend FCVA to achieve a very low deposition rate
and thus ultrathin films. The fifth series was deposited by
PLD at a laser fluence of 1, 9, 20, and 31 Jcfin PLD,
ta-C properties depend on the laser fluence, which controls
the effective ion energy, which increases with flueffte.

Il. EXPERIMENT
A. Samples

We analyzed different types of carbon filnta:C, hydro-
genated ta-C (ta-C:H), nitrogen-containingta-C and

Three series dfa-C:H films were obtained from different
electron cyclotron wave resonan€ECWR) sources(one

ta-C:H, a-C:H, and sputtered-C, together with nanostruc- slightly capacitively coupledwith an acetylene plasma and
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an ion energy ranging from 80 to 170 é¥Theseta-C:H is used to minimize the logarithm of the difference in the
films contained approximately 30 at. % H, according to elas@bsolute intensity between the simulated and experimental
tic recoil detection analysi€ERDA).*° The third series con- curve, as the model parameters are adjusted by the computer.
sisted of two ultrathinta-C:H films. Oneta-C:H film was  Atomic scale roughness causes x rays to be scattered from
deposited from methane with a plasma beam soffremd the specular beam, giving rise to a weaker specular reflected
ERDA gave a hydrogen content of40 at.%. Three beam. Thus the intensity falls faster than the)2* law of
ta-C:H:N films were deposited by an ECWR source froma perfectly smooth surface. By combining specular and dif-
N,/C,H, gas mixtures. Their composition is known from a fuse scatter, genuine surface roughness can be separated
combination of ERDA and x-ray photoemission spectros-from compositional gradingi.e., smooth variations of den-
copy (XPS).** Two ta-C:N films were deposited by a com- sity along the direction normal to the interfacevhich also
bination of a carbon plasma from a FCVA and a nitrogenresults in a rate of fall faster than ¢2 *.*> Surface and
plasma from an ECWR? Threea-C:H films were deposited interface roughnesses were incorporated within the distorted-
from methane using a plasma enhanced chemical vapayave Born approximation using a Gaussian variation of the
deposition(PECVD) reactor: two of them with an estimated €lectron density gradient, to get rms roughnesses. The Born
H content~30 at. %, and one polymeric with an estimated HWave approximation models the attenuation of the specular
content of~40-50 at. %. Ona-C sample was deposited by Scatter, caused by the presence of roughness at the interface,
dc magnetron sputterirfj. Two nanostructuredi-C films ~ With the inclusion of a Debye-Waller factor

were produced by a carbon-cluster-beam source, using B 2 o

beams of different average cluster st2&his range of films lspec=lo €XA(—qz07), @

is wider than covered by previous groups. whereq, is the component of the scattering vector normal to
the film ando is the rms roughness. From conservation of

B. X-ray reflectivity energy, the diffuse intensity can be expressed as

The refractive index of x rays in solids is slightly less than laitt=1o— I spec=l o[ L —€XP(— aza?)]. (2
unity, so external reflection occurs at low angles of inci- } ] ) ) ) ]
dence. As the grazing-incidence angleincreases above a The ratio of the integrated diffuse intensity to the integrated
critical angle 6., x rays start to penetrate the film. XRR specular intensity therefore depe_nds only on the scattering
measures the intensity reflected in the specular directiod€Ctor and the roughness of the interfdge:
(6,=6,) as a function of the grazing-incidence angle.

The XRR curves were measured on a Bede Scientific
GIXR reflectometer, with a Bede EDRa scintillation detec- I 'spec

tor. The source was a copper target x-ray tube operated at 4§, g the surface roughness is deduced by measuring the in-
kv and 40 mA, monochromatized to the Cg (N tegrated intensity of the diffuse and specular scatter in a
= 1.3_926 A)_. The specular refl_ect|V|ty curves were taken as &ansverse scan in which the detector ar(giedq,) is fixed
function of incidence angle using &-20 scan, with the de- 5 the detector scans through the specular condition. This
tector stepped at twice the step of the specimen. Specular aghihod assumes that all diffuse scatter is accessible. This is
off-specular reflectivity curves were measured for eactyyt e in general and may underestimate the roughiess.
samp{le, W|th0i°vary|ng in the range '0-8000, with a step  For mytiple interfaceS it is still possible to obtain esti-
of 20". An 0.1° offset of the sample angle was used for théyates of the roughness, if the interface roughness is uncor-
off-specular measurements. The true specular reflectivityg|ated(as herg from one interface to the other. The value
curves were obtained by subtracting the off-specular fromypiained is an average from all the interfaces. Simulations
the specular measurement to remove the forward diffusgnqy that in our films this method is sensitive mainly to the
scatter. _ surface roughness, due to the small differences in electron
XRR probes a macroscopic area of sample. The x-rayensity across internal surfaces. Macroparticles eventually
beam width is 1-5 mm, while the beam is 10 high. At hresent on the surface do not influence the roughness deter-

very small angles of incidence, the footprint on the sample isyination if their size is larger than the x-ray coherence
1-5 mm by 1-2 cm. This is particularly significant when length.

comparing roughness from XRR to atomic force microscopy
(AFM) or scanning tunneling microscog$TM), where the
area probed is typically only 0.1-dm?. The XRR curves of
laterally inhomogeneous films are a convolution of different The EELS measurements were carried out on a VG 501
periods(i.e., the fringes are less markekRR provides an scanning transmission electron microscopeSTEM)
average characterization for films containing inhomogeneousquipped with a dedicated spectrometer with a McMullan
regions. A typical case is the presence of heterogeneous magarallel EELS detection system. The samples were prepared
roparticles randomly distributed in the film: an average denfor microscopy by removing the Si substrates with a
sity is found, but no extra layering is evidenced. HF:HNO;:H,0 (1:8:4) etching solution and placing film seg-
Data were extracted by fitting to the experimental curve anents on Cu grid&® 40 carbonK-edge spectra were col-
simulated reflectivity curve using the Be@eFsS-MERCURY  lected for each sample, as well as the low-loss spectrum
software package. This uses Parrat’s recursive formalism afontaining the plasmon and the zero-loss electrons. Both
the Fresnel equations to calculate the reflected wave amplspectra were deconvoluted by the Fourier logarithm ratio
tude and thus the reflected intensify’ A genetic algorithm ~ with the spectra of the electron beam passing through

I gite

=exp(gZo?)—1. ©)

C. Electron energy-loss spectroscopy
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vacuum?® The background was then removed from the car- f =7 +f +if" (5)
bonK edges, followed by the removal of multiple scattering e .

by deconvolution with the low-loss spectrum by the Ste-includes dispersive and absorptive corrections, which are
phens method® The 7* peak at 285 eV of the carbok  only significant near an absorption edge. Thusan be writ-
edge was fitted by a Gaussian, and its area was normalized ten as

the area of ther* edge in the window 284-310 eV, follow-

ing Berger, McKenzie, and MartihThe sp? content is ob- n=1-6-ip, (6)
tained by referencing this ratio to its value for graphite as

described in Sec. 111 3:*° The plasmon energy is derived by with

fitting the energy-loss function to the single plasmon peak, as

described in Sec. Il E. roh2 pi
All spectra are collected at a convergence angle of 7.4 o= - 2 W(Z,»Jrfj’), (7)
mrad and an acceptance angle of 7 mrad, for 100-keV elec- I !
trons. This ensures that all sample directions are equally
probed at theK-edge energy, so the results should be inde- Na ., Pi .» N
pendent of any anisotropy in the filntsee Sec. 111 .3° B=5_"Tok 2 M_jfj TR ®
Ill. RESULTS AND DISCUSSION where u is the linear absorption coefficient in ¢ given

by the product of the mass attenuation coefficient and the

A. XRR theory density.u~3p for carbon at\ =1.3926 A*’

The x-ray refractive index of a material with elemejpts Applying Snell’s law at the air/film interface gives the
atomic numberZ;, molar massed/;, densityp; is given  critical angle
byl4
Na p b= TA S Pz 9
n=1—zl’07\22 M—ij, (4) ¢ a T 5 Mj( i J)' ©
I j

wherer,=e?/4msomdc? is the classical electron radiusyis 6, is usually very small, e.g., at=1.3926 A it is 0.201° for
the electron mass, and, is the Avogadro number. The Si and 0.245° for diamond. It is useful to consider three
parameter elements in our films, carbon, hydrogen, and nitrogen, so

6)_)\\/NAro Xe(Zet o)+ Xu(Zu+ ) + Xn(Zy+ 1)
=

T P XM ot XM+ X My ' (10
|
where p is the overall mass density anX} is the atomic m2c2eq , 11X+ 13Xy + 1
. . _ r__ —2 47 = — 75 ———— .
fraction of element. At \=1.3926A.f/ ~10"2,*" so we P= 3N2N e Mcmé; Xt 6Xyt 1 (13)

takef{=0 and obtain, withX;=1—Xc—Xy:
Note that the dependence on the H content is quite weak in
the usual rangeX,=10-50% (e.g., p=2.3glent if Xy

Incident X-Ray =0.1 and 2.16 g/crif X,;,=0.5, withXy=0, 6,=720', and
Reflected Beams A=1.3926 /&Q
Air For a thin layer deposited on a substréfey. 1), the two
0; 6 / reflected rays can interfere and, from Snell’s law, construc-
Deposited Layer Id 1 tive interference occurs when
& 2
Substrate Transmitted Beam 07= 0%+ zz(k+1122 when ni<n,, (12
FIG. 1. Specular reflection of x rays under grazing incidence

from a single layer of refractive indem;, and thicknessd on a A2
substrate of refractive index,. 6; is the grazing-incidence angle; 2_ 2, " 2
o, is the reflectance angle. onr :31 typic&aIES—lg mrad, given t?]e b=t 4d? k® when ny<n,, (3

beam cross-section perpendicular to the specimenldfO um and ) ) . ) .
a width of 1-5 mm, the footprint on the sample is1—5mm  respectively, where is the thickness anklis an integer. For

x1-2 cm. Note that in the XRR profiles the increase in the re-0i>20. the fringe period givea #~\/2d, so the thickness
flected intensity before the critical angle is related to the size of thés found from the fringe period. This formalism has been
sample with respect to the variable beam footprint at small angle§xtended by Parrat to treat multiple interfaces and
of incidence. The simulation software takes this into account. multilayers®®
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— Figure 3b) shows a typical XRR curve for&@-C:H film.
] There is only one fringe period, i.e., there is a single layer.

The fringe period gives the film thickness directly. Very
good simulations of the measured curves were obtained for
these films, including a 1-2 nm layer of different density at
the film-substrate interfadg@ossibly composed of Si, C, and
O (Refs. 22 and 1) and sometimes a1 nm layer at the
surface.ta-C:H films from the more capacitively coupled
ECWR have a density of 2.3—2.4 g/énwhile the others
have densities in the range 2.1—2.23 gicifable |). A simi-
lar behavior was found fota-C:H:N films (Table ), Fig.
3(b). These films were 80—100-nm thick.

Similar results were obtained f@-C:H, with the main
difference of a clear double critical angle. We find a density
of 1.64—1.74 g/crifor the diamondlikea-C:H and 1.3 g/cr

T T v L)
Sputtered a-C
T

iamond Like a-C:H

Polymeric a-C:H

/

-
o
)
T

Intensity

Carbon

Silicon ] for the polymerica-C:H [Figs. 2 and 8)]. The simulation of
the latter film required two layers of 3.5 and 5.8 nm of lower
10* | Cluster-assembled a-C i density(0.85 and 0.87 g/cf at the Si/C and C/air interface.
3 N Thesea-C:H films were 160—240-nm thick.
200 400 600 800 The magnetron sputterestC film shows a clear double

critical angle, corresponding to a density of 1.7 gicFig. 2.
Figure 3a) shows three different fringe periods, correspond-
FIG. 2. X-ray specular reflectivity profile for sputteredC,  INg to 360 nm(total thicknespand 40 and 5 nnisurface
diamondlikea-C:H, polymerica-C:H and cluster-assembled fims. layers, with a density of the surface layers varying between

Their electron density is lower than the silicon substrate, so theyl.7 and 1.15g/cn?.

show a double critical angle, as indicated. A clear double critical angle is seen for the nanostructured

a-C films, Fig. 2. The density varies from 0.8 to 1.4 gfcm

accordingly with the cluster size during deposition. Films
Some films such aga-C:H have a density similar to or grown with smaller clusters have higher denéfty.

just less than Si2.33 g/cnd). Thus the observed critical ~ For ta-C films, there is a single critical angle from the

angle is the Si critical angle and not that of the film. The filmfilm, as its density is larger than the substrate. The error on

only perturbs the shape of the critical angle and the reflecdensity is less than for hydrogenated filif@ble ). Densi-

tivity curve must be simulated to extract the film density. Forties up to 3.26 g/cthwere obtained for an-88% sp® film

less dense films such as cluster-assembled carbon filmgrown on theS-bend FCVA.

a-C:H or a-C, a double critical angle is seen, allowing a =~ The reflectivity curves of some-C films grown on the

better determination of the density. If the film density is |eSSsing|e_bend FCVA show fringes with mu|t|p|e periodicities7

than the substrate, x rays first penetrate the film, when thg\dicating the presence of a significant layering, not just 1—2

incidence angle exceeds the film critical angle, and the renm at the surface or interfaé2If a film consists of a dense

erCtIVIty falls Sharply due to absorption in the film, until they bulk |ayer' with a less dense top and a bottom |ayer’ the

are totally externally reflected at the film-substrate interfacegritical angle(and thus the resulting densitjs that of the

When the incidence angle exceeds the larger substrate cCritiylk layer. Thus, in general, we obtain the critical angle and

cal angle, x rays penetrate the substrate and the reflectiviyensity of the densest layer, and not the average film density,

falls further, as in Fig. 2. which requires a fit of the multilayer structure.

In more detail, the penetration depth for incidence above

Incidence angle (arcseconds)

B. XRR results

— 10°

. A B taC-100V ,  the critical angle i§492°
10 sputtered a-C S bend FCVA 110
10°E ta-c:N 110° A
Ta-C -80V 3 D=-—, (14
10°k Single Bend FCVA 10 2mq
: 107
.*%‘ 10° : / 10' where
g 1025_ 100
‘ 2_ 2 [p2_ p2
10'F 107 \/(ac_ai)+ 05— 07)2+4 15
0 E 10>2 q_ 2 ’ ( )
10 F a-C:H Polymeric
T T 10°  andgis defined in Eq(8). From Egs(14), (15), and(8), the
01000 2000 3000 4000 5000 6000 1000 2000 3000 4000 5000 6000 penetration depth at the critical angl®,, as a function of
Incidence angle (arcseconds) carbon mass density and absorption coefficient, is
FIG. 3. Representative x-ray reflectivity profiles from various
fims: a-C, a-C:H, ta-C:H, ta-C:H:N, ta-C, andta-C:N. (A) D.= 1 [N (16)
Layered films;(B) uniform films. ¢ T
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10—

A B ] 5
10°F ta-C -200V 310 ol . ]
Single bend FCVA . ] E ~4nm ta-C:H 3
10° ta-C 9 jlem 110 F ECWR
. ,é_c +10V PLD Simutation 3 10°
. 10 Single bend FCVA 410° s
B 0k 10°F
] 1 4n2
)= 10 F
T 10°F > 10°F
E 1 ‘@
10"k / 0 g 40
E ta-C +10V ta-C 9 Jiem’ . =
10° | Simutation PLD 10 ,
10

1 ! L N ! { ; ~3nm ta-C
2000 4000 2000 4000 10" | S-bend FCVA
Incidence angle (arcseconds)

FIG. 4. X-ray reflectivity profiles from heavily layered FCVA 10°F
and PLDta-C films. (A) also compares the simulated XRR curve S . L l
of a single-benda-C grown at+10 V with the measured oné€B) 10 0 1000 2000 3000 4000 5000 6000 7000 8000
compares the measured and simulated curve for a ®-0. The Incidence angle (arcseconds)
structure resulting from the simulations is reported in Table I.

FIG. 5. X-ray reflectivity profiles from ultrathirta-C and
S0 Dc~385[p(g/crrf5)]‘o'5nm for carbon ai =1.3926 A 47 ta-C:H films, the nominal thickness is also indicated. The structure

At 6. x rays start to penetrate and the rapid fall in inten-esulting from simulations is reported in Table II.

sity defines the critical angl® . is smaller for larger densi-

ties. For a density~3 g/cn? D, is ~200—-250 nm. If the films grown at higher energies, as the density is not constant
surface layer is thicker thaB., we would directly see, in in each layer. The total film thickness of these films is 50—-70
the specular scan, the critical angle corresponding to the demm. XRR alone cannot fully describe such complex films.
sity of the firstD, nanometers of this surface layer. In our Combining XRR and cross-sectional HRTEM could give a
case, the surface layer is usually less than 10 nm and so tietter starting point for fitting reflectivity curves, leading to a
X rays penetrate without giving a “surface” critical angle. better determination of the density of the single layers. An
We thus directly see the density of the bulk layef its  estimate of the average film density can be obtained from
upper part, limited by the penetration depth at this dehsity EELS (see Sec. Il E The different cross-sectional structure

If the surface region has a density gradient, or if the distinc-of this first series ofta-C films was confirmed by Siegal
tion between the bulk and the surface layer is not sharp, thet al?° through HRTEM. Single-bend FCVA films at80 V
critical angle may be less well defined and may refer to arhave always been considered ideal films, having the highest
average density of a surface region whose thickness is delensity andsp® content'® These results would also suggest
fined by the penetration depth. Thus, for layered films, theéhat they are also the most uniform, with the thickest bulk
reflectivity curve must be simulated to get densities of thdayer and thinnest interfaces. We found similar layered struc-
other layers and thus the average density. Note that our defiures for PLDta-C films; see Fig. @). Layering in
nition of D, gives values~5 times bigger thaD. derived PLD ta-C was found also by Siegait al?® They also re-

by Siegalet al,?® but in agreement with critical angles ob- ported the presence of a Bragg scattering peak attributed to
tained from simulations of structures composed of high- andjuasiperiodical nanometer-sized regions of localized strain
low-density layers of various thicknesses. This differencefields. However, we never detected such a peak in our films,
stems from a different definition of the characteristic penetrairrespective of the deposition system.

tion depth at the critical angle, given the large gradienDof In contrast, films grown on th8-bend FCVA show much
aroundé,. However, Eq.(16) accounts better for the mea- higher uniformity and only weak dependence of density and
sured critical angles. layering on the substrate bi@fable ). Surface layers never

Figure 3a) shows the reflectivity curve of a single-bend exceed 1-2 nm. The thickest one, 2 nm, is on a film grown at
FCVA film grown at—80 V bias. We can see a short period —300 V bias. The largest bulk density is 3.26 gfcrorre-
due to the overall film thickness and a long period due to @ponding to~88% sp’> content. The high uniformity in
less dense 7 nm surface layer. Other films have more conthese films was confirmed by Brillouin scattering, as an op-
plex curves; see Fig. 4. The number of layers and their dertimum fit of the experimental data was obtained with a single
sity, thickness, and roughness all vary, and the density of thiyer film3° In contrast, Brillouin data of the-80 V single-
top and bottom layeréand possibly of bulkis probably not bend FCVA film could not be fitted by one lay&.

constant(e.g., the interfaces are not sharpvhile the sp® The top surface rms roughness is 5-8 A for all films
content does not vary so much with bigable ). Simula-  (Table ). The roughness of the nanostructured carbon film is
tion of such structures is difficult. too large[>10 nm(Ref. 44] to be properly determined.

Figure 4a) shows a simulation in which a three-layer  Figure 5 shows XRR data on ultrathia-C andta-C:H
model gives a reasonable account of the measured reflectifitms, indicating the ease of XRR to measure films in the
ity of the ta-C film grown at +10 V. The sharp uniform nanometer range. In particular, the structure of the thinnest
layer approach failed for the first series of single-bend FCVAta-C film, deposited at the floating potential, consisted of
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TABLE II. Density, cross-sectional structure, and roughness from XRR for a serims O©ffilms grown with a single-bend FCVA for
increasing deposition times and for two series of ultratahC andta-C:H films grown with theS-bend FCVA and the ECWR sources. The
density column gives the density of the thickest layer. Details on the interface and surface layer densities and thickness are reported in the
third column.

Increasing
deposition time(s) Density (cm®) Thickness(nm) and layering Roughnegst1 A)
ta-C single bend
FCVA —80 V
20 3.20£0.02 2.3(interface, 2.75 g/c+12.7(bulk) 45
30 3.20£0.02 1.4(interface, 2.35 g/ci+25.2(bulk) 5
45 3.20-0.02 2(interface, 2.7 g/ch +44 (bulk) 5.5
60 3.20+0.02 3.1(interface, 2.6 g/ch+57.8(bulk) 9.5
90 3.20-0.02 2.2(interface, 2.9 g/cih +71.5(bulk) 10

Ultrathin S-bend FCVA,
floating pot., defocused beam

25 3.05-3.10 0.5-0.8 (interface, 2—2.2 glgm3—3.5 <10
+0.5—0.8 (surf. 2—2.5g/cth, Fig. 5

50 3-3.2 0.5-1.5 (interface, 2—2.2 g/éw 4.5+ 0.5 (surf.) 8

75 3-3.2 1.5 (interface, 2.5 g/ént 4.8 4

+1.7-1.8 (surf. 2.2—2.4 g/ctn
Ultrathin ta-C:H ECWR
7 2.1 2-3(interface, 2—2.1 g/én+2.3-3.2 5
+2 (surf. 1.5 g/cr), Fig. 5

3-3.5 nm of 3.05-3.1 g/cirdensity with a 0.5-0.8-nm sur- energy. However, this mechanism cannot explain why the
face layer of 2-2.5 g/cindensity and a 0.5—1-nm interface layers are well over 1 nm thick, which is the range of C ions
layer (Table ). at the usual 10-400 eV deposition energie$he range is
clearly even smaller for C atoms backscattered at the Si sub-
C. XRR discussion strate. This cannot also explain layers in sputteee@,

. . . rown at very low deposition energy. Siegalal?° also pro-
These results show how XRR gives considerable mformag y b 9y o b

tion on density, roughness, thickness, and layering in a fasE%osed that the less dense surface layer should originate to
and nondestructive way. TteeC:H films consist mainly of a counteract the stress energy resulting from the growth pro-

bulk layer, sometimes with very thin Si/C and Clair inter- “©55- Hol;/:/evetr, our Iagf{gdGasd L,J[E'fom;lc f!ImstEatve
faces. The cross-sectional structure varies weakly with jofyomparable Slresses a, thus showing that no

energy. Zhanget al?’ reported an increase of surface andstress-releasing-induced Iayering is presgnt. Note also that
interface roughnesérom 0.5 to 1.5 nmand interface layer the struc.ture of the u_Itrath||$-bendtajC films resembles
thickness(from 3 to 5 nm for a-C:H deposited with increas- that of thickerS-bend films, with a scaling of the bulk layer,
ing ion energy. In contrast, we found a difference in thebut not of the surface and interface orfgwese are-1 nm in
cross-sectional nanostructure of tteeC series grown with  both thick and thin films
single-bend and double-bend FCVA. Furthermore, a signifi- A hint of the origin of the layering comes by considering
cant surface layer is found in sputteraeC grown at much the plasma in a FCVA or an ECWR. An ECWR plasma can
lower ion energy thana-C. Although ~1 nm thick layers run with extreme stability for hours. A FCVA plasma is
are predicted by subplantatiGh®? it is not possible to ex- much less stable. The plasma lasts for 3—4 min and the cath-
plain within this theory the development of such complicatedode spot moves during the deposition, sometimes requiring
structures as those shown in Fig. 4. Siegahl>® proposed  repositioning in the center and restriking the plasth&his
heavy layering as an intrinsic propertyta-C. However, we causes plasma fluctuations. We first checked the possible in-
find that layering is just a by-product of plasma fluctuationsfluence of triggering of the arc duringa-C deposition, by
during deposition and can thus be completely eliminated. producing a film in a single strike or in more than one strike.
Indeed, our data clearly show that it is possible to growAs reported beforé! the structure is unchanged, suggesting
very uniformta-C and that heavy layering is not necessarythat triggering itself has negligible effect on the growth pro-
but depends on deposition conditions. TBebend and cess. However, plasma instabilities and transients in ion en-
single-bend FCVA work on the same principle. TRébend  ergy and current density during the deposition could be re-
FCVA provides better filtering of the macroparticfés®  sponsible for the layering. We thus produced a series of films
There is no fundamental physical reason why one machinwith increasing deposition times, from 20 to 90 s-&80 V,
should produce uniform films and the other more layeredising the single-bend FCVA. A new cathode was used and
ones. Siegakt al?° proposed that the formation of the bulk extreme care was taken to position the striker during the
denser layer is due to backscattering of C atoms from the Sieposition. As shown in Table Il, no surface layer was de-
substrate, predicting a scaling of the interface layer with iortected and only a-2 nm interface layer was produced. The
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rms roughness increased with thickness, reaching a maxi- k;
mum of ~1 nm. We then grew another film at250 V; we
still found a 4 nm-thick top layer, but layering was much less

IE

than in films previously grown at a similar bias. Furthermore, 7 Objective
Davis, Knowles, and Amaratuntfaanalyzed samples pre- y / Aperture

pared at—300 V with our single-bend FCVA by cross- ~
sectional EELS and very uniform films were obtain@dth
5-nm interface and 1-nm surface layersicKenzieet al>*
also reported layering in their FCV#a-C films, which they
attributed to plasma instabilities. Sample

Further work has to be devoted to deeper investigate the
relation between layering and plasma instabilities, and a
feedback system should be required to minimize them. Here Collector
we just stress that heavy Iayermg is no.t an intrinsic property B ke Aperture
of ta-C and that extremely uniforrra-C films can be grown
at various bias voltages. There is no physical mechanism that . .

. FIG. 6. Scattering geometry in electron energy-loss spectros-

can explain less dense layers of the order 10 nm at surface or & andk. indi h  the incid p q
interface if the ion energy and current densities are kept conzoPY-Ki anaxy in icate the momentum of the incldent and scattere
in Back . f Sj Id D v in th electrons;y is the angle between the locabxis (Z) and the inci-
zz?tl Zaﬁmscatte”ng rom Si could contribute only In the o, beamy and B are the convergence and collection semiangles.

It is clear that a similar overall density arsp® content
but different cross-sectional nanostructure could give differ- .

. . : ; . do(a,B,v;E) . R

ent tribological, mechanical, electrical, and electronic behav- =[X(a,B,v;E)e5+Y(a,B,v;E)eb]ma?,
ior. This could explain the often contradictory behavior re-
ported in literature. It is also clear that care should be taken (18)
whenever surface sensitive methods are compared to bulkhere « and 8 are the convergence and collection semi-

methods. angles as defined in Fig. 6 by the objective and collector
aperturesy is the angle between the locabxis (e.g., ther
D. EELS effect of anisotropy of thesp? bond orbital at asp? site) and the incident beant is the energy
on the sp® quantification in carbons lost. &5 and sg are the components of the imaginary dielec-

tric function perpendicular and parallel to the anisotropy

The sp? ratio is deduced from the electron energy—lossaxis_ The weighting factors of the two componentsand,

. . : . .
spectra by using the integrated intensity of " carbon ¢ the projection of the momentum transfer along the prin-

preX edge, normalized to an energy window, and referred Q5| axis of the uniaxial crystak andY can be factored in
an equivalent ratio for graphite, assumed to have 18¢#6 terms of the tilt angley as®<®

bonding?
X(a,B,7;E)=&o+ £ COS y+ &8I , (19
ared*) .
aredm* +o%)| Y(a,B,y;E)=£; S y+ £, 008 , (20)
sp’= ared =) . (17 whereg=¢(a,B,E) are aperture-dependent factors.
Fed T 1 o*) The first peak of theK edge is the & to #* transition
ared™ +07) 100%sp? reference with momentum transfeAq parallel to thez axis, and the

next broad structure is related te 1o o* transitions with

Core-loss spectra in a STEM are taken from very Iocalizequl z, which superimpose on an atomic, hence isotropic,

regions. A highly convergent beam is used for a focuseqqnization absorption edge. The quantity needed forie
probe and a large angular aperture is used to collect thﬁeak area is the parallel weighting fraction
maximum EELS signal. Thus the detected signal includes a

range of momentum transfers at various orientations. Y'=Y/(X+Y). (21

The effect of the convergent probe used in the STEM on_ | L ) . oL
the effective cross section of the inelastic excitation has beefNiS guantity is proportional to the probability of excitation

studied for isotropic materigis®®and quantified for uniaxial Parallel to thez axis of asp’ bond, after spectrum normal-
anisotropy by Browning, Yuan, and Browrand Menon and  1Zation. Su_bstltutlng Eq21) in Eq. (18 and normahzmg_to
yuan3® For core-loss excitation we can assume-1 and the isotropic gngula_r detection factoe= X+Y, we can write
e£,<1, wheree, ande, are the real and imaginary parts of the detected intensity(E) as

the complex dielectric function. Thus Im(1£)~eg,, so the . , . T i I
response of the material under a time-varying electric field is H(a,f, v B)<[1=Y (.8, 7:B) Je5 +Y (@, B, v:E) 25
given by e,. The imaginary part of the dielectric function (22

can have different functional forms in different directions, Equation(22) shows that, as well as the obvious dependence
such as in the case of a carbon atom veifit hybridization,  of intensity on orientationy, | also depends on the conver-
with uniaxial anisotropy. The angle integrated energy-losggence and collection aperture angles. For example, in graph-
cross section is thén ite, with the beam parallel ta(y=0), the set0,7.2 mrad
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Incidence semi-angle [mrad] FIG. 8. K edge ofta-C at the magic collection angl€.5 mrad

and at lower(4.7 mrad and higher(13.5 mrad collection angles.
FIG. 7. (A) Calculated comparison of the variation of the o . . . ) o
weighting fractionY’ with collection semiangleg at incidence ~ Weighting fraction with collection semiangle at an incidence

semianglea= 7.4 mrad, for graphitéwith y=0° and 90y and an  Semiangle of 7.4 mrad, for graphiteriented parallel and
ideal isotropic 100%p? a-C. (B) Calculated variation of the perpendicular to the begnand for an ideal isotropic 100%
weighting fraction along the path of the magic angie., for a  sp? amorphous carbon with an isotropic distributionsyf
fixed a, the value ofg is fixed). bonds. Figure (& clearly shows that the magic angle is the
only situation in which the normalized area of thé peaks
and (7.4,2.6 mrad for («,8) correspond toY’'=0.897 and in the ideala-C and graphite correspond 1:1. Away from this
0.306, respectively, i.e., to a factor of 3 change in thecondition, the areas must be scaled by their respective
m* [ (7* + o*) ratio®® Menon and Yua? showed that there weighting fractions to be compared. Figuré)7shows the
is a choice of(«;8) called themagic anglefor which &; calculated variation of the weighting fraction along the path
=¢,, and thus, from Eqs(19) and (20), X andY become of the magic angldi.e., for eacha, the corresponding is
orientation independent. This means that at the magic anglealculated and fixed This shows that the calibration at each
we can spin a graphite crystal in the beam without anymagic angle is not equivalent, but the corrections become
change of the normalized area of thé peak®® significant(>5%) only for incidence angles over7.5 mrad.

In a truly amorphous material we expect a random orien- Berger, McKenzie, and Martinproposed to use as a
tation ofsp? sites, so that Eq22) must be averaged over all 100% sp? reference the graphite standards in the form of
orientations. However, this averaging does not eliminate theombined test specimen for electron microscopy averaged
(a,B) dependence of the™ /(#* +¢*) ratio, although we over a large area, where they are randomly distributed. Fig-
expect much less change due to the random orientation afre 7a) shows that this standard is only slightly different
sp? bonds. The contribution to the spectra from each bondrom the magic-angle case. Alexandretial®® proposed to
will be weighted according to its orientatiop In the cylin-  use Gg as a reference, which suffers from rapid beam dam-
drical coordinates defined by the beam, the aveMgi®r all  age under electron beam. It is clear that an alternative ap-
the y is proach is to eliminate the orientation dependence completely

o using a graphite sample and working at the magic angle. On
Y'=(3&+56) (ot &1 Ey). (23)  the other hand, working away from the magic angle gives big
o ) differences with respect to the optimal conditions, resulting
As §=¢&(a,B,E), itis clear that a residual dependence of i, incorrect estimates of thep? fraction. The error increases
Y’ on the convergence and collection angles exists even fdpr a less isotropic distribution of thep? sites. In fact, even
an isotropic distribution o§p? bonds. Thus the intensity of if the reference and the sample are measured in the same
theK edge for the sama-C sample depends, in principle, on conditions, thesp? values are correct only if they both have
the particular experimental conditions. the same medium-range order.

The extra dependence of E(@2) on (a,8) can be ex- Figure 8 shows a difference in the* intensity for ata-C
ploited to find a particulafa,) set for whichl becomes sample measured at the magic angle and at low collection
independent ofy.>® The magic(a,8) can be calculated for angle. This demonstrates how the anisotropic nature of the
each element. For our VG501 STEM, the convergence anglep® bond is detectable even in anC, which should have no
at the objective aperture of 7.4 mrad needs a collectiopreferentialsp? orientation, as predicted by Fig(&J.
magic angle of 7 mrad. The closest to this optimum with our The most important consequence of the anisotropy analy-
setup are(7.4, 6.5 mrad, respectively, corresponding to a sis is that it opens the way to quantify orientation and
5% variation in the parallel weighting factor overmd2 ro-  medium-range ordefwithin the probe size for the sp?
tation of y.% phase in carbon films and for anisotropic materials in gen-

Figure 7a) compares the calculated variation of the eral. Measurements can be taken at different collection
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100 eV, we expect the first significant contribution of multiple
90 - —O—\é\la;lidma"n scattering around 310—-315 eV. We thus suggest that the en-
8o S hond FOVA ergy window should not extend to higher than 310315 eV.
70 —¥—Chhowalla Choosing the interval 281-289 eV for the transition and
col j#’ T ontonaloestat 281-311 eV as normalizing window, the magic-angle graph-
S 5l Y —o— Single Bend FCVA ite standard is 0.102.
= [ The sp® contents measured at the magic angle are re-
o 40 - v ; ; 3 ;
@ ©/ ported in Table I. Figure 9 shows that thp® fraction slowly

o ¢ changes with ion energy for both the single-bend Srakend

20} FCVA. This differs from Falloret al° but agrees with the

10F smoother variation found by othets®* Thus thesp® frac-

o ' ' ' v — tion depends not only on ion energy, but also on other fac-

0 100200 300 400 500 tors, such as deposition rate.
Negative substrate bias (V)

FIG. 9. sp® fraction as a function of negative bias voltage for E. EELS plasmon energy

ta-C films grown by our single-bend ar&tbend FCVA's. Data on
single-bend FCVA from Waidmanet al. (®) (Ref. 73, Fallon
et al. (O) (Ref. 10, Chhowalla(Ref. 63 (V, V; different coil
currenj, Chhowalla stationary ar¢Ref. 63 (), and this work
(©). Data onS-bend FCVA from this work(A).

The low-energy-loss spectrum in EELS is proportional to
the energy-loss function, Im(1/e); ¢ is the complex dielec-
tric function. In the free-electron limitg is given by the
Drude modef'®
angles and ther’-vs-B line can be experimentally deter- _ Ef)
mined. This line depends on the averagef the sp? phase s(B)=1- EZ+iET (24
within the probe size and thus will allow a direct measure-
ment of the average orientation of tilsg’ phase.K-edge so
measurements on fullerenes, nanotubes, and onions, with
much more medium-range order thasC will give lines in
the (Y',B) space limited by the lines of graphite at=0° Im
and y=90°. For those material§«,8) for the best TEM
pictures are usually not the magic-angte8) necessary for
EELS. As an example, Fig. 8 also plots tdeedge at 13.5
mrad, showing a slightly higher’ with respect to the magic
angle. This, according to Fig.(@, is an indication that the
sp? phase even in as-depositéd-C, where limitedsp? E —
clustering is present, cannot be completely randomly distrib- P
uted, but shows a slight average preferential orientatiofa of
bonds parallel to the substrate. A similar result was derivedvheren, is the valence electron density, is the vacuum
on another sample with on-axis and off-axis measurenténts.dielectric function, andm* is the electron “effective
We also applied this technique to study samples deposited &ass,'m being the free-electron mass.
high temperature and annealed after deposition. We found Our procedure is to measure the plasmon energy at the
that high-temperature deposition leads to increasimg  magic angle for thek edge. We will assess elsewhere the
cluster size with the average C axis parallel to the Si subpossible anisotropy effects on plasmon enéfyy.
strate. On the other hand, samples annealed after deposition In general, increasing the collection semiangle induces a
show a preferential orientation with the C axis perpendiculashift in the plasmon energy, which increases slightly with the
to the Si substrat®’ The anisotropy analysis of carbon scattering vectoq.®® However, theq dispersion in a STEM
samples will be discussed in detail elsewh&re. for our experimental setup is expected to be small, due to the

It is now clear what the difference is between our magic-double integration between 0 andand between 0 and; see
angle approach, giving-85%sp° for a typicalta-C sample,  Fig. 6. In fact, the upwards shift can be ignored o« 623
and that of Koskinen, Hirvonen, and Kerarfényhich gives = (E/2E;)°5, whereE, is the incidence electron energy and
a lower 66%sp® content. Theirsp® fraction is lower due to 6 is the characteristic angfé.(E/2E,)%®is ~12 mrad for
a scattering geometry far from the magic-angle condition100 kV electrons and a typical 30 eV energy lost. We veri-
They maximize the parallel momentum transfer for the ref-fied this by collecting low-loss spectra for a range of collec-
erence sample, thus underestimating $ipé fraction. tion angles for da-C and am-C sample. We detected only

We finally consider the integration intervals fap?  a very small up-shift at the magic angle of 7 mrad, within the
evaluation. Berger, McKenzie, and Martishowed that the experimental erroré<0.5 e\). Thus, since we are discussing
sp? fraction reached a stable value for an energy windowa much larger density-change-driven plasmon shift on a rela-
greater than~50 eV. On the other hand, Fall(fshowed tive coarse scale, we can neglect the plasmon energy shift
that with multiple scattering removal, thep® content was due to the experimental setup.
stable after~10 eV. Menon and Yuah noted that the inten- The mass density is derived from the valence electron
sity at 311 eV does not change with convergence and colledensityn, by assuming that carbon contributes four valence
tion angles. Moreover, for a typical plasmon energy of 30electrons, nitrogen five, and hydrogen one, to obtain

1 ESET
)= Eo

e(E))  (E?—E5)2+(El)?’

wherel is the full width at half maximum(FHWM) of the
loss peak and, is the plasmon energy:

n e2 1/2
° ) , (26)

Som*
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3Xc+4Xy+ 1
11X+ 13X+ 1

. PNA< , @27

Ng= MC

m*/m =0.87
with Xy=1—Xc— Xy . Thus, the mass density is given by

£2 IXc+13,+1
P 3Xct+AXyt+1

0.9 —
(28) i

0.8 -

0.7 +

D(g/em®)

Equations(11) and (28) for the mass density in XRR and
EELS have a similar form. In Eq11) the unknown param-
eters are the critical angle., the carbon fractiorX, and
the nitrogen fractiorXy. In Eq. (28) the unknowns are plas- oal
mon energyEp, the carbon fractioX, the nitrogen frac- r 2 . . . . . . : :
tion Xy, and the effective electron mass‘. 4Xy in Egs. 03 1.0 12 14
(27) and (28) arises from the assumption of five valence P (glcm’)

electrons given by N. However, other groups propose to use

Diamond
ta-C single bend FCVA | ]
ta-C Sbend FCVA
ta-C:H ECWR
a-C:H DLC PECVD
cluster assembled a-C ||

06

05

coepdade

three valence electrofi8 giving 2X, instead of &y, in Eq.
(28).

The approximations in Eq28) are worse than those in
Eq. (11). The weaker point of Eq(28) is the unknown ef-

FIG. 10. Plot of D=pyrr(3Xc+1)(11Xc+1)"! against P
= Mcso(12ﬁ2NA)’1E§,. D andP are the reduced densities of car-
bon films from XRR and EELS, respectively. The linear fit gives an
average interband effective electron mass=0.87m.

fective massn*, which arises from assuming a free-electron
metal. Som* has to include the effects of the neglected banda-C we find E,~30eV, Eg~11eV, andEp,~27.8eV,

gap (see later. Some groups empirically proposed torfit
so that the density of diamor(®.515 g/cri) corresponds to
the observed plasmon energy, 33.8 ¥ This givesm*

while E1,,c~2.4 eV. Since we take directly into account the
interband transitions ifEg, the mass density has to be de-
rived using Eq(28) with minstead ofm* andEp, instead of

~0.85m. Other groups suggested to usé=m and thus got  E. In fact, for diamond and a typicaa-C, E3, is ~15%

~15% higher densities for the same plasmon enerfiés. less tharE2. It is now clear why in the approach of E¢84)

Furthermore, Eq(11) has a weaker dependence on H contentand (25) one has to assume an effective electron nmma$s

than Eq.(24), so the XRR density is less affected by any ~0.85m, while m=m* can only be used iEp, is known.

error in the H content. Thus, we formally definan*, the interband effective elec-
Let us consider approximations in E&4) in more detail.  tron mass by the relation

First, Eq.(25) reaches a maximum at

2
Ema~[Ep— (T12)7)12 (29 m _Eeo 33
7. (33)

m  Ep

Some groups USE, . instead ofEp. This results in a sys-
tematic 5-10% underestimation of the mass density, for
typical values ofEp andT'. How do we use this for amorphous carbons, whEge

The major approximation is that diamond and amorphousindEp, are not knowra priori? In principle they could be
carbons are semiconductors with a band gap while Eq.  derived by fitting Eqs(25) and (31) to the same measured
(24) implicitly assumes them as metals. The binding energym[—&(E) !]. However, an EELS measurement does not
associated withE introduces a restoring force that changesgive the absolute Ifr-¢(E) %], butB Im[—&(E) '], whereB
the dielectric function as given by the Drude-Lorentzdepends on the precise experimental conditions, such as col-
model}?! lection angle, beam energy, and specimen thickness, and
cannota priori be accounted for in a precise wésee Ap-
pendiX. Thus, withB unknown, the two fits adjust to satisfy
Eq. (32), without giving physically significanEpy andEg .

The concept of an interband effective mass is thus practi-
cally very useful when we want to get the density from

2
EPO

e(E)=1+ (Eé_E—z_iEr),

(30

whereEp, is thefree-electron plasmon energyhus the loss

function is EELS. As XRR gives the total electron density and EELS the
’ valence electron density, we can directly fit an average

Im( 1 ): EpoEl (31) m* from our measured data dd free amorphous carbons.

e(E)] (E4+E5,—E?)?2+(ElN? Figure 10 plots the reduced densities from XRR

and EELS, D=pyrr(3Xc+1)(11Xc+1)" 1 against P
=Mceo(12:°N,) "1EZ. If a unique m* exists, thenD
=(m*/m)P. We can fit data in Fig. 10 with a straight line of
slope 0.87. This shows that the density can be derived from
the plasmon energy for amorphous carbon films if we use
Here, E; is the Penn gap which is the average bonding- m* =0.87m. Indeedm* =0.87m givesEp~33.4 eV for dia-
antibonding splittingnot the minimum gap” % Eg is 13.8  mond, within the experimental error of the measured value.
eV for diamond, compared to 5.5 eV for the minimum gap,Figure 10 would suggest a commant holds for all amor-
and is quite large compared Bpo=31eV .58 For a typical  phous carbons and diamond. From E@®) and(33) we get

Comparing Egs(25) and(31) we see thaEp, is lower than
the observed plasmon energy,

E2=E2,+E2. (32)
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Epp |mM Ep m ¥ ta-Csingle bend FCVA ]
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Thus, a constanin* implies that the gafEg is a constant 30| 2 R 3 .
fraction of the plasmon energy. This is reasonable and im- _ 2® o ryete ]
plies that a decrease of the plasmon energy is reflected in a”g 201 ]
decrease in the Penn gap, or, in other words, the gap de- @zz: i
creases with decreasirgp® content. 2.k ]
There is an important corollary to the constamit. From 5 1ol . h
Eq. (30), with £,(0)~0 for a-C films, the dielectric constant e 16 L %;,\ v ]
and refractive index at zero energy are given by 14l N ]
12f - -
%0 E% 1.0 [ 1 1 n 1 n 1 n 1 n 1 n 1 n 1 n 1 1 1 2 1 ]
[n(O)]Z:gl(O):1+ — == (35 0 10 20 30 40 SO 60 70 80 90 100

EG EG $p3

or FIG. 11. Correlation of the density argp® fraction for ta-C

mr\ -1 andta-C:H films, showing a near-linear dependence for the two
[n(0)]?=¢,(0)= ( 1— _) (36) classes of films. We plot also the density of the polymer€:H

m and of a series 0&-C:H with increasing H conterfiafter Kleber
et al. (Ref. 72]. The dashed line indicates the trend of decreasing

. . oo
Thus, a constanh* =0.87m implies that the refractive index %ef\nsity with increasing p* and H content foa-C:H.

of amorphous carbons converges to the same value of 2.77
E=0. This is indeed observed. For example Lifshitzal *°

and Chen and Zhdbfound thatn for a—_C of differentsp’ gave densities as low as 1.2 gftrirom the measurexi(0)

content converges to(_0)~2.4—2.8, W|thn(0)=2:41 fpr we can estimate the minimum* for polymerica-C:H to be

diamond. If the material becomes more graphik¢Q) is —~0.7 m.

nonzero and sa(0) will increase 1o give t_he sanf;{O). On the other hand, Fig. 10 shows that the fitte®l repro-
We can rearrange Eq.36) to give m*/m=1 " 4ces well the densities af-C:H and of the graphitic

—[n(0)]"*, so from Eq.(35) a-C:H. This again implies that the corrections ort will

Indeed, ina-C:H Ep is never lower than 22-23 eV, but XRR

RE become important only for high-H-content polymeaiC:H.
B We now consider the relationship between density and
Epo=|1 z| Ep (37 . : .
[n(0)] sp® fraction. Figure 11 shows the correlationsy® content

to density forta-C andta-C:H films using our data, those of
Weiler et al*® and Fallonet al,* scaled with our fittedn* .

e H content ofta-C:H is almost constant-25-30 at. %.
Note that there is no commasp® density relationship for
ta-C andta-C:H differently from that proposed by Weiler
et al*® ta-C:H densities reported by Weilast al. are 15%
DBverestimated due to the use wi=m*.*° Our data from
XRR on similarta-C:H films indicate a maximum density of
2.35 g/cmi, comparable with the-2.4 g/cn? obtained scal-
ing the original data of Weileet al*°

A linear fit of the H-free data gives

Thus, the zero-frequency refractive inde¢0) can be used
as an experimental correction factor to the measured plasm
energy Ep, obtaining a more accurate density evaluation
than using the fitted average™. In summary, the use of an
interband effective mass* in Eq.(26) corrects for the pres-
ence of a covalent band gap on the loss function. Thi
method includes ifE¢ also the effect of any correction fac-
tor used to allow for the effect of a finite Fermi energy in Eq.
(35)_67,68

Althoughn(0)~2.7 holds reasonably well for hydrogen-
free carbon,n(0) falls to much lower values in polymeric
a-C:H>2"! Typical values for aa-C:H with H>30% are p (g/cn?)=1.92+1.37sp? fraction). (38)
£(0)~3-4 andn(0)~1.8—2.2. This means that* for
thesea-C:H films is less than 0.87. Nevertheless, the densityEquation(38) gives a density of-3.3 g/cnt for 100%sp®
can be evaluated from ER8) using the free-electron mass content, lower than diamond, but consistent with a random
andEp, derived from Eq(37) using the experimental value distribution of sp® sites. The increase of density asg®
of n(0). Tounderstand this, we have to consider the influ-fraction for a fixed H content is the main difference between
ence of H introduction on the Penn gap and electron densityta-C:H anda-C:H, where the increase #p® fraction is ob-
Introducing H intoa-C:H lowers the density anBipy, but  tained through an increase in H content and thus a decrease
raises the minimum optical gafbecause it removes the in the densityta-C:H with higher H content results in lines
m-7* transitiony. Moreover, C-Ho-o™ transitions lie at parallel to that in Fig. 11. On the other hand, a series of
similar energies to C-Gr-o™* transitions, so the Penn gap a-C:H films with increasing H content will result in a line
does not decrease with H introduction and is no longer avith an opposite slope with respect ta-C or ta-C:H, as
constant fraction oEpy. IndeedEg/Epq increases with H, schematically shown by the dashed line in Fig. 11.
thusn(0) declines andn* will decrease ire-C:H. Thus, the Forta-C:H:N andta-C:N samples a good agreement with
fall in density of a-C:H with increasing H content is not XRR was obtained using the fitted* and five valence elec-
reflected in a proportional decreasekf. Plasmon energies trons, confirming in this case the factoXd in Eq. (28).
will overestimate the density using the average*. However, a systematic study on samples with different N
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content, N hybridization and Gp® content is necessary to direct determination o g from the low-loss spectrum. Nev-
confirm this. In fact, for SN, the density could be derived ertheless, it is convenient to expresg as a function of
from plasmon energy assuming totally free electrons andnhtegral quantities, which could be less sensitive to extrapo-
three valence electrons for . lations or measurement errors thai®) andn(0). We thus
consider thgth moment of the imaginary part of the dielec-
IV. CONCLUSIONS tric function, e,(E): "

A wide variety of amorphous carbon films have been ana- o0
lyzed via XRR and EELS. XRR is shown to be the method Mi(82):f
of choice to measure their density and cross-sectional struc-

ture even for ultrathin films in the nanometer range. We gavé-rom the KK relationships and the sum rules of the dielectric
a formal definition of the interband effective electron massfunction we havé*

m*. Comparing XRR and EELS data we could fit a common

averagem* for all amorphous carbon films and diamond, E2— Ma(e2) (A2)
validating the jellium approach to the density from plasmon C M_y(ep)’

energy. We have thus shown the consistent general relatiog\;ith

ship betweersp® and mass density fda-C andta-C:H.

e,(E)EIdE. (A1)
0

The cross-sectional structure of hydrogenated films is 7EZ,
found to be quite uniform, with less than 1-2 nm interface Mi(eo)=M4[Im(—1/e)]= 5 (A3)
and surface layerg¢a-C can possess a heavy layering de-
pending on the deposition conditions. However, layering isfrom Eqgs.(33) and(34) m* is thus given by
not intrinsic, but it is due to plasma instabilities in the arc,
and uniform films can be grown. O&-bend FCVA is found m* 2M _(g5)] 7t
to give the most unifornta-C films. Plasmon energy is con- m 1 T (A4)

venient to get the average density of heavily layered films ) )
when fitting of XRR data is difficult. We have refined the Alternatively, from Im¢-1/e) and the KK relations,we get
method for calculating thep? content from the EELS car-

2
bon K edge, in order to make it independent of anisotropy Efr:l— EM,l Im(_—lﬂ (A5)
effects. Ep T €
which gives
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