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Surface potential at surface-interface junctions in SrTiG; bicrystals
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An analytical approach to the quantification of electrostatic force microscopy and scanning surface potential
microscopy images of systems with electric potential inhomogeneity has been developed in order to determine
the interface potential in a donor-dop&& SrTiO, grain boundary. The voltage dependencies of the electro-
static force gradient and surface potential verify the solutions. The distance dependencies of force gradient and
surface potential were used to quantify the potential at the grain boundary-surface junction and the depletion
width. Both measurements yield the same properties despite the difference in imaging mechanisms. The
interface potential is shown to result from local charge rather than from a local variation in dielectric constant.
The amount of charge implied by an interface potential of 30 mV would render detection of associated defects
impossible, but these results represent a lower limit in intrinsic bulk grain boundary potential.

[. INTRODUCTION (Refs. 25 and 26and scanning surface potential microscopy
(SSPM.2"%|n order to address the issue of intrinsic poten-
Perovskite-based oxide materials are widely used fotial at oxide grain boundaries, quantitative analysis of image
many commercial applications in conjunction with contrast of a spatially inhomogeneous surface is necessary.
semiconducting, ferroelectric>® superconducting, and The interpretation of SSPM images on electricaifif and
magnetoresistiveproperties. The macroscopic properties of topographicallj* inhomogeneous surfaces has been treated
perovskite ceramics are largely determined by the micronumerically. However, in the case of semiconductor and di-
structure, particularly by grain boundary structure and topolelectric surfaces the electrostatic properties of a surface are
ogy. Very often grain boundaries give rise to useful propernot characterized solely by intrinsic potential and topogra-
ties, such as low-field magnetoresistaficepositive  phy. SSPM images of these surfaces should be interpreted in
temperature coefficient of resistivitPTCR,”® and varistor  terms of effectivesurface potential that includes capacitive
behavior’ The perovskite SrTiQis a prototype of oxides in interactionsper se along with contributions from surface
which the presence of interface charge due to intrinsic graimnd volume bound charges, double layers, and remnant
boundary states, or impurity and/or vacancy segregation repolarization>2~3*For semiconductor surfaces without Fermi-
sults in the formation of Schottky barriers similar to those inlevel pinning, tip-bias induced band bendifigan lead to a
semiconductors? Consequent nonlinear transport propertiesnonlinear surface potential dependence on volfaderther
constitute the basis for numerous applications, e.g., varistorsomplicating quantification of experimental results. Despite
and boundary layer capacitdrs'? In ferroelectric perovs- these difficulties, both EFM and SSPM have been applied to
kites such as $Ba,_,TiO5 polarization induced compensa- semiconductor® organic®® and ferroelectrit®*! surfaces, as
tion of charged grain boundaries and the associated reductiomell as to defect§?** and photoinducéd*® and thermal
of the Schottky barrier below the Curie temperature givephenomen®“’in these materials. A number of SSPM stud-
rise to PTCR behavior® ies on grain boundary related phenomena have also been
The properties of grain boundaries in titanate-based oxideeported*®*° While these studies have convincingly demon-
ceramics have been extensively studied by macroscopic tecktrated the ability of these techniques to image local potential
nigues, such as transport measurements, capacitance, and wariation due to point and extendégfain boundarydefects,
pedance spectroscopy, éfcThese techniques address aver-little or no quantitative information regarding properties was
age properties of grain boundaries and little or noextracted.
information is obtained about the microscopic structure or The primary limitation of these techniques is that for the
details of mesoscopic potential and charge distribution in thegeneral case the relationship between measured force gradi-
vicinity of grain boundaries. The local properties of grain ent or potential and local properties is influenced by tip ge-
boundaries in SrTiQon the atomic level have recently been ometry, the type of the feedback system, lateral surface in-
studied by high resolution transmission electron microscopyhomogeneity, and surface adsorbates. Obviously, these
electron-energy-loss spectroscopy, and electroreffects are more pronounced for systems with highly local-
holography'®~'8and are the subject of intensive theoreticalized lateral variations, e.g., surface, point, and line charges
studiest®?® Nevertheless, controversy exists regarding thesuch as charged grain boundaries. Moreover, analytical solu-
origin of potential at SrTiQ@ grain boundarie'~2*A direct  tions for the electrostatic problem of a biased tip interacting
measure of the local properties of boundaries with well-with charges in an arbitrary configuratiée.g., grain bound-
defined atomic structures would provide considerable insighary or charged dislocation lineare extremely complicated,
into this problem. Spatially resolved electrostatic propertiesendering quantification of EFM and especially SSPM data
of surfaces can be obtained by variants of proximal probevirtually impossible.
microscopy such as electrostatic force microscopfM) The present paper presents an approach to quantifying

0163-1829/2000/625)/1041912)/$15.00 PRB 62 10419 ©2000 The American Physical Society



10420 SERGEI V. KALININ AND DAWN A. BONNELL PRB 62

inhomogeneous charge distributions from EFM and SSPMwhereC(z) is the tip-surface capacitance that depends on tip
Using the method of image charges the surface potential digeometry, surface topography and tip-surface separatién
tribution in the vicinity of a charged plane with adjacent lock-in technique is used to extract the first harmonic of the
depletion layers intersecting a surface is determined. A lindorce

charge model is used to represent the tip, which treatment

incorporates all of the geometric complexity of the problem. Foa 7) dC(2)
From this basis the height dependencies of the force gradient lo 9z
and potential are calculated. While both EFM and SSPM

arise from electrostatic interactions, the detection mechanistyPich is nullified by adjusting the constant component of the

is fundamentally different; the former is based on the forceiP Pias,Vqc. Equation(3) implies that this condition is met
is equal to surface potential and thus, mapping the

gradient induced shift of resonant frequency of mechanicaII))NhFj‘”Vdc 1 > !
driven cantilever, while the latter employs a nulling schemenUlling potentialVy. yields a surface potential map.

to the first harmonic of electrostatic force. The analysis of _Quantification of surface properties from the EFM and
imaging mechanism in the two cases and comparison to ex2>FM data requires the solution of several independent
periment provide a self-consistent result and confirmation oProblems, solved here for the case of an interface intersecting

the validity of the calculations. The geometry is chosen to bé Surface. First, these techniques are ultimately sensitive to
that of SFTIQ, bicrystal interfaces, but the models can bethe force gradientEFM) or the force(SSPM between the

easily extended to any localized charge distribution on a gitip and the surface. The origins of the electrostatic tip-surface
electric surface or within the dielectric.

(Vae= Vs)Vacsin(wt), ()

interaction and corresponding models are discussed in Sec.
IIA. Second, the measurements are performed above the
grain boundary-surface junction rather than at the grain
Il. THEORETICAL boundqry itself. T_herefore, th(_a relationship between t_he
properties of a grain boundary in the bulk and the potential
Both EFM and SSPM are based on noncontact imaging. distribution above the surface for ideal surface termination is
The grounded tip first acquires the surface topography usingonsidered in Sec. Il B. The grain boundary contribution to
standard intermittent contact atomic force microscopyforce gradien{EFM data is considered in Sec. Il C. Finally,
(AFM). Electrostatic data are collected 50—100 nm above thénhe influence of a charged grain boundary on the effective
surface. In EFM, the cantilever is driven mechanically dur-potential determined by SSPM and the influence of imaging
ing the noncontact scan. The voltage at the piezoelectric bieonditions on SSPM data is discussed in Sec. Il D.
mMorph isVpie,¢= Vacp COS, t), Where the driving frequency
o), is selected to be equal or close to the resonant frequency A. Tip-surface interaction
of the cantileverw,. The oscillating bimorph induces canti-

lever oscillations at the same frequency and the cantilever O large separation6>10 nm electrostatic forces be-
deflection isd=dy+A(w,)cOSE,t+¢y), where A(w,) is  Ween the tip and surface dominate short-range van der
the frequency—dependenpt oscillpation amplitude, isp the Waals force¥ and for conductive materials are capacitive in

phase shift between the driving voltage on the piezobimorpl‘??mre* "?" the distance delp:enden%e is that Of(;hei derivative
and the cantilever oscillations, adg is the static deflection ]? tIp-SL(er acg_ ca[()jacnagce._ orces etween a '?_ ectn(;: sUur-
of the cantilever in the absence of mechanical oscillation/@Cc€ and a biased conductive tip are more complicated. Us-

The electrostatic forc& between the dc biased conductive N9 the analogy between the interaction of a point chapge

tip and the surface results in a change of the cantilever res@d @ conductive or a dielectric surfatethe electrostatic

nant frequency that is proportional to the force aradfent orce can be Written. as _that due to the interaction of gharge
q y prop g with the corresponding image char@g,,. For a conductive

plane and a dielectric plane the forces are

- ﬁ dF(Z) (1) 1 Q2
2k dz Fconc(z):—m@, (4a)
wherek is the spring constant. The resonance is maintained 1 (e—1\ Q?
by adjusting driving frequency, and the frequency shift Faiel(2)=— Tmeg\o11) 42" (4b)

Aw is collected as the EFM image.
In SSPM the cantilever is not driven mechanically; rather,.e., Q;,,=—Q for the metal while Q,=—(e—1)/(e
the tip is biased directly by;,=Vg.+VacCoswt), where  +1)Q for the dielectric plane. In both cases, the force is
V4. is referred to as the driving voltage. The frequencis  proportional to the square of the charge resulting in a para-
selected to be equal to the resonant frequency of the cantil&olic dependence on the bias voltage. Thus, the interaction
ver to ensure a strong mechanical response to the electréerce between a dielectric surface and a biased tip can be
static force between the tip and the surface. The capacitivdescribed in terms of an effective capacita@de,s), where
force, Fcaf2), between the tip and a conductive surface ate is the dielectric constant of the material. In the limit of high
Vs is dielectric constanC(z,e)~C(z). Since the dielectric con-
stant of SrTiQ is high[e~300 at 293 K(Ref. 54], in sub-
sequent analyses the effective capacita®g¢) is replaced
9C(2) @) by true capacitanc€(z). It should be noted that this as-
iz '’ sumption is widely used in quantification of EFM data. Even

1 2
Fcap(z) = 2 (Vtip_ Vs)
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in this simplified case the tip-surface capacitance and corre- z
sponding force depends on the tip geometry, which is rather y
complicated. A number of geometric models have been used

to approximate capacitive tip-surface interactions including a

sphere’® a hyperboloid®®>8a cone>® or a cone with spheri-

cal apeX® An alternative is to use an equivalent image

charge such that the corresponding constant potential surface
represents the actual tih.Examples are point charge and

line charge configuratiorfé. Image charge distributions can

be also found by numerical methotfsThe advantage of the

image charge approach is that it reduces a complicated (@
boundary-value problem for potential to a much simpler b GB Air
problem of Coulombic charge-charge interaction, while pre- &
serving the characteristic featurédistance and voltage de-
pendence of the force, tip shape effeabthe original prob-
lem.

At small tip-surface separationgz<R, whereR is tip
radius of curvaturewhere the spherical tip apex provides the
major contribution to the force, the bias and distance depen- l
dence of the force is best described by sphere or point charge Crystal
models with a solution of the form VR 0 3 )

(b) Normal coordinate [z/d]

o =
.9
e

Potential [¢/¢,,]
o O«
-l} [e)]

o
)

o
o

F=v2t (5) implifi istributi i
z'’ FIG. 1. (a) Simplified charge distribution near the grain bound-

. . » ary and(b) potential near the grain boundary-surface junction for
wherey is a constant depending on the specific model. For, = 4.

larger tip-surface separations* R, whereR is tip radius of
curvature hyperboloid, cone, or line charge approximationsdepends on the equipotential surface geometry. The expres-
provide the best description. These models predict a logarithsjon for the force is then

mic dependence of capacitive force on tip-surface separation

of the general form \? In( (2d+L)?

Fear=Zmeg " 4d(d+ L)

(6)  whereL is the effective tip size. Fad<<L and small angles

_ Eqg. (10) reduces to
where » andD are parameters related to the tip geometry.

Within the line charge model the image charge distribu- A2 L
tion is approximated by a semi-infinite uniformly charged Fcap:47780|” an/-

line with line charge density. The axially symmetric poten- . ) ) o .
tial for the line is This relation predicts the logarithmic dependence of capaci-

tive force on tip-surface separation expected from the simple
A d+z+(d+2)2+x2 considerations in Eq6), but includes the effects of actual
In , (7) tip geometry. Equatiorill) is used to calculate the capaci-
d—7+\(d+ 27+ e lor P
whered is the distance from the lower end of the line to the

: (10

F= pV2In| 2
_77 n Z .

(11)

tive force and force gradient.

surface. It can be shown that B. Potential at grain boundary-surface junction
d=ha (8a) In order to quantify the properties of a grain boundary a
' relationship between the bulk properties and potential above
where a grain boundary-surface junction is required. Since the po-
tential above the junction is relatively insensitive to the de-
a=11l+tarf ¢ (8D tails of charge distribution in the space charge regions, the

andh is the separation between the tip apex and surface arfPrupt junction approximation is usétiThe grain boundary
¢ is the half-angle of the cone, which is the equipotentiallS characterized by an interface charge densignd an ad-

surface that represents the tip. The line charge density ~ jacent space charge layer with widtly.. Charge neutrality
requires thato= —2dspq, Wherepg=¢eoNy is the volume

AdaegV charge densitye, is the electron charge, and is the ion-
=75 (98 ized donor concentration. The charge distribution in the vi-
cinity of the grain boundary is illustrated in Fig(al. Posi-
where tive charges at the interface and negative charges in the

space-charge region are situated in a medium with dielectric
1+coy (9b) constante, i.e., no dielectric constant variation occurs in the
1-coy vicinity of the boundary. This assumption will be verified

B=In
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——h=01 <10, i.e., within the experimentally accessible region for a
0.6 typical dg. of order of 100 nm. Therefore, the measured po-
2 tential profile width as a function of tip-surface separation
204 can be used to determine the size of space-charge layer.
-;‘—3 The potential above the surface-interface junction Xor
§0_2_ =0, i.e., the height of potential profile is described by
_ Po 2 o dsc
o(z2)= m (dsc_z )arctarﬁ 7)
3} < Faenia T Hdgl1+2 -t A, (19
= 154 {053
£ [ o1 which yields ¢o= ¢(0)=pod2/2s¢(s+1) for the potential
Z 10 N 4 {03 & at the grain boundary-surface junction. The distance depen-
g s dence of the potential is shown in Figb2 The relationship
g 5 2 {02~ between the potential at the grain boundary in the bulk and
- ;v"A. ______ P — the potential at the junction has the following form:
0 . . STTEeS R 400
(b) 0 ﬁpzsurfacg separgtion [z?dsc] 10 Podgc e+l

Zeee & O (10
FIG. 2. (a) Potential profiles at different heights above grain 0
boundary-surface junction arfd) grain boundary potential and pro-

file width for different heights. This equation implies that for systems with high dielectric

constants the potential at the grain boundary-surface junction

by the experimental results. The potential distribution in thedIreCtIy accessible by scanning probe techniques is almost

bulk can be found as a solution of Poisson’s equation, whicl‘?qual to that at the grqin bgundary in the bulk. Unfortu-
in the abrupt junction approximation yields nately, EFM and SSPM imaging at small tip-surface separa-

tions is difficult due to topographic artifacts and imaging

o(X)= ‘Pgb(l_X/dsc)zv (12)  instabilities, while for larger tip-surface separations Eip)
predicts rapid decay of potential. Nevertheless, provided that
for x<dsc and the potential at grain boundagy, is the potential is a known function of tip-surface separation,
2 Eg. (15 can be used to extrapolate the lift height-potential
:po_dsc (13) dependence to obtain the potential at the junction and Eg.
Pop 2e0e (16) can then be used to determine the grain boundary po-
tential in the bulk. Rewriting Eq.15) in terms ofpy andd,,

In order to find the potential above the grain boundary- elds
interface junction the image charge method for a dielectric’

half-plane is applied:
r! r/l
fdr’—p( ?+Jd—a( al
[r—r’] ﬁr—r’
(14) +dsZ[1+2In(z) — In(d2+Z) ]

where the volume and surface integrals are taken within
space-charge layer and at the interface, respectively. This Noteworthy is that the potential above the grain

integral is solved in a closed form, however the resultingy, ndary-surface junction is reduced to a function of only
expression has a complicated functional form that is not usey,q yariables; the potential at the grain boundary-surface
ful for image analysis and is not shown here. Instead th‘function and the width of the space-charge layer. As ex-
maximal value of potential and the Lorentzian width of the pected, Eq(17) is homogeneous ia/d.. since it is the only
peak are used to describe the potential behavior far from thfength scale in the problem. Fitting the experimental data by
surface. As expected, the potential achieves a maximu q. (17) yields ¢, and d.. Both EFM and SSPM provide

above the grain boundary-surface junction and the calculate¢ormation about the electrostatic forces acting on the tip
potential both within the crystal and above the surface for,iher than about the actual potential. Therefore, in the next

e=4 is shown in Fig. {b). Within the crystal the potential is 4 sections the forces acting on the tip and their relation-

almost constant, decreasing only éd(¢+1) of its bulk ship with EFM and SSPM signals are considered.
value at the boundary. Above the surface the potential de-

cays rapidly. Potential profiles at different heights above the . .

surface are shown in Fig(®. For tip-surface separatiozs C. EFM imaging of grain boundary

>0.1d¢. the potential profile above the junction is well fitted  To quantify the EFM data the grain boundary contribution

by the Lorentzian functiory = (2A/7)w/(4x?>+w?) and the  to the force gradient must be included in the overall interac-
dependence of the widttv on separation is shown in Fig. tion. The total force between the biased tip and the surface
2(b). The line fit is w/ds=0.4+1.92/dg, for 0.1<z/ds.  can be written as

2 d
= oo | (d2— 22 Ysc
1 @(Z)—%dec[(dsc z )arctar( = )

e(r)= 2meg(e+1)

. (17)
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dC(2) 90gn A deg
F(Z)=—AV2+f—((T' +0ing)dS;p,  (18) Fratic= =+ = z 4azarcta76—
dz an tip in ip ratio Fcap stzc az

where the first term is the capacitive fordeg,{z), dis-

cussed in Sec. Il A and the second term is a contribution due —2d{2+2In(az)— In(d§C+ @?7%)]
to the Coulombic interaction of grain boundary charges with

the metallic tip,F4(z). oy is the surface charge density of whereA andd, are now fitting parameters andis given in
the tip in the absence of a grain boundary,y is the image  Eq. (8b), both the space-charge layer width, and potential

charge density induced by grain boundary charges,raisd  at the grain boundary-surface junctigg can be extracted as
the normal vector to the tip surface. Assuming that the sec-

. (29

ond term in Eq.(18) is much smaller than the first, i.e., the AV [ 1+cow\|*
rain boundary contribution to the EFM signal is small, ®o= In )] , (25
g y g  /+tarfgl |1-cosp

Tging<0ijp, the charge state of the tip is not influenced by the
grain boundary. This justifies the use of the line charggyneregis tip half-angle. The width of the EFM profile pro-
model to describe the Coulombic interaction between thg;qes an independent measurementlgf
grain boundary and the tip and the second term in (E§)
becomes D. SSPM imaging of grain boundaries

Iogn [t — Quantification of SSPM contrast is treated similar to that

an tipdSip= p Nip@ghdZ=Nip@ge(d), (19 for EFM contrast, using the line charge description of the tip.

The electrostatic force between the tip and the surface is
since ¢g(z) rapidly decays with tip-surface separation. described by Eqs(11) and (18) and the first harmonic of
From Egs.(9a), (11), and (19) the capacitiveF,{z), and  capacitive force is
CoulombicF(z), components of the force are
AregVad Ve~ Vs) L

A7egV? ( L) Fio= aIBZ : In ahl (26)

Fcap(h) = T In ah (20@
whereV; is the effective surface potential originating from
and intrinsic surface states or adsorbates. The first harmonic of
Coulombic force is
F (h) _ 47780V N
) B F%w:47780Vac+ |n(i+co)z::)] gogb(h\/1+tarF 0).

The force gradients proportional to the frequency shift mea- (27)
sured in EFM are

paplah). (20b)

) During the measurement a feedback loop nullifies the first
dFcap_ 4meoV™ 1 (219  harmonic of the force; however, under typical operating con-
dz B> h’ ditions it is reduced to some small, but finite valdielepen-
dent on circuit parametef$ Thus, during SSPM imaging the
observed signal satisfies the condition

dFy 4megVa |

o qugb(ah)- (21b
. . FI,=F{,+Fir=5. (28)
The spring constant that relates the experimentally deter-

mined frequency shift and force gradidiig. (1)] is usually ~ Substituting Eqs(26) and(27) in Eqg. (28) the first harmonic
unknown and depends strongly on cantilever propertiesof the force is

However, the ratio of frequency shift at the grain boundary

to that of the surface is independent of cantilever properties VadVge— Vo) L _
and is equal to 3 | 25 Vacpar @) =9, 29
Fé aB, where
F, ZVh(pgb(ah). (22)
cap _ 1+cosh\ -~
From Eq.(17) the gradient of grain boundary potential can o=4meoln 1—cosé (30

be found as . . )
depends on the geometric properties of the tip but not on the

2 de. tip-surface separation. The cantilever contribution to the total
<Péb(2)=€0oﬁ{—42 arctarE—) electrostatic force can be assumed to be distance indepen-
s¢ dent, since the effective cantilever-surface separation
(~10-15um) is much larger than the tip-surface separation
. (23 (<1 um) and leads to a higher value of the paramétén
Eq. (29). From Eq.(29) the nulling potential measured in
By fitting the measured ratio with the function SSPM is

+2d[2+2In(z)— In(dZ+Z%)]
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@go( ah) S Topographic features were used as markers to determine the
Voc=Vs— B + : (31  position of grain boundaries in the EFM and SSPM measure-
In(L/4h) = VIn(L/4h) . o : .
ments; very often a wedgelike divot is associated with the
The average image potential far from the boundary is grain boundary-crystal edge junction. Prior to imaging the
crystal was repeatedly washed with ethanol, acetone, and dis-
V= Vot (32) tilled water.

The AFM, EFM, and SSPM measurements were per-
formed on a commercial instrumegi2igital Instruments Di-

In ideal SSPM imaging the nulling voltage is equal to mension 3000 NS-I)l with metal coated tips|é&225um,
surface potential and does not depend on tip-surface capagiesonant frequency-70 kHz. SSPM measurements were
tance and driving voltage. This correspondsste0 in Eq.  performed from 0 to 1.5um above the surface; EFM mea-
(31), i.e., ideal feedback. For a realistic system, however, Egsurements were performed from 20 to 200 nm above the
(31) predicts a nulling voltagéSSPM signaldependence on surface. The scan rate varied from 0.2 to 0.5 Hz. The driving
tip-surface separation and driving amplitude. The deviatiorvoltage dependence of surface potential observed by SSPM
of feedback from ideality and the tip geometry are thus desaturates at driving voltage 1-2 V for the lift heights of
scribed by a single parameté&rThe potential contrast due to interest; thereforey,.was chosen to be-5 V. To reduce the
the grain boundary is then the difference \6f. above the effect of drift the images were acquired with the grain
boundary and far from the boundary boundary oriented along the slow scan axis. Topographic and
EFM images were processed by line flatterfhGSPM im-
ages were processed only by a constant background subtrac-
tion. Force gradient and potential profiles were obtained by
i . averaging the flattened EFM and unprocessed SSPM images
Provided that experimental SSPM contrast follows &2), along the slow scan axis. A generic feature of SSPM is fewer
e, feedback error is de_\sc_rlbed by single p_a_ramétand imaging artifacts due to topograplig. 3. The use of a
grain boundary potential is independent of driving voltage agq,, dc bias voltages contributes to higher image stability.
suggested by Eq33), fitting the experimentally determined a|so, detection in SSPM implies a much smaller tip oscilla-
distance dependence of potential amplitude at the graifyp amplitude than that in topographic or EFM imaging.

V. In(L/4h) "

 oglah)
AVae= B i) (33

boundary by the function From a direct comparison of the signal from the photodiode
5 d in the main scan line and noncontact scan line the character-
V(z)= &_Z[mgc_ azzz)arctarﬁ—sc> istic oscillation amplitude during potential detection<sl
c—In(2) mdg, az nm depending on feedback circuit paramef&r$hus, for

flat surfaces imaging is possible at very small tip-surface
(34)  Separation.

+ adeZ[1+2 In(az) — In(d2+ a?7?)]

wherec, dg., and ¢4 are fitting parameters and and g IV. RESULTS
parameters defined by Eqeb) and (9b), can be used to The experimental force and force gradient measurements
extract the space-charge width, and the potential at the o the grain boundary in Nb-dopets SrTiO, bicrystals are
grain boundary-surface junctionpy. The parameterc  shown in the following order. In Sec. IV A surface topogra-
=In(L/4) is related to the tip and cantilever geometry. phy, surface potential and force gradient in the vicinity of the
Thus, EFM and SSPM provide two independent methodgyrain houndary are presented. The bias and lift height depen-
to determine the grain boundary potential and depletionjencies of force gradiefEFM) images are analyzed in Sec.
width; one based on force gradient measurements, one basg@p: the influence of feedback parameters and the lift height

on nulling force measurements. Analysis of both EFM a”ddependence on the SSPM images is discussed in Sec. IV C.
SSPM data will provide quantitative information about the

SrTiO; grain boundaries. A. AFM, EFM, and SSPM imaging

The surface topography, surface potential, and force gra-
dients of the grain boundary-surface intersection are com-

In order to relate the grain boundary properties to atomigared in Fig. 3. The surface is extremely flat with rms rough-
configuration, an interface with a known structure was usedness<<1 nm and a number of spots due to contaminates.
Nb-doped>5 SrTiGO; bicrystals(0.5 wt %) were produced by Pores with diameters of100—-200 nm are distributed non-
diffusion bonding. Numerous high resolution transmissionuniformly along the interface. This observation suggests that
electron microscopy studies on similar bicrystals have showthe pores exist in the bulk as well and contribute to the op-
that the interfaces are atomically abrupt, with no impuritytical contrast of the grain boundary. Similar observations of
segregatiofi>®®Scanning probe studies indicate the presencgores at SrTi@ bicrystal interfaces are reported by other
of pores at the interface. A 2010x 0.5-mn? crystal, dark  groups®® The surface potential measured 50 nm above the
blue due to the donor doping, is sectioned such that the graisurface exhibits a sharp protrusion associated with the grain
boundary is perpendicular to th@00 surface. The grain boundary, Fig. &). The halfwidth of the broad potential
boundary can be easily detected by means of transmissidieature is~1.5 um. Superimposed on this contrast is a much
optical microscopy as a dark blgalmost blackline on the  narrower and larger amplitude feature of halfwidt200 nm
lighter background perpendicular to the edge of the crystallocalized at the grain boundary. The force gradient images

IIl. EXPERIMENTAL PROCEDURES
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FIG. 3. (a) Topography of Nb-doped 36.8° SrTi®icrystal in the vicinity of grain boundaryb) SSPM image of the same region, and
(c) EFM (force gradientimages at tip bia¥;,=5 V andV,=—5 V. Range is@ 5 nm, (b) 20 mV, and(c),(d) 2 Hz.

acquired with+5 and—5 V tip bias are shown in Figs.(8

and 3d). The grain boundary is again associated with a fea-
ture of halfwidth~1.5 um. The contrast in the force gradient
image reverses with tip polarity, indicative of a dominant
Coulombic contribution to the interaction.

B. Bias and distance dependence of EFM image

To quantify the bias dependence of capacitive force the
average frequency shift due to the surface, defined as the

image average of the unprocessed image, is analyzed by Egs.

(1) and (21a. The difference between the maximum fre-
guency shift at the grain boundary and the frequency shift far
from the grain boundary is referred to as the grain boundary
frequency shift. In order to improve the estimates for large
separations, force gradient profiles were fitted by a Lorentz-
ian function. The bias dependence of the average frequency
shift and grain boundary frequency shift are compared in
Fig. 4. As expected, the average frequency shift is a para-
bolic function of bias voltageA wim=Awy+a(V—Vgy?,
where Aw;,, is the total frequency shiftAwg is the fre-
quency offsetV; is the potential offset, and is a propor-
tionality constan{Table ). The potential offseY is related

to the existence of a double layer due to intrinsic surface

Frequency shift [Hz]
&
o

-100+
-120

m  Lift height 26 nm
A Lift height 56 nm
v Lift height 126 nm

(2)

-F,OO

Frequency shift [Hz]
& & o o o
. +. 2

44  Lift height 56 nm :

0864 202 46 810

Tip bias [V]

= Lift height 26 nm :

v Lift height 126 nm;

-1

(W)

0B 6420246 810
Tip bias [V]

states or adsorption as well as to the work function difference FIG. 4. (a) Total frequency shiffimage averageand (b) fre-

between the tip and the surface. The frequency offss®

qguency shift due to grain boundary as a function of tip bias.
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TABLE |. EFM bias-dependence fitting parameters.

Lift height (nm) Awq (Hz) Vs (mV) a(Hz/\V?) Slope (Hz/V)
26 —19.6+0.2 1175 —10.4+0.1 0.42:0.01
56 —13.9+0.1 —216+x3 —3.44+0.01 0.143-0.003
126 —15.7+0.1 —188+5 —0.986+0.002 0.0410.001

~10Hz is due to drift in the oscillating characteristics of the =6200+ 115 nm/s and b=3.2+-3.5Hz, c=6431
cantilever after calibration. The dependence of the graint295nm/s, respectively. The frequency shift can be found
boundary frequency shift on bias voltage is shown in Fig.from Egs.(1) and(21a as

4(b). This dependence is linear and intersects the origin.

These results indicate that the average force interaction origi- wg 4megV? 1

nates from a capacitive tip-surface interaction, thus the qua- Awip=5 & h (36)
dratic bias dependence. The grain boundary component to

the EFM contrast is linear in tip bias and therefore can b%ubstituting the resonant frequency of the cantileugy
attributed to Coulombic interactions of charges at the grain_ 7g s kHz. a typical spring constant for the tif
boundary with the biased tjgompare Eqsi21a and(21b)]. —1-5 N/m, and a typical tip half-angl#~17°, the fre-

The magnituqle of the former_ effect is much_larger than thahuency shift according to Eq36) yields coefficient equal

of thﬁ Iz’gter, n agreem;nt with thehassumptlons. h&o 6400—1290 nm/s, which is in excellent agreement with
The Istance dependencies of t € average frequency SNBLr experimental results. From this the cantilever spring con-

and the grain boundary frequency shift are shown in Fig). 5 stant for the probe used is 1 N/m.

fpr tip biases of 5 andﬁ V. For smallltip-sur.face separa- - the |ift height dependence for the grain boundary fre-
tions the dependence in log-log coordinates is almost I'neaﬂiuency shift shown in Fig. 6) was also quantified. The

with a slope close to unity, in agreement with Eg1a. In ..o gradient maxima were fitted by Eq23) and (25)
order to take into the account frequency offgeb,, the yielding A=152+3, d=229+15nm for V=5V and A

following fitting function is used: =142+ 4 d=217+32nm forV=—5 V.

From Egs.(1) and(21b) the frequency shift for the grain
c boundary is
Awim=b+ E, (35)

wg dmegVa
, , N Aog=5 —5— ¢alah). (37)
where Aw;,, is total frequency shifth andc are fitting pa-
rameters. For tip biases of 5 antb V, b=7.8£1.7Hz, c . . .
Using the same tip parameters, these results yield the poten-

tial at the grain boundary-surface junction as 30-140 mV.
Image average:

Using the spring constant derived from the total frequency
_ i gznii\(/ shift-distance analysis, the potential at the grain boundary-
imo- n surface junction is~30 mV.
S Finally, the cantilever-dependent constant in EL.can
4 be eliminated by taking theatio of experimentally observed
g grain boundary frequency shift and total frequency shift. The
§- 1 ratio and the fit by Eq(24) are shown in Fig. 6. Using tip
e parameter®)~17°, a~1.04, 8~4.1, the depletion width is
10 ™ 240 nm and the potential at grain boundary-surface junction
@ Lift height [nmi] Is 29 mV.
Peak height
1 . » Scanat-5V S 6
e = Scanat5V x
= g 5
5 o
& 2 4]
: 0.1 %
g > 3
i 3
£ 2
0.01 : .
®) 100 100
Lift height [nm] Lift height [nm]
FIG. 5. (a) Fitting the total frequency shifimage averageand FIG. 6. Fitting the ratio of frequency shift due to grain boundary

(b) frequency shift due to grain boundary as a function of tip-to total frequency shift as a function of tip-surface separation for tip
surface separation for tip biases 5 ané V. biases 5 and-5 V.
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TABLE IlI. Driving voltage dependence of SSPM image aver-
age. e LH=10nm
z 200] v LH=30nm
Lift height (nm) Vs(mV) B= &In(L/4h) = 4 LH=350nm
10 —89+2 85+1 g’_
30 ~147+3 103+2 2 0]
50 —-117+3 1353 8
0 323+ 12 122+3 B _o00
@ 012345678061
Driving Voltage [V]
C. Driving amplitude and distance dependence 124 e LH=10nm
of SSPM image = 114 & LH=30nm
Quantification of SSPM data is done similarly to that of E 13: : v LH=%0 nm
EFM data, i.e., average image potential and potential differ- S gl ¢ -
ence between the grain boundary and the rest of the image 2 e S e
were determined. Both driving voltage and tip-surface sepa- § sl : . ot
ration dependencies were measured. According to(Bx. o P o ¥ e T
surface potential measured by SSPM should be independent A
of bias voltage. In practice, however, the nonideality of the w0 123 4567 8910
feedback loop results in X/, dependence on driving ampli- Driving Voltage [V]

dee' a? SSOV\\;n T\I/Ec(3é)/.vThus,hthe ?/vgrage ;mage potept:al FIG. 7. (8) Dependence of characteristic surface potentials on
av 1S fit by Vg, =Vg+ ac: WhereVs Is surface potential driving voltage for different lift heights(only three curves are

andB is a fitting parametefcompare Eq(31)]. The results  ghowy and (b) average potential barrier height as a function of
are summarized in Table Il and illustrated in Figa)7 Note-  griving voltage for different lift heights.

worthy is that the measured potential amplitude due to the

grain boundanAV g, is virtually V. independent above 2 V V. DISCUSSION

as seen in Fig. (b). At low driving voltages there is consid-

erable noise and possibly a small increase ip potential. How- The origins of grain boundary potential can be addressed
ever, this effect does not excee@—4 mV, while the depen- \ithin the context of these resuits by considering the magni-
dence of the average image potenf&®@e Fig. 8] indicates  ,de and bias dependence of the measured potential as re-
a strong driving voltage dependence. This observation impated to the structure of the grain boundary. When viewed in

plies that grain boundary potential amplitudes obtained byross section, looking at tH@00) plane, the atomic structure
SSPM are relatively insensitive to imaging conditions and

Eq. (34) can be used to describe potential-distance relation,

i.e., the third term in Eq(31) is indeed irrelevant to observed %100.0- v A fx
grain boundary potential amplitudes. This demonstrates that = 50,01 vy 300mVv
system parameters that strongly influence the absolute value g ' . v
of measured surface potential do not alter measured potential 5 00 v R
variations. B 500] v eerT s

The distance dependence for different driving voltages is 3 Lat "
shown in Fig. 8a). These results are in a qualitative agree- $10001 | L, aas 2 ="
ment with Eq.(32), i.e., V. is higher for small driving volt- 2_150 0 " - vt " ‘ .
ages. Of course, the range of the data exceeds that of the (a) 1 10 100 1000
assumptions; however, the results seem to demonstrate a Lift height [nm]
driving voltage dependence of the average surface potential. . sV
In contrast, the distance dependence of grain boundary po- 122] Ttoeal s 1V
tential is independent of driving voltage as shown in Fig. N U A v 300mV
8(b). The noise is significantly higher for low driving volt- % 9.2 IRV
ages. The grain boundary potential-distance dependence fit- k=3 <.
ted by Eq.(34) is shown in Fig. 9. Depletion width and % 6.17 v
potential at the grain boundary-surface junction determined 8 31 5
from these data are 14721 nm and 28 4 mV, respectively. e = ..
Note the excellent agreement with the properties obtained 0.0 . r r
from the quantification of EFM measurements despite the (b) 1quth ioht 100 1000
difference in imaging mechanism and analysis. From the fit it height [nm]
we also estimate that the parameter8.8+0.7 is close to FIG. 8. (a) Dependence of average surface potentials on lift

the ideal valuee~8 for the real tips. The larger value oin height in the interleave mode for different driving voltages #nid
the measurement is consistent with a contribution of cantileaverage potential barrier height as a function of lift height for dif-
ver to the electrostatic force. ferent driving voltages.
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= Scanatb5V surements, i.e., the grain boundary potential at the surface is
the same as that in bulk.In the present case, however, the
grain boundary potential at the surface is substantially lower
than that expected in the bulk. The self-consistency of the
results presented here provide strong support for the validity
of the EFM and SSPM measurements. Thus, the grain
boundary potential at the surface in this case may actually be
. lower than in the bulk or the crystal may differ from those
. . i i used in the studies that determined the “expected” value. A
L 10 100 1000 lower potential at the surface could result from damage or
Lift height [nm] surface adsorption. A small variation in thermal history
FIG. 9. Fit of potential barrier height determined by SSPM as awould alter the bulk grain boundary properties. .
function of lift height. One of the significant advantages of scanning probes is
that the potential distribution is imaged in real space and fine

of the 5 boundary consists of two alternating pentagonaldetails can _be examined. _In this regard the_origins of the
oxygen structural units containing two Sr columns and two2Pnormal width of the grain boundary potential feature re-

Ti columns, respectively. In both units the cation positions™ains unresolved. The space-charge depth was quantified
are half occupied, forming a grain boundary from analysis of the distance dependence of amplitudes of

reconstructiof®* /1 If the requisite number of oxygen at- potential contrast, thus eliminating the tip broadening effects.
oms reside at the grain boundary, it is stoichiometric andiowever, the width of the observed grain boundary contrast
neutral in terms of formal charge. In this case the boundary™~1-5 #m) is much larger than the depletion width obtained
potential can arise from local dielectric constant variation offom distance dependencies200 nm and, as suggested by
local redistribution of charge density. If the grain boundaryfinite element modeling, cannot be accounted for by tip
is oxygen deficient, then the Ti will be partially reduced andshape effect8?"* Also note that the potential distribution is
the interface carries formal charge compensated by free cafonuniform within the broad featurig. 3), exhibiting a
riers in an adjacent depletion region. narrow peak with the “correct” shape superimposed on a
Contrast reversal in the force gradient with bias indicatedVide asymmetric region. The origins ogthe asymmetric fea-
the presence of a nonuniform charge distribution in the vifuré may include surface mobile chargésomposition gra-
cinity of the grain boundary, rather than a variation of effec-dients, or stress-induced dlsloqa.uon redistribution, pgrhaps
tive dielectric constant. The latter possibility would alter the€*acerbated by surface reactivity. Indeed, adsorption of
“apparent” grain boundary potential but not reverse theCharged impurities in the vicinity of the grain bound_ary
sign. A local dielectric constant variation would also produceWould result in a decrease of absolute potential amplitude

a deviation from linearity in the bias dependence, which is2nd an increase of the apparent size of the grain boundary.
not observed in Fig. @). Therefore, any local variation in This explanation also accounts for the unusual shape of the

dielectric constant makes a negligible contribution to thePetential and force-gradient feature at the grain boundary. It
measured boundary potential. Further confirmation of thdS @S0 possible that the mesoscopic defdptsres at the
presence of charge comes from the fact that tip parametef8terface and related stresses or trapped charges cause a po-
extracted from these analyses are in excellent agreement witRntial gradient that is superimposed on the intrinsic grain

.
Tt e ea

—
2

Potential [mV]

each other and with the properties of actual tip. boungdary response. A simila_r interpretation was given by
Quantification of both the EFM and SSPM results lead toHSLE to explain near field optical measurements.
a depletion width ofd,~200nm and a potential ofbg, Finally, the self-consistency of the properties from EFM

~30mV for this grain boundary. From E613) the volume and SSPM calculations and the accuracy to which the tip

charge density is 4%010° C/n® and interface charge density parameters extracted from the model reflect the actual tip
is 1.6x10°3C/m2 or carrier concentrations are 2.5 Verify the validity of the theoretical model. Thé,. depen-
¥ 10%em3 and 5’_0< 10t cem™2, respectively. If the grain dence of SSPM contrast verifies that assumptions made for

boundary is considered to be a single plane, this charge the analysis of distance dependence of effective grain bound-

equivalent to one oxygen vacancy every 10000, which is aRly potential are also correct. Ong reason that the mo_del
extremely small number. In certain well-defined grainworks so well is that the equipotential description of the tip

boundaries with different crystallographic structure, interface®lOWs for the actual tip shape. For different tip shapes, the
voltage and distance dependencies will still yield grain

potentials on the order of 300—400 mV have been deter . . !
mined by SSPM? Even at these potentials the implied in- boundary potentials and widths. The tip shape parameters

terface defect concentration is so low as to be at the detectigitracted from the data would then reflect the new tip shape.
limit of current imaging tools. However, recent localized en- | "€ accuracy does not depend on whether the tip adopts an

ergy loss spectroscopy as well as calculations provide eviZécommodating shape such as a cone or sphere. The solu-
dence of reduced Ti in the boundary core structdr@. tions for sample inhomogeneity presented here pertain to a

Grain boundary properties have been measured on gmcplane of charge intersecting a surface, but can be easily ex-

bicrystals by bulk techniques, for example electron hologra:[ended to any localized charge distribution in a dielectric.

phy, high temperature transport, or impedance
spectroscopy>® In certain cases where comparisons were
made on very similar crystals, EFM/SSPM yields values of An analytical approach for the quantification of EFM and

interface potential close to those from ionic transport meaSSPM data for the systems with potential inhomogeneities

VI. CONCLUSION
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has been developed in order to determine the interface pdial of 30 mV would render detection of associated defects

tential in a donor-dope®5 SrTiO; grain boundary. The impossible, but it should be noted that these results may be
voltage dependencies of the electrostatic force gradient amiediated by surface adsorption and therefore represent a
surface potential verified the solutions and the distance ddewer limit of a true grain boundary potential.

pendencies of force gradient and potential were used to de-
termine the potential at the grain boundary-surface junction
and the depletion width. Both measurements yielded virtu-
ally the same properties despite the different imaging mecha- We acknowledge the support from MRSEC Grant No.

nisms. The interface potential is shown to result from localNSF DMR96-32596. The authors are grateful to G. Duscher
charge rather than from the local variation in dielectric con-and S. Pennycook for bicrystal samples and D. L. Gorbachev
stant. The amount of charge implied by and interface potenfor the development of image analysis software.
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