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Surface potential at surface-interface junctions in SrTiO3 bicrystals

Sergei V. Kalinin and Dawn A. Bonnell*
Department of Materials Science and Engineering, The University of Pennsylvania, 3231 Walnut Street, Philadelphia, Pennsylvan

~Received 3 April 2000!

An analytical approach to the quantification of electrostatic force microscopy and scanning surface potential
microscopy images of systems with electric potential inhomogeneity has been developed in order to determine
the interface potential in a donor-dopedS5 SrTiO3 grain boundary. The voltage dependencies of the electro-
static force gradient and surface potential verify the solutions. The distance dependencies of force gradient and
surface potential were used to quantify the potential at the grain boundary-surface junction and the depletion
width. Both measurements yield the same properties despite the difference in imaging mechanisms. The
interface potential is shown to result from local charge rather than from a local variation in dielectric constant.
The amount of charge implied by an interface potential of 30 mV would render detection of associated defects
impossible, but these results represent a lower limit in intrinsic bulk grain boundary potential.
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I. INTRODUCTION

Perovskite-based oxide materials are widely used
many commercial applications in conjunction wi
semiconducting,1 ferroelectric,2,3 superconducting,4 and
magnetoresistive5 properties. The macroscopic properties
perovskite ceramics are largely determined by the mic
structure, particularly by grain boundary structure and top
ogy. Very often grain boundaries give rise to useful prop
ties, such as low-field magnetoresistance,6 positive
temperature coefficient of resistivity~PTCR!,7,8 and varistor
behavior.9 The perovskite SrTiO3 is a prototype of oxides in
which the presence of interface charge due to intrinsic g
boundary states, or impurity and/or vacancy segregation
sults in the formation of Schottky barriers similar to those
semiconductors.10 Consequent nonlinear transport propert
constitute the basis for numerous applications, e.g., varis
and boundary layer capacitors.11,12 In ferroelectric perovs-
kites such as SrxBa12xTiO3 polarization induced compensa
tion of charged grain boundaries and the associated redu
of the Schottky barrier below the Curie temperature giv
rise to PTCR behavior.13

The properties of grain boundaries in titanate-based ox
ceramics have been extensively studied by macroscopic t
niques, such as transport measurements, capacitance, an
pedance spectroscopy, etc.14 These techniques address av
age properties of grain boundaries and little or
information is obtained about the microscopic structure
details of mesoscopic potential and charge distribution in
vicinity of grain boundaries. The local properties of gra
boundaries in SrTiO3 on the atomic level have recently bee
studied by high resolution transmission electron microsco
electron-energy-loss spectroscopy, and elect
holography,15–18 and are the subject of intensive theoretic
studies.19,20 Nevertheless, controversy exists regarding
origin of potential at SrTiO3 grain boundaries.21–24 A direct
measure of the local properties of boundaries with w
defined atomic structures would provide considerable ins
into this problem. Spatially resolved electrostatic propert
of surfaces can be obtained by variants of proximal pro
microscopy such as electrostatic force microscopy~EFM!
PRB 620163-1829/2000/62~15!/10419~12!/$15.00
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~Refs. 25 and 26! and scanning surface potential microsco
~SSPM!.27,28 In order to address the issue of intrinsic pote
tial at oxide grain boundaries, quantitative analysis of ima
contrast of a spatially inhomogeneous surface is necess

The interpretation of SSPM images on electrically29,30and
topographically31 inhomogeneous surfaces has been trea
numerically. However, in the case of semiconductor and
electric surfaces the electrostatic properties of a surface
not characterized solely by intrinsic potential and topog
phy. SSPM images of these surfaces should be interprete
terms of effectivesurface potential that includes capacitiv
interactionsper se, along with contributions from surface
and volume bound charges, double layers, and remn
polarization.32–35For semiconductor surfaces without Ferm
level pinning, tip-bias induced band bending36 can lead to a
nonlinear surface potential dependence on voltage,37 further
complicating quantification of experimental results. Desp
these difficulties, both EFM and SSPM have been applied
semiconductor,38 organic,39 and ferroelectric40,41 surfaces, as
well as to defects,42,43 and photoinduced44,45 and thermal
phenomena46,47 in these materials. A number of SSPM stu
ies on grain boundary related phenomena have also b
reported.48,49 While these studies have convincingly demo
strated the ability of these techniques to image local poten
variation due to point and extended~grain boundary! defects,
little or no quantitative information regarding properties w
extracted.

The primary limitation of these techniques is that for t
general case the relationship between measured force g
ent or potential and local properties is influenced by tip g
ometry, the type of the feedback system, lateral surface
homogeneity, and surface adsorbates. Obviously, th
effects are more pronounced for systems with highly loc
ized lateral variations, e.g., surface, point, and line char
such as charged grain boundaries. Moreover, analytical s
tions for the electrostatic problem of a biased tip interact
with charges in an arbitrary configuration~e.g., grain bound-
ary or charged dislocation line! are extremely complicated
rendering quantification of EFM and especially SSPM d
virtually impossible.

The present paper presents an approach to quantif
10 419 ©2000 The American Physical Society
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inhomogeneous charge distributions from EFM and SSP
Using the method of image charges the surface potential
tribution in the vicinity of a charged plane with adjace
depletion layers intersecting a surface is determined. A
charge model is used to represent the tip, which treatm
incorporates all of the geometric complexity of the proble
From this basis the height dependencies of the force grad
and potential are calculated. While both EFM and SSP
arise from electrostatic interactions, the detection mechan
is fundamentally different; the former is based on the for
gradient induced shift of resonant frequency of mechanic
driven cantilever, while the latter employs a nulling sche
to the first harmonic of electrostatic force. The analysis
imaging mechanism in the two cases and comparison to
periment provide a self-consistent result and confirmation
the validity of the calculations. The geometry is chosen to
that of SrTiO3 bicrystal interfaces, but the models can
easily extended to any localized charge distribution on a
electric surface or within the dielectric.

II. THEORETICAL

Both EFM and SSPM are based on noncontact imagin50

The grounded tip first acquires the surface topography u
standard intermittent contact atomic force microsco
~AFM!. Electrostatic data are collected 50–100 nm above
surface. In EFM, the cantilever is driven mechanically d
ing the noncontact scan. The voltage at the piezoelectric
morph isVpiezo5Vacpcos(vp t), where the driving frequency
vp is selected to be equal or close to the resonant freque
of the cantileverv0 . The oscillating bimorph induces cant
lever oscillations at the same frequency and the cantile
deflection isd5d01A(vp)cos(vp t1wc), where A(vp) is
the frequency-dependent oscillation amplitude,wc is the
phase shift between the driving voltage on the piezobimo
and the cantilever oscillations, andd0 is the static deflection
of the cantilever in the absence of mechanical oscillati
The electrostatic forceF between the dc biased conductiv
tip and the surface results in a change of the cantilever r
nant frequency that is proportional to the force gradient51

Dv5
v0

2k

dF~z!

dz
, ~1!

wherek is the spring constant. The resonance is maintai
by adjusting driving frequencyvp and the frequency shif
Dv is collected as the EFM image.

In SSPM the cantilever is not driven mechanically; rath
the tip is biased directly byVtip5Vdc1Vaccos(vt), where
Vac is referred to as the driving voltage. The frequencyv is
selected to be equal to the resonant frequency of the can
ver to ensure a strong mechanical response to the ele
static force between the tip and the surface. The capac
force, Fcap(z), between the tip and a conductive surface
Vs is

Fcap~z!5
1

2
~Vtip2Vs!

2
]C~z!

]z
, ~2!
.
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whereC(z) is the tip-surface capacitance that depends on
geometry, surface topography and tip-surface separationz. A
lock-in technique is used to extract the first harmonic of
force

F1v
cap~z!5

]C~z!

]z
~Vdc2Vs!Vacsin~vt !, ~3!

which is nullified by adjusting the constant component of t
tip bias,Vdc. Equation~3! implies that this condition is me
whenVdc is equal to surface potential and thus, mapping
nulling potentialVdc yields a surface potential map.

Quantification of surface properties from the EFM a
SSPM data requires the solution of several independ
problems, solved here for the case of an interface intersec
a surface. First, these techniques are ultimately sensitiv
the force gradient~EFM! or the force~SSPM! between the
tip and the surface. The origins of the electrostatic tip-surf
interaction and corresponding models are discussed in
II A. Second, the measurements are performed above
grain boundary-surface junction rather than at the gr
boundary itself. Therefore, the relationship between
properties of a grain boundary in the bulk and the poten
distribution above the surface for ideal surface termination
considered in Sec. II B. The grain boundary contribution
force gradient~EFM data! is considered in Sec. II C. Finally
the influence of a charged grain boundary on the effec
potential determined by SSPM and the influence of imag
conditions on SSPM data is discussed in Sec. II D.

A. Tip-surface interaction

For large separations~.10 nm! electrostatic forces be
tween the tip and surface dominate short-range van
Waals forces52 and for conductive materials are capacitive
nature, i.e., the distance dependence is that of the deriva
of tip-surface capacitance. Forces between a dielectric
face and a biased conductive tip are more complicated.
ing the analogy between the interaction of a point chargeQ
and a conductive or a dielectric surface,53 the electrostatic
force can be written as that due to the interaction of cha
with the corresponding image chargeQim . For a conductive
plane and a dielectric plane the forces are

Fcond~z!52
1

4p«0

Q2

4z2 , ~4a!

Fdiel~z!52
1

4p«0
S «21

«11D Q2

4z2 , ~4b!

i.e., Qim52Q for the metal while Qim52(«21)/(«
11)Q for the dielectric plane. In both cases, the force
proportional to the square of the charge resulting in a pa
bolic dependence on the bias voltage. Thus, the interac
force between a dielectric surface and a biased tip can
described in terms of an effective capacitanceC(z,«), where
« is the dielectric constant of the material. In the limit of hig
dielectric constantC(z,«)'C(z). Since the dielectric con-
stant of SrTiO3 is high @«'300 at 293 K~Ref. 54!#, in sub-
sequent analyses the effective capacitanceC(z,«) is replaced
by true capacitanceC(z). It should be noted that this as
sumption is widely used in quantification of EFM data. Ev
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in this simplified case the tip-surface capacitance and co
sponding force depends on the tip geometry, which is ra
complicated. A number of geometric models have been u
to approximate capacitive tip-surface interactions includin
sphere,55 a hyperboloid,56–58a cone,59 or a cone with spheri-
cal apex.60 An alternative is to use an equivalent ima
charge such that the corresponding constant potential su
represents the actual tip.61 Examples are point charge an
line charge configurations.62 Image charge distributions ca
be also found by numerical methods.63 The advantage of the
image charge approach is that it reduces a complica
boundary-value problem for potential to a much simp
problem of Coulombic charge-charge interaction, while p
serving the characteristic features~distance and voltage de
pendence of the force, tip shape effects! of the original prob-
lem.

At small tip-surface separations (z,R, where R is tip
radius of curvature! where the spherical tip apex provides t
major contribution to the force, the bias and distance dep
dence of the force is best described by sphere or point ch
models with a solution of the form

F5V2
g

z
, ~5!

whereg is a constant depending on the specific model.
larger tip-surface separations (z.R, whereR is tip radius of
curvature! hyperboloid, cone, or line charge approximatio
provide the best description. These models predict a loga
mic dependence of capacitive force on tip-surface separa
of the general form

F5hV2 lnS D

z D , ~6!

whereh andD are parameters related to the tip geometry
Within the line charge model the image charge distrib

tion is approximated by a semi-infinite uniformly charg
line with line charge densityl. The axially symmetric poten
tial for the line is

V~x,z!5
l

4p«0
lnS d1z1A~d1z!21x2

d2z1A~d1z!21x2D , ~7!

whered is the distance from the lower end of the line to t
surface. It can be shown that

d5ha, ~8a!

where

a5A11tan2 u ~8b!

andh is the separation between the tip apex and surface
u is the half-angle of the cone, which is the equipoten
surface that represents the tip. The line charge density

l5
4p«0V

b
, ~9a!

where

b5 lnS 11cosu

12cosu D ~9b!
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depends on the equipotential surface geometry. The exp
sion for the force is then

Fcap5
l2

4p«0
lnS ~2d1L !2

4d~d1L ! D , ~10!

whereL is the effective tip size. Ford!L and small angles
Eq. ~10! reduces to

Fcap5
l2

4p«0
lnS L

4hD . ~11!

This relation predicts the logarithmic dependence of cap
tive force on tip-surface separation expected from the sim
considerations in Eq.~6!, but includes the effects of actua
tip geometry. Equation~11! is used to calculate the capac
tive force and force gradient.

B. Potential at grain boundary-surface junction

In order to quantify the properties of a grain boundary
relationship between the bulk properties and potential ab
a grain boundary-surface junction is required. Since the
tential above the junction is relatively insensitive to the d
tails of charge distribution in the space charge regions,
abrupt junction approximation is used.64 The grain boundary
is characterized by an interface charge densitys and an ad-
jacent space charge layer with widthdsc. Charge neutrality
requires thats522dscr0 , wherer05e0Nd is the volume
charge density,e0 is the electron charge, andNd is the ion-
ized donor concentration. The charge distribution in the
cinity of the grain boundary is illustrated in Fig. 1~a!. Posi-
tive charges at the interface and negative charges in
space-charge region are situated in a medium with dielec
constant«, i.e., no dielectric constant variation occurs in t
vicinity of the boundary. This assumption will be verifie

FIG. 1. ~a! Simplified charge distribution near the grain boun
ary and~b! potential near the grain boundary-surface junction
«54.



th
ic

ry
tri

th
Th
in
s
th
he
th
u

at
fo

d
th

d

.

r a
o-
on
.
r

en-

nd

ric
tion
ost
u-
ra-
g

that
n,

ial
Eq.
po-

in
nly
ce

ex-

by

tip
ext

on-

on
ac-
ace

in
-

10 422 PRB 62SERGEI V. KALININ AND DAWN A. BONNELL
by the experimental results. The potential distribution in
bulk can be found as a solution of Poisson’s equation, wh
in the abrupt junction approximation yields

w~x!5wgb~12x/dsc!
2, ~12!

for x,dsc and the potential at grain boundarywgb is

wgb5
r0dsc

2

2«0«
. ~13!

In order to find the potential above the grain bounda
interface junction the image charge method for a dielec
half-plane is applied:

w~r !5
1

2p«0~«11! S E dr 8
r~r 8!

ur2r 8u
1E ds

s~r 9!

ur2r 9u D ,

~14!

where the volume and surface integrals are taken wi
space-charge layer and at the interface, respectively.
integral is solved in a closed form, however the result
expression has a complicated functional form that is not u
ful for image analysis and is not shown here. Instead
maximal value of potential and the Lorentzian width of t
peak are used to describe the potential behavior far from
surface. As expected, the potential achieves a maxim
above the grain boundary-surface junction and the calcul
potential both within the crystal and above the surface
«54 is shown in Fig. 1~b!. Within the crystal the potential is
almost constant, decreasing only to«/(«11) of its bulk
value at the boundary. Above the surface the potential
cays rapidly. Potential profiles at different heights above
surface are shown in Fig. 2~a!. For tip-surface separationsz
.0.1dsc the potential profile above the junction is well fitte
by the Lorentzian functiony5(2A/p)w/(4x21w2) and the
dependence of the widthw on separation is shown in Fig
2~b!. The line fit is w/dsc50.411.9z/dsc for 0.1,z/dsc

FIG. 2. ~a! Potential profiles at different heights above gra
boundary-surface junction and~b! grain boundary potential and pro
file width for different heights.
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,10, i.e., within the experimentally accessible region fo
typical dsc of order of 100 nm. Therefore, the measured p
tential profile width as a function of tip-surface separati
can be used to determine the size of space-charge layer

The potential above the surface-interface junction fox
50, i.e., the height of potential profile is described by

w~z!5
r0

p«0~«11! F ~dsc
2 2z2!arctanS dsc

z D
1dscz@112 ln~z!2 ln~dsc

2 1z2!#G , ~15!

which yieldsw05w(0)5r0dsc
2 /2«0(«11) for the potential

at the grain boundary-surface junction. The distance dep
dence of the potential is shown in Fig. 2~b!. The relationship
between the potential at the grain boundary in the bulk a
the potential at the junction has the following form:

wgb5
r0dsc

2

2«0«
5

«11

«
f0 . ~16!

This equation implies that for systems with high dielect
constants the potential at the grain boundary-surface junc
directly accessible by scanning probe techniques is alm
equal to that at the grain boundary in the bulk. Unfort
nately, EFM and SSPM imaging at small tip-surface sepa
tions is difficult due to topographic artifacts and imagin
instabilities, while for larger tip-surface separations Eq.~15!
predicts rapid decay of potential. Nevertheless, provided
the potential is a known function of tip-surface separatio
Eq. ~15! can be used to extrapolate the lift height-potent
dependence to obtain the potential at the junction and
~16! can then be used to determine the grain boundary
tential in the bulk. Rewriting Eq.~15! in terms ofw0 anddsc
yields

w~z!5w0

2

pdsc
2 F ~dsc

2 2z2!arctanS dsc

z D
1dscz@112 ln~z!2 ln~dsc

2 1z2!#G . ~17!

Noteworthy is that the potential above the gra
boundary-surface junction is reduced to a function of o
two variables; the potential at the grain boundary-surfa
junction and the width of the space-charge layer. As
pected, Eq.~17! is homogeneous inz/dsc since it is the only
length scale in the problem. Fitting the experimental data
Eq. ~17! yields w0 and dsc. Both EFM and SSPM provide
information about the electrostatic forces acting on the
rather than about the actual potential. Therefore, in the n
two sections the forces acting on the tip and their relati
ship with EFM and SSPM signals are considered.

C. EFM imaging of grain boundary

To quantify the EFM data the grain boundary contributi
to the force gradient must be included in the overall inter
tion. The total force between the biased tip and the surf
can be written as
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F~z!5
dC~z!

dz
DV21E ]wgb

]n
~s tip1s ind!dStip , ~18!

where the first term is the capacitive force,Fcap(z), dis-
cussed in Sec. II A and the second term is a contribution
to the Coulombic interaction of grain boundary charges w
the metallic tip,Fq(z). s tip is the surface charge density o
the tip in the absence of a grain boundary,s ind is the image
charge density induced by grain boundary charges, andn is
the normal vector to the tip surface. Assuming that the s
ond term in Eq.~18! is much smaller than the first, i.e., th
grain boundary contribution to the EFM signal is sma
s ind!s tip , the charge state of the tip is not influenced by t
grain boundary. This justifies the use of the line cha
model to describe the Coulombic interaction between
grain boundary and the tip and the second term in Eq.~18!
becomes

E ]wgb

]n
s tipdStip5E

d

L

l tipwgb8 dz'l tipwgb~d!, ~19!

since wgb(z) rapidly decays with tip-surface separatio
From Eqs.~9a!, ~11!, and ~19! the capacitiveFcap(z), and
CoulombicFq(z), components of the force are

Fcap~h!5
4p«0V2

b2 lnS L

4hD ~20a!

and

Fq~h!5
4p«0V

b
wgb~ah!. ~20b!

The force gradients proportional to the frequency shift m
sured in EFM are

dFcap

dz
5

4p«0V2

b2

1

h
, ~21a!

dFq

dz
5

4p«0Va

b
wgb8 ~ah!. ~21b!

The spring constant that relates the experimentally de
mined frequency shift and force gradient@Eq. ~1!# is usually
unknown and depends strongly on cantilever propert
However, the ratio of frequency shift at the grain bounda
to that of the surface is independent of cantilever proper
and is equal to

Fq8

Fcap8
5

ab

V
hwgb8 ~ah!. ~22!

From Eq.~17! the gradient of grain boundary potential ca
be found as

wgb8 ~z!5w0

2

pdsc
2 F24z arctanS dsc

z D
12dsc@212 ln~z!2 ln~dsc

2 1z2!#G . ~23!

By fitting the measured ratio with the function
e
h

c-

,
e
e
e

-

r-

s.
y
s

F ratio5
Fq8

Fcap8
5

A

pdsc
2 zF4az arctanS dsc

azD
22dsc@212 ln~az!2 ln~dsc

2 1a2z2!#G , ~24!

whereA anddsc are now fitting parameters anda is given in
Eq. ~8b!, both the space-charge layer widthdsc and potential
at the grain boundary-surface junctionw0 can be extracted a

w05
AV

A11tan2 u
H lnS 11cosu

12cosu D J 21

, ~25!

whereu is tip half-angle. The width of the EFM profile pro
vides an independent measurement ofdsc.

D. SSPM imaging of grain boundaries

Quantification of SSPM contrast is treated similar to th
for EFM contrast, using the line charge description of the
The electrostatic force between the tip and the surface
described by Eqs.~11! and ~18! and the first harmonic of
capacitive force is

F1v
cap5

4p«0Vac~Vdc2Vs!

b2 lnS L

4hD , ~26!

whereVs is the effective surface potential originating fro
intrinsic surface states or adsorbates. The first harmoni
Coulombic force is

F1v
q 54p«0VacH lnS 11cosu

12cosu D J 21

wgb~hA11tan2 u!.

~27!

During the measurement a feedback loop nullifies the fi
harmonic of the force; however, under typical operating co
ditions it is reduced to some small, but finite valued̃ depen-
dent on circuit parameters.31 Thus, during SSPM imaging the
observed signal satisfies the condition

F1v
S 5F1v

q 1F1v
cap5 d̃. ~28!

Substituting Eqs.~26! and~27! in Eq. ~28! the first harmonic
of the force is

Vac~Vdc2Vs!

b
lnS L

4hD1Vacwgb~ah!5d, ~29!

where

d54p«0 lnS 11cosu

12cosu D d̃ ~30!

depends on the geometric properties of the tip but not on
tip-surface separation. The cantilever contribution to the to
electrostatic force can be assumed to be distance inde
dent, since the effective cantilever-surface separa
~;10–15mm! is much larger than the tip-surface separati
~,1 mm! and leads to a higher value of the parameterL in
Eq. ~29!. From Eq. ~29! the nulling potential measured i
SSPM is
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Vdc5Vs2b
wgb~ah!

ln~L/4h!
1

d

Vacln~L/4h!
. ~31!

The average image potential far from the boundary is

Vdc5Vs1
d

Vacln~L/4h!
. ~32!

In ideal SSPM imaging the nulling voltage is equal
surface potential and does not depend on tip-surface cap
tance and driving voltage. This corresponds tod50 in Eq.
~31!, i.e., ideal feedback. For a realistic system, however,
~31! predicts a nulling voltage~SSPM signal! dependence on
tip-surface separation and driving amplitude. The deviat
of feedback from ideality and the tip geometry are thus
scribed by a single parameterd. The potential contrast due t
the grain boundary is then the difference ofVdc above the
boundary and far from the boundary

DVdc5b
wgb~ah!

ln~L/4h!
. ~33!

Provided that experimental SSPM contrast follows Eq.~32!,
i.e., feedback error is described by single parameterd and
grain boundary potential is independent of driving voltage
suggested by Eq.~33!, fitting the experimentally determine
distance dependence of potential amplitude at the g
boundary by the function

C~z!5
bw0

c2 ln~z!

2

pdsc
2 F ~dsc

2 2a2z2!arctanS dsc

azD
1adscz@112 ln~az!2 ln~dsc

2 1a2z2!#G , ~34!

where c, dsc, and w0 are fitting parameters anda and b
parameters defined by Eqs.~8b! and ~9b!, can be used to
extract the space-charge widthdsc, and the potential at the
grain boundary-surface junctionw0 . The parameterc
5 ln(L/4) is related to the tip and cantilever geometry.

Thus, EFM and SSPM provide two independent meth
to determine the grain boundary potential and deplet
width; one based on force gradient measurements, one b
on nulling force measurements. Analysis of both EFM a
SSPM data will provide quantitative information about t
SrTiO3 grain boundaries.

III. EXPERIMENTAL PROCEDURES

In order to relate the grain boundary properties to atom
configuration, an interface with a known structure was us
Nb-dopedS5 SrTiO3 bicrystals~0.5 wt %! were produced by
diffusion bonding. Numerous high resolution transmiss
electron microscopy studies on similar bicrystals have sho
that the interfaces are atomically abrupt, with no impur
segregation.65,66Scanning probe studies indicate the prese
of pores at the interface. A 1031030.5-mm3 crystal, dark
blue due to the donor doping, is sectioned such that the g
boundary is perpendicular to the~100! surface. The grain
boundary can be easily detected by means of transmis
optical microscopy as a dark blue~almost black! line on the
lighter background perpendicular to the edge of the crys
ci-
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Topographic features were used as markers to determine
position of grain boundaries in the EFM and SSPM measu
ments; very often a wedgelike divot is associated with
grain boundary-crystal edge junction. Prior to imaging t
crystal was repeatedly washed with ethanol, acetone, and
tilled water.

The AFM, EFM, and SSPM measurements were p
formed on a commercial instrument~Digital Instruments Di-
mension 3000 NS-III! with metal coated tips (l'225mm,
resonant frequency;70 kHz!. SSPM measurements wer
performed from 0 to 1.5mm above the surface; EFM mea
surements were performed from 20 to 200 nm above
surface. The scan rate varied from 0.2 to 0.5 Hz. The driv
voltage dependence of surface potential observed by SS
saturates at driving voltage;1–2 V for the lift heights of
interest; therefore,Vac was chosen to be.5 V. To reduce the
effect of drift the images were acquired with the gra
boundary oriented along the slow scan axis. Topographic
EFM images were processed by line flattening.67 SSPM im-
ages were processed only by a constant background sub
tion. Force gradient and potential profiles were obtained
averaging the flattened EFM and unprocessed SSPM im
along the slow scan axis. A generic feature of SSPM is few
imaging artifacts due to topography~Fig. 3!. The use of a
low dc bias voltages contributes to higher image stabil
Also, detection in SSPM implies a much smaller tip oscil
tion amplitude than that in topographic or EFM imagin
From a direct comparison of the signal from the photodio
in the main scan line and noncontact scan line the charac
istic oscillation amplitude during potential detection is,1
nm depending on feedback circuit parameters.68 Thus, for
flat surfaces imaging is possible at very small tip-surfa
separation.

IV. RESULTS

The experimental force and force gradient measurem
of the grain boundary in Nb-dopedS5 SrTiO3 bicrystals are
shown in the following order. In Sec. IV A surface topogr
phy, surface potential and force gradient in the vicinity of t
grain boundary are presented. The bias and lift height dep
dencies of force gradient~EFM! images are analyzed in Se
IV B; the influence of feedback parameters and the lift hei
dependence on the SSPM images is discussed in Sec. I

A. AFM, EFM, and SSPM imaging

The surface topography, surface potential, and force g
dients of the grain boundary-surface intersection are co
pared in Fig. 3. The surface is extremely flat with rms roug
ness,1 nm and a number of spots due to contaminat
Pores with diameters of;100–200 nm are distributed non
uniformly along the interface. This observation suggests t
the pores exist in the bulk as well and contribute to the
tical contrast of the grain boundary. Similar observations
pores at SrTiO3 bicrystal interfaces are reported by oth
groups.69 The surface potential measured 50 nm above
surface exhibits a sharp protrusion associated with the g
boundary, Fig. 3~b!. The halfwidth of the broad potentia
feature is;1.5mm. Superimposed on this contrast is a mu
narrower and larger amplitude feature of halfwidth;200 nm
localized at the grain boundary. The force gradient ima
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FIG. 3. ~a! Topography of Nb-doped 36.8° SrTiO3 bicrystal in the vicinity of grain boundary,~b! SSPM image of the same region, an
~c! EFM ~force gradient! images at tip biasVtip55 V andVtip525 V. Range is~a! 5 nm, ~b! 20 mV, and~c!,~d! 2 Hz.
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acquired with15 and25 V tip bias are shown in Figs. 3~c!
and 3~d!. The grain boundary is again associated with a f
ture of halfwidth;1.5mm. The contrast in the force gradien
image reverses with tip polarity, indicative of a domina
Coulombic contribution to the interaction.

B. Bias and distance dependence of EFM image

To quantify the bias dependence of capacitive force
average frequency shift due to the surface, defined as
image average of the unprocessed image, is analyzed by
~1! and ~21a!. The difference between the maximum fr
quency shift at the grain boundary and the frequency shift
from the grain boundary is referred to as the grain bound
frequency shift. In order to improve the estimates for lar
separations, force gradient profiles were fitted by a Loren
ian function. The bias dependence of the average freque
shift and grain boundary frequency shift are compared
Fig. 4. As expected, the average frequency shift is a p
bolic function of bias voltage,Dv im5Dv01a(V2Vs)

2,
where Dv im is the total frequency shift,Dv0 is the fre-
quency offset,Vs is the potential offset, anda is a propor-
tionality constant~Table I!. The potential offsetVs is related
to the existence of a double layer due to intrinsic surfa
states or adsorption as well as to the work function differe
between the tip and the surface. The frequency offsetDv0
-

t

e
he
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r
ry
e
z-
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e
e FIG. 4. ~a! Total frequency shift~image average! and ~b! fre-
quency shift due to grain boundary as a function of tip bias.
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TABLE I. EFM bias-dependence fitting parameters.

Lift height ~nm! Dv0 (Hz) Vs (mV) a (Hz/V2) Slope~Hz/V!

26 219.660.2 11765 210.460.1 0.4260.01
56 213.960.1 221663 23.4460.01 0.14060.003
126 215.760.1 218865 20.98660.002 0.04160.001
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'10 Hz is due to drift in the oscillating characteristics of t
cantilever after calibration. The dependence of the gr
boundary frequency shift on bias voltage is shown in F
4~b!. This dependence is linear and intersects the ori
These results indicate that the average force interaction o
nates from a capacitive tip-surface interaction, thus the q
dratic bias dependence. The grain boundary componen
the EFM contrast is linear in tip bias and therefore can
attributed to Coulombic interactions of charges at the gr
boundary with the biased tip@compare Eqs.~21a! and~21b!#.
The magnitude of the former effect is much larger than t
of the latter, in agreement with the assumptions.

The distance dependencies of the average frequency
and the grain boundary frequency shift are shown in Fig. 5~a!
for tip biases of 5 and25 V. For small tip-surface separa
tions the dependence in log-log coordinates is almost lin
with a slope close to unity, in agreement with Eq.~21a!. In
order to take into the account frequency offsetDv0 , the
following fitting function is used:

Dv im5b1
c

z
, ~35!

whereDv im is total frequency shift;b and c are fitting pa-
rameters. For tip biases of 5 and25 V, b57.861.7 Hz, c

FIG. 5. ~a! Fitting the total frequency shift~image average! and
~b! frequency shift due to grain boundary as a function of t
surface separation for tip biases 5 and25 V.
in
.
.
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a-
to
e
n
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ift

ar

562006115 nm/s and b53.263.5 Hz, c56431
6295 nm/s, respectively. The frequency shift can be fou
from Eqs.~1! and ~21a! as

Dv im5
v0

2k

4p«0V2

b2

1

h
. ~36!

Substituting the resonant frequency of the cantileverv0
576.6 kHz, a typical spring constant for the tipk
51 – 5 N/m and a typical tip half-angleu'17°, the fre-
quency shift according to Eq.~36! yields coefficientc equal
to 6400–1290 nm/s, which is in excellent agreement w
our experimental results. From this the cantilever spring c
stant for the probe used is 1 N/m.

The lift height dependence for the grain boundary f
quency shift shown in Fig. 5~b! was also quantified. The
force gradient maxima were fitted by Eqs.~23! and ~25!
yielding A515263, d5229615 nm for V55 V and A
514264, d5217632 nm forV525 V.

From Eqs.~1! and ~21b! the frequency shift for the grain
boundary is

Dvgb5
v0

2k

4p«0Va

b
wgb8 ~ah!. ~37!

Using the same tip parameters, these results yield the po
tial at the grain boundary-surface junction as 30–140 m
Using the spring constant derived from the total frequen
shift-distance analysis, the potential at the grain bounda
surface junction is;30 mV.

Finally, the cantilever-dependent constant in Eq.~1! can
be eliminated by taking theratio of experimentally observed
grain boundary frequency shift and total frequency shift. T
ratio and the fit by Eq.~24! are shown in Fig. 6. Using tip
parametersu'17°, a'1.04,b'4.1, the depletion width is
240 nm and the potential at grain boundary-surface junc
is 29 mV.

-
FIG. 6. Fitting the ratio of frequency shift due to grain bounda

to total frequency shift as a function of tip-surface separation for
biases 5 and25 V.
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C. Driving amplitude and distance dependence
of SSPM image

Quantification of SSPM data is done similarly to that
EFM data, i.e., average image potential and potential dif
ence between the grain boundary and the rest of the im
were determined. Both driving voltage and tip-surface se
ration dependencies were measured. According to Eq.~3!,
surface potential measured by SSPM should be indepen
of bias voltage. In practice, however, the nonideality of t
feedback loop results in 1/Vac dependence on driving ampl
tude as shown in Eq.~31!. Thus, the average image potent
Vav is fit by Vav5Vs1B/Vac, whereVs is surface potentia
andB is a fitting parameter@compare Eq.~31!#. The results
are summarized in Table II and illustrated in Fig. 7~a!. Note-
worthy is that the measured potential amplitude due to
grain boundaryDVgb is virtually Vac independent above 2 V
as seen in Fig. 7~b!. At low driving voltages there is consid
erable noise and possibly a small increase in potential. H
ever, this effect does not exceed;2–4 mV, while the depen-
dence of the average image potential@see Fig. 8~a!# indicates
a strong driving voltage dependence. This observation
plies that grain boundary potential amplitudes obtained
SSPM are relatively insensitive to imaging conditions a
Eq. ~34! can be used to describe potential-distance relat
i.e., the third term in Eq.~31! is indeed irrelevant to observe
grain boundary potential amplitudes. This demonstrates
system parameters that strongly influence the absolute v
of measured surface potential do not alter measured pote
variations.

The distance dependence for different driving voltage
shown in Fig. 8~a!. These results are in a qualitative agre
ment with Eq.~32!, i.e., Vdc is higher for small driving volt-
ages. Of course, the range of the data exceeds that o
assumptions; however, the results seem to demonstra
driving voltage dependence of the average surface poten
In contrast, the distance dependence of grain boundary
tential is independent of driving voltage as shown in F
8~b!. The noise is significantly higher for low driving volt
ages. The grain boundary potential-distance dependenc
ted by Eq. ~34! is shown in Fig. 9. Depletion width an
potential at the grain boundary-surface junction determi
from these data are 147621 nm and 2864 mV, respectively.
Note the excellent agreement with the properties obtai
from the quantification of EFM measurements despite
difference in imaging mechanism and analysis. From the
we also estimate that the parameterc'8.860.7 is close to
the ideal valuec'8 for the real tips. The larger value ofc in
the measurement is consistent with a contribution of can
ver to the electrostatic force.

TABLE II. Driving voltage dependence of SSPM image ave
age.

Lift height ~nm! Vs (mV) B5d ln(L/4h)

10 28962 8561
30 214763 10362
50 211763 13563
0 323612 12263
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V. DISCUSSION

The origins of grain boundary potential can be addres
within the context of these results by considering the mag
tude and bias dependence of the measured potential a
lated to the structure of the grain boundary. When viewed
cross section, looking at the~100! plane, the atomic structure

FIG. 7. ~a! Dependence of characteristic surface potentials
driving voltage for different lift heights~only three curves are
shown! and ~b! average potential barrier height as a function
driving voltage for different lift heights.

FIG. 8. ~a! Dependence of average surface potentials on
height in the interleave mode for different driving voltages and~b!
average potential barrier height as a function of lift height for d
ferent driving voltages.
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of the S5 boundary consists of two alternating pentago
oxygen structural units containing two Sr columns and t
Ti columns, respectively. In both units the cation positio
are half occupied, forming a grain bounda
reconstruction.65,70,71 If the requisite number of oxygen a
oms reside at the grain boundary, it is stoichiometric a
neutral in terms of formal charge. In this case the bound
potential can arise from local dielectric constant variation
local redistribution of charge density. If the grain bounda
is oxygen deficient, then the Ti will be partially reduced a
the interface carries formal charge compensated by free
riers in an adjacent depletion region.

Contrast reversal in the force gradient with bias indica
the presence of a nonuniform charge distribution in the
cinity of the grain boundary, rather than a variation of effe
tive dielectric constant. The latter possibility would alter t
‘‘apparent’’ grain boundary potential but not reverse t
sign. A local dielectric constant variation would also produ
a deviation from linearity in the bias dependence, which
not observed in Fig. 4~b!. Therefore, any local variation in
dielectric constant makes a negligible contribution to
measured boundary potential. Further confirmation of
presence of charge comes from the fact that tip parame
extracted from these analyses are in excellent agreement
each other and with the properties of actual tip.

Quantification of both the EFM and SSPM results lead
a depletion width ofdsc'200 nm and a potential offgb
'30 mV for this grain boundary. From Eq.~13! the volume
charge density is 4.03103 C/m3 and interface charge densit
is 1.631023 C/m2, or carrier concentrations are 2
31016cm23 and 5.031011cm22, respectively. If the grain
boundary is considered to be a single plane, this charg
equivalent to one oxygen vacancy every 10 000, which is
extremely small number. In certain well-defined gra
boundaries with different crystallographic structure, interfa
potentials on the order of 300–400 mV have been de
mined by SSPM.72 Even at these potentials the implied i
terface defect concentration is so low as to be at the detec
limit of current imaging tools. However, recent localized e
ergy loss spectroscopy as well as calculations provide
dence of reduced Ti in the boundary core structure.20,73

Grain boundary properties have been measured on Sr3
bicrystals by bulk techniques, for example electron holog
phy, high temperature transport, or impedan
spectroscopy.22,66 In certain cases where comparisons we
made on very similar crystals, EFM/SSPM yields values
interface potential close to those from ionic transport m

FIG. 9. Fit of potential barrier height determined by SSPM a
function of lift height.
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surements, i.e., the grain boundary potential at the surfac
the same as that in bulk.72 In the present case, however, th
grain boundary potential at the surface is substantially low
than that expected in the bulk. The self-consistency of
results presented here provide strong support for the vali
of the EFM and SSPM measurements. Thus, the g
boundary potential at the surface in this case may actually
lower than in the bulk or the crystal may differ from thos
used in the studies that determined the ‘‘expected’’ value
lower potential at the surface could result from damage
surface adsorption. A small variation in thermal histo
would alter the bulk grain boundary properties.

One of the significant advantages of scanning probe
that the potential distribution is imaged in real space and
details can be examined. In this regard the origins of
abnormal width of the grain boundary potential feature
mains unresolved. The space-charge depth was quant
from analysis of the distance dependence of amplitudes
potential contrast, thus eliminating the tip broadening effe
However, the width of the observed grain boundary contr
~;1.5 mm! is much larger than the depletion width obtain
from distance dependencies~;200 nm! and, as suggested b
finite element modeling, cannot be accounted for by
shape effects.30,74 Also note that the potential distribution i
nonuniform within the broad feature~Fig. 3!, exhibiting a
narrow peak with the ‘‘correct’’ shape superimposed on
wide asymmetric region. The origins of the asymmetric fe
ture may include surface mobile charges,32 composition gra-
dients, or stress-induced dislocation redistribution, perh
exacerbated by surface reactivity. Indeed, adsorption
charged impurities in the vicinity of the grain bounda
would result in a decrease of absolute potential amplitu
and an increase of the apparent size of the grain bound
This explanation also accounts for the unusual shape of
potential and force-gradient feature at the grain boundary
is also possible that the mesoscopic defects~pores! at the
interface and related stresses or trapped charges cause
tential gradient that is superimposed on the intrinsic gr
boundary response. A similar interpretation was given
Hsu69 to explain near field optical measurements.

Finally, the self-consistency of the properties from EF
and SSPM calculations and the accuracy to which the
parameters extracted from the model reflect the actual
verify the validity of the theoretical model. TheVac depen-
dence of SSPM contrast verifies that assumptions made
the analysis of distance dependence of effective grain bou
ary potential are also correct. One reason that the mo
works so well is that the equipotential description of the
allows for the actual tip shape. For different tip shapes,
voltage and distance dependencies will still yield gra
boundary potentials and widths. The tip shape parame
extracted from the data would then reflect the new tip sha
The accuracy does not depend on whether the tip adopt
accommodating shape such as a cone or sphere. The
tions for sample inhomogeneity presented here pertain
plane of charge intersecting a surface, but can be easily
tended to any localized charge distribution in a dielectric

VI. CONCLUSION

An analytical approach for the quantification of EFM an
SSPM data for the systems with potential inhomogenei

a
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has been developed in order to determine the interface
tential in a donor-dopedS5 SrTiO3 grain boundary. The
voltage dependencies of the electrostatic force gradient
surface potential verified the solutions and the distance
pendencies of force gradient and potential were used to
termine the potential at the grain boundary-surface junc
and the depletion width. Both measurements yielded vi
ally the same properties despite the different imaging mec
nisms. The interface potential is shown to result from lo
charge rather than from the local variation in dielectric co
stant. The amount of charge implied by and interface pot
o-

nd
e-
e-
n

u-
a-
l
-
n-

tial of 30 mV would render detection of associated defe
impossible, but it should be noted that these results may
mediated by surface adsorption and therefore represe
lower limit of a true grain boundary potential.
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