
RAPID COMMUNICATIONS

PHYSICAL REVIEW B 15 JUNE 2000-IIVOLUME 61, NUMBER 24
Understanding reflectance anisotropy: Surface-state signatures and bulk-related features
in the optical spectrum of InP„001…„2Ã4…
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A detailed analysis based onfirst-principles calculations with self-energy corrections is combined with
photoemission spectroscopy to determine the origin of features observed in reflectance anisotropy spectroscopy
~RAS! at semiconductor surfaces. Using the InP(001)(234) surface as a model case we obtain quantitative
agreement between slab calculations and low-temperature RAS measurements. We find the contributions to the
anisotropy signal related either directly to surface states or to transitions between surface perturbed bulk wave
functions. Our results demonstrate the high sensitivity of RAS to the surface structure and chemistry and show
that the absorption processes causing the anisotropy signal take place in the uppermost few atomic layers of the
substrate.
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Reflectance anisotropy~difference! spectroscopy~RAS/
RDS! is a versatile and powerful tool for monitoring surfa
processes in various environments.1 Much work has been
dedicated to clarifying the origin of the reflectance anis
ropy. More than a decade ago it was shown that the ani
ropy may be related to electronic surface states.2 Aspnes and
Studna3 discriminated between two types of RAS comp
nents: ‘‘intrinsic’’ contributions from surface effects on bu
states and ‘‘extrinsic’’ contributions related to the surfa
structure. The latter are particularly interesting from surfa
science as well as from technological points of view, as th
allow to correlate atomic surface structure and optical ani
ropy.

The usual theoretical approach to study RAS on a mic
scopic scale employs slab calculations, where the surfac
modeled by a few atomic layers. These calculations, h
ever, often fail to reproduce the measured data satisfacto
This is mainly due to~i! convergence problems caused
the numerical expense required for calculations of surf
optical properties, and~ii ! the difficulty to account for the
many-particle effects in the spectra in an efficient yet ac
rate manner. Recent attempts to overcome these prob
include a combination offirst-principles total energy with
PRB 610163-1829/2000/61~24!/16335~4!/$15.00
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tight-binding electronic structure calculations,4 the applica-
tion of a scissors operator,5 and a linear parametrization o
the quasiparticle shifts with respect to the surface locali
tion of the corresponding electronic states.6 The difficulty in
theoretical modeling are partially responsible for an ongo
and controversial debate7 about the physical mechanisms r
sponsible for the reflectance anisotropy. Alternative expla
tions of the surface optical anisotropy were put forward.
dynamic photon-induced localization of the initial and fin
states over the range of the penetration depth of light
several hundred Angstroms was suggested to account fo
isotropy signals close to the bulk critical point~CP!
energies.8 In Ref. 9 another long-range effect, the quenchi
of bulk-state wave functions near the surface, was made
sponsible for the appearance of peaks at bulk CP energie
the surface spectra. Obviously, the full exploitation of t
technological potential of RAS requires to clarify the orig
of the anisotropy signal and renders its accurate theore
modeling a much needed and challenging task.

We combine ab initio calculations that include self
energy corrections with angle resolved photoemission sp
troscopy ~ARPES! and low-temperature RAS to achieve
thorough understanding of the anisotropy spectrum of
R16 335 ©2000 The American Physical Society
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In-rich InP(001)(234) surface. We will show that both in
trinsic and extrinsic contributions appear in the RAS and
accessible to well-converged slab calculations. Surface s
signatures in the spectrum, not addressed by the absor
mechanisms proposed in Refs. 8 and 9, are identified
traced to specific surface bonds.

The atomic10,11 and electronic structure12,13 of the In-rich
InP~001! surface is well understood. Mixed In-P dimers o
ented along@ 1̄10# terminate the surface~Fig. 1!. In-In bonds
along@110# form in the second layer. The RAS and ARPE
experiments discussed in the following were performed
homoepitaxial InP~001! layers grown by metal-organic vapo
phase epitaxy~MOVPE!. The uncontaminated samples we
transferred after growth to different ultra high vacuu
~UHV! analysis chambers for surface characterization.14 The
(234) reconstructed, In-terminated surfaces were either
pared by annealing the samples in UHV or directly
MOVPE growth.15

Results for the optical anisotropy measured at 300 and
K are shown in the lower part of Fig. 2. The room tempe
ture data agree with earlier findings:16 There is a strong nega

FIG. 1. Top view of the In-rich InP(001)(234) surface recon-
struction. Empty ~filled! circles represent In~P! atoms. Large
~small! symbols indicate positions in the first and second~third and
fourth! atomic layers.

FIG. 2. RAS spectra@Re$(r [1̄10]2r [110])/^r &%# for the In-rich
InP(001)(234) surface. Calculated spectra are shown as obta
within DFT-LDA and GWA. Measurements were performed at 3
and 25 K. Bulk CP energies and surface-related features are
cated.
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tive anisotropy around 1.8 eV and further features app
close to theE1 andE08 CP energies and between them~de-
notedA). As expected, the features in the low-temperat
spectrum are blue-shifted with respect to the 300 K meas
ment, and sharpened. The negative anisotropy at low e
gies splits into peaks at 1.9, 2.1, and 2.6 eV~denotedS1, S2
andS3).

In a previous theoretical study on InP~001! ~Ref. 17! the
measured RAS was roughly reproduced. However, the
structure was not resolved and the energetic positions
particular of the high-energy features, were not in acc
dance with experiment. We address these issues in
present calculation by using a much denserk-point mesh and
including self-energy effects that were formerly ignored.
detail, we start from first-principles pseudopotential calcu
tions using density-functional theory in the local-density a
proximation ~DFT-LDA!. To deal efficiently with the large
surface unit cell and the many states required for the ca
lation of the dielectric function we use a massively para
real-space finite-difference method.18 A multigrid technique
is used for convergence acceleration. The surface is mod
by a periodic supercell containing 12 atomic layers, the b
tom layer saturated with pseudohydrogens, and a vacu
region equivalent to eight layers. The 10 upper layers of
slab were relaxed until all calculated forces were below
meV/Å. Thek-point sampling corresponds to 1024 points
the (131) surface Brillouin zone~SBZ!. Further details of
the DFT-LDA calculations are the same as in Refs. 17 a
19.

The inclusion of self-energy effects, neglected in DF
LDA, requires the replacement of the LDA exchange a
correlation potential by the nonlocal and energy-depend
self-energy operatorS(r ,r 8;E) ~see, e.g., Ref. 20!. Even in
the lowest, so-called GW approximation~GWA!, whereS is
expressed as convolution of the single-particle propagatoG
and the dynamically screened Coulomb interactionW, its
calculation is a formidable task, in particular for the lar
number of states entering the surface dielectric functi
Therefore, we introduce further approximations and us
model dielectric function21 to calculateW. The local-field
effects are approximated by the dependence of the diele
function on the local charge density and a single plasm
pole approximation accounts for the energy dependence~see
Ref. 21 for details!. This approach allows the calculation o
the quasiparticle shifts for all electronic states and at all c
sideredk points. In the case of bulk InP it opens theE0 gap
at Ḡ from 0.9 eV in DFT-LDA to 1.4 eV. The transition
energiesE1 andE08 are shifted from 2.5 to 3.2 eV and from
4.2 to 5.0 eV, respectively. These values are in good ag
ment with theE0 , E1 andE08 energies of 1.4, 3.3 and 4.8 e
measured at 30 K.22 Our GW model requires the input of th
dielectric constante` . The inaccuracies caused by the use
the bulk dielectric constant for surface GW calculation
however, are very small.23 Following Del Sole,24 the elec-
tronic structure obtained in DFT-LDA/GWA is then finall
used to calculate the optical anisotropy.

The resulting spectra are shown in the upper part of F
2. For low photon energies we obtain two pronounced ne
tive peaks~denotedS1/2 andS3). In the high-energy region
features appear close to theE1 andE08 energies. In between
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a structureA occurs. Together they form a characteris
‘‘three-buckle’’ shape. Separating spatially the contributio
to the optical anisotropy from different slab regions,17,19 we
find thatS1/2 andS3 originate entirely from the uppermost
atomic layers. This is consistent with experiment, as
measured negative anisotropy for low energies is extrem
stoichiometry dependent and therefore surface related.16 The
features at the CP energies arise from transitions betw
bulk-like electronic states that are perturbed by the surfa
This holds also forA, which is mainly caused by transition
involving the bulk bonds down to nine layers below the s
face. In earlier calculations17,19 we have shown that thes
high-energy features are rather insensitive to the atomic
face structure, which agrees with experiment,16 where
changes in the surface conditions had very little effect on
three-buckle shape.

The major experimental features are qualitatively rep
duced in the DFT-LDA calculations, although at much low
photon energies. The improvedk-point sampling resolves
the S1/2 andS3 features. Inclusion of self-energy effec
shifts the peak positions non-uniformly to higher energi
aligning them with experiment within a few tenths of an e
The shifts for the bulk related features are between 0.7
1.0 eV, somewhat larger than the shifts of 0.4–0.5 eV for
surface peaks. The changes of the line shape due to
energy effects distinctly improve the agreement with exp
ment.

In order to trace the origin of the surface-related aniso
pies in detail, we analyze our ARPES data~Fig. 3! using the
calculated electronic structure. We find several weakly d
persing surface bands close to the bulk valence band m
mum ~VBM !. A strong surface resonance shows up
20.9 eV and another one is found at21.5 eV. These obser
vations agree with our calculations. Calculated energies
near-gap surface states~see the right panel of Fig. 4! are
given in Table I. We find four partially bound surface stat
V1 –4, close to the VBM.V1 is formed by the bonds be
tween first and second-layer cations,V2 corresponds to the P
dangling bond at the mixed dimer andV3 arises from the
second-layer In-In bonds at the anion site of the mix

FIG. 3. Valence band spectra of InP(001)(234) taken at a
photon energy of 21.4 eV alongḠ-J̄. Labeled surface states refer
Table I. The binding energy is given with respect to the VBM.
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dimer. V4 is complementary toV3 and comparatively
weakly localized at the second-layer cations at the cation
of the mixed dimer. The latter two states are degenerate w
bulk bands for most parts of the SBZ~see also Ref. 12!. In
addition, there are surface resonances. The strongly loca
mixed-dimer bond,V5, forms a very flat band at about
20.8 to 20.9 eV. The bonds between the uppermostP and
the second-layer In atoms,V6, disperse in energy betwee
21.3 and21.6 eV. The lowest unoccupied surface stat
C1 –3, correspond to empty dangling bonds localized at
surface cations.C1 is also localized at the mixed dimer~see
also Fig. 5 in Ref. 17!. Its energy agrees with the availab
inverse photoemission data.13

In order to gain an intuitive understanding of the optic
anisotropy, we investigated the existence of surface s
‘‘signatures’’ by calculating the RAS due to transition
within pairs of the above identified surface states. We fi
that some of these transitions give rise to pronounced an
ropy features, the superposition of which nearly accounts
the entire surface contribution to the spectrum. Figure
shows the calculated contribution to the RAS from tran
tions involving V1 –5 andC1 –3. The strongest anisotrop
contribution~at 2.0 eV! comes from the bonds between firs
and second-layer cations,V1. The strongly surface-localize
P dangling bond,V2, on the other hand, contributes on
weakly. There are also anisotropies due to transitions
tween the second-layer In-In bonds,V3 and V4, and the
empty In dangling bondsC1 and C2/3. We calculate the
corresponding peak positions at 2.2 and 2.6 eV, respectiv
Finally, a positive anisotropy feature at 2.4 eV is caused
transitions related to the mixed-dimer bondV5. The above
analysis provides a complete understanding of the sur
features of the optical anisotropy:S1 is caused by the bond
between first- and second-layer cations.S2 arises from tran-
sitions mainly involving the second-layer In-In bonds. T
symmetry break induced by the mixed dimer on the In
bonds of the second atomic layer together with the dim

FIG. 4. Left: Calculated RAS due to transitions between spec
surface states as indicated. Right: Orbital character of the co
sponding states atK̄ ~spacing 1023 Bohr23).
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TABLE I. Surface state energies~in eV! at high-symmetry and specialk points with respect to the VBM
calculated in GWA. Only clearly surface localized states (ucumax

2 >231023 Bohr23) are considered.

V6 V5 V4 V3 V2 V1 C1 C2 C3

Ḡ 21.6 20.9 20.3 20.2 1.5 2.2

K̄ 21.4 20.9 20.4 20.2 20.1 0.2 2.1 2.3 2.5

(0.5J̄,0.25J̄8) 20.7 20.7 20.1 0.0 1.6 1.9 2.0

(0.5J̄,0.75J̄8) 20.8 20.2 20.1 0.1 1.9 2.1 2.2
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bond itself are responsible forS3. Although an interpretation
of RAS based entirely on the orientation of surface bon
may be misleading,4,5 in the present case the numeric
analysis is consistent with such a picture: Assuming a lar
polarizability along the bond direction, negative anisotrop
are expected for the In-In bonds, oriented along@110#, and
positive features for the dimer bond, oriented along@ 1̄10#.

The calculated RAS in GWA reproduces the overall e
perimental data very well, but still deviates in some deta
These discrepancies are related to numerical limitations
the present calculation the distinct contributions fromV1 and
V3 at 2.0 and 2.2 eV are not resolved. Instead, we obtain
relatively broad minimum at 2.1 eV, due to the finite ener
broadening necessary to account for the still limited num
of wave vectors used to sample the SBZ. Furthermore,
LDA-like treatment of local-field effects in our GW mode
only approximates the surface screening. Electron-hole in
action and spin-orbit coupling are left out completely. T
latter is likely to affect the line shape in particular at the bu
CPs. Finally, the calculations are performed for an ideal s
face, neglecting the observed defects and dom
boundaries.10
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In conclusion, using InP(001)(234) as a model case, w
have shown that all features seen in RAS spectra can
identified and quantitatively well described by slab calcu
tions which take the electronic transitions within the upp
most atomic layers of the substrate into account. Both
measured extrinsic as well as the intrinsic spectral featu
are reproduced without any need to invoke longe-range
fects such as photon-induced localization or quenching
bulk states. Extrinsic anisotropy features were explained
terms of transitions involving specific surface bonds, a
‘‘intrinsic’’ anisotropies at higher photon energies were a
signed to subsurface transitions between surface pertu
bulk-like states. Inclusion of self-energy effects and usin
very densek-point mesh lead to a very good agreement b
tween calculation and experiment.
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