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Understanding reflectance anisotropy: Surface-state signatures and bulk-related features
in the optical spectrum of InP(001)(2X4)
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A detailed analysis based dirst-principles calculations with self-energy corrections is combined with
photoemission spectroscopy to determine the origin of features observed in reflectance anisotropy spectroscopy
(RAS) at semiconductor surfaces. Using the InP(00X @) surface as a model case we obtain quantitative
agreement between slab calculations and low-temperature RAS measurements. We find the contributions to the
anisotropy signal related either directly to surface states or to transitions between surface perturbed bulk wave
functions. Our results demonstrate the high sensitivity of RAS to the surface structure and chemistry and show
that the absorption processes causing the anisotropy signal take place in the uppermost few atomic layers of the
substrate.

Reflectance anisotropydifference spectroscopy(RAS/ tight-binding electronic structure calculatichshe applica-
RDS) is a versatile and powerful tool for monitoring surface tion of a scissors operatdrand a linear parametrization of
processes in various environmehtdluch work has been the quasiparticle shifts with respect to the surface localiza-
dedicated to clarifying the origin of the reflectance anisot-tion of the corresponding electronic stafeBhe difficulty in
ropy. More than a decade ago it was shown that the anisotheoretical modeling are partially responsible for an ongoing
ropy may be related to electronic surface statAspnes and and controversial debdtabout the physical mechanisms re-
Studnd discriminated between two types of RAS compo- sponsible for the reflectance anisotropy. Alternative explana-
nents: “intrinsic” contributions from surface effects on bulk tions of the surface optical anisotropy were put forward. A
states and “extrinsic” contributions related to the surfacedynamic photon-induced localization of the initial and final
structure. The latter are particularly interesting from surfacestates over the range of the penetration depth of light of
science as well as from technological points of view, as theyeveral hundred Angstroms was suggested to account for an-
allow to correlate atomic surface structure and optical anisotisotropy signals close to the bulk critical poifiCP)
ropy. energied In Ref. 9 another long-range effect, the quenching

The usual theoretical approach to study RAS on a microof bulk-state wave functions near the surface, was made re-
scopic scale employs slab calculations, where the surface gponsible for the appearance of peaks at bulk CP energies in
modeled by a few atomic layers. These calculations, howthe surface spectra. Obviously, the full exploitation of the
ever, often fail to reproduce the measured data satisfactorilyechnological potential of RAS requires to clarify the origin
This is mainly due ta(i) convergence problems caused by of the anisotropy signal and renders its accurate theoretical
the numerical expense required for calculations of surfacenodeling a much needed and challenging task.
optical properties, andii) the difficulty to account for the We combineab initio calculations that include self-
many-particle effects in the spectra in an efficient yet accuenergy corrections with angle resolved photoemission spec-
rate manner. Recent attempts to overcome these problem®scopy (ARPES and low-temperature RAS to achieve a
include a combination ofirst-principles total energy with  thorough understanding of the anisotropy spectrum of the
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tive anisotropy around 1.8 eV and further features appear
_ close to theE; andE, CP energies and between théde-
[110] notedA). As expected, the features in the low-temperature
spectrum are blue-shifted with respect to the 300 K measure-
ment, and sharpened. The negative anisotropy at low ener-
gies splits into peaks at 1.9, 2.1, and 2.6 (€&notedS1, S2
andS3).
In a previous theoretical study on I(@®1) (Ref. 19 the
FIG. 1. Top view of the In-rich INP(001)(24) surface recon- Measured RAS was roughly reproduced. However, the fine
struction. Empty (filled) circles represent In(P) atoms. Large Structure was not resolved and the energetic positions, in
(small symbols indicate positions in the first and sec¢iitd and ~ particular of the high-energy features, were not in accor-
fourth) atomic layers. dance with experiment. We address these issues in the
present calculation by using a much densgroint mesh and
including self-energy effects that were formerly ignored. In

In-rich InP(001)(2<4) surface. We will show that both in- detail, we start from first-principles pseudopotential calcula-
trinsic and extrinsic contributions appear in the RAS and ardions using density-functional theory in the local-density ap-
accessible to well-converged slab calculations. Surface stagfoximation(DFT-LDA). To deal efficiently with the large
signatures in the spectrum, not addressed by the absorptigurface unit cell and the many states required for the calcu-
mechanisms proposed in Refs. 8 and 9, are identified anlation of the dielectric function we use a massively parallel
traced to specific surface bonds. real-space finite-difference meth&A multigrid technique
The atomi¢®* and electronic structuté™®of the In-rich s used for convergence acceleration. The surface is modeled
InP(001) surface is well understood. Mixed In-P dimers ori- by a periodic supercell containing 12 atomic layers, the bot-
ented alond 110] terminate the surfac@ig. 1). In-In bonds ~ tom layer saturated with pseudohydrogens, and a vacuum
along[110] form in the second layer. The RAS and ARPES region equivalent to eight layers. The 10 upper layers of the
experiments discussed in the fo||owing were performed on;lab were relaxed until all calculated forces were below 25
homoepitaxial INFO01) layers grown by metal-organic vapor meV/A. Thek-point sampling corresponds to 1024 points in
phase epitaxyMOVPE). The uncontaminated samples werethe (1x1) surface Brillouin zonéSB2). Further details of
transferred after growth to different ultra high vacuumthe DFT-LDA calculations are the same as in Refs. 17 and
(UHV) analysis chambers for surface characterizatforhe 19
(2x 4) reconstructed, In-terminated surfaces were either pre- The inclusion of self-energy effects, neglected in DFT-
pared by annealing the samples in UHV or directly byLDA, requires the replacement of the LDA exchange and
MOVPE growth!® correlation potential by the nonlocal and energy-dependent
Results for the optical anisotropy measured at 300 and 25€lf-energy operatok (r,r';E) (see, e.g., Ref. 20Even in
K are shown in the lower part of Fig. 2. The room tempera-the lowest, so-called GW approximaticBWA), whereX. is
ture data agree with earlier findind&There is a strong nega- €expressed as convolution of the single-particle propagator
and the dynamically screened Coulomb interactitn its
I e o e e R RSB B calculation is a formidable task, in particular for the large
Eo  DFT.LDA number of states entering the surface dielectric function.
_ l Therefore, we introduce further approximations and use a
model dielectric functioft to calculateW. The local-field
effects are approximated by the dependence of the dielectric
function on the local charge density and a single plasmon
pole approximation accounts for the energy dependésee
Ref. 21 for details This approach allows the calculation of
the quasiparticle shifts for all electronic states and at all con-
sideredk points. In the case of bulk InP it opens thg gap
atI" from 0.9 eV in DFT-LDA to 1.4 eV. The transition
energiesE, andE are shifted from 2.5 to 3.2 eV and from
4.2 t0 5.0 eV, respectively. These values are in good agree-
ment with theE,, E; andE; energies of 1.4, 3.3 and 4.8 eV

[110]

Arlr

ls2 0.011 measured at 30 K2 Our GW model requires the input of the
N N S T dielectric constant,, . The inaccuracies caused by the use of
2 3 4 5 6 the bulk dielectric constant for surface GW calculations,

however, are very smalf. Following Del Solé?* the elec-
tronic structure obtained in DFT-LDA/GWA is then finally

FIG. 2. RAS spectrd Re{(r 110~ I1107)/(r)}] for the In-rich used to calculate the optical anisotropy. .
InP(001)(2x 4) surface. Calculated spectra are shown as obtained 1he resulting spectra are shown in the upper part of Fig.
within DFT-LDA and GWA. Measurements were performed at 3002. For low photon energies we obtain two pronounced nega-
and 25 K. Bulk CP energies and surface-related features are indiive peaks(denotedS1/2 andS3). In the high-energy region
cated. features appear close to thg andE; energies. In between

Energy [eV]
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FIG. 3. Valence band spectra of InP(001)(2) taken at a %@

photon energy of 21.4 eV alorlgJ. Labeled surface states refer to e

Table I. The binding energy is given with respect to the VBM. 2 3 4
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FIG. 4. Left: Calculated RAS due to transitions between specific
a structureA occurs. Together they form a characteristic surface states as indicated. Right: Orbital character of the corre-
“three-buckle” shape. Separating spatially the contributionssponding states g(spacing 103 Bohr 3).
to the optical anisotropy from different slab regidfs?® we
find thatS1/2 andS3 originate entirely from the uppermost 4 . )
atomic layers. This is consistent with experiment, as thélimer. V4 is complementary tovV3 and comparatively
measured negative anisotropy for low energies is extremel{/€akly localized at the second-layer cations at the cation site
stoichiometry dependent and therefore surface ref§t@te f the mixed dimer. The latter two states are degenerate with

features at the CP energies arise from transitions betwee%UIk bands for most parts of the SBZee also Ref. 12In

bulk-like electronic states that are perturbed by the surfaceadd't'on’ there are surface resonances. The strongly localized

This holds also forA, which is mainly caused by transitions hixed-dimer bond,V5, forms a very flat band at about
involvina the bulk b, ds d i Y | byl th —0.8 to —0.9eV. The bonds between the upperm@sind
Involving the bulk bonds °"¥g‘ O Nin€ 1ayers below the Sur-y, second-layer In atom¥,6, disperse in energy between
face. In earlier calculation5'® we have shown that these

: ; " ) —1.3 and—1.6 eV. The lowest unoccupied surface states,
high-energy feature; are rather insensitive to the atomic sUg1-3, correspond to empty dangling bonds localized at the
face structure, which agrees with experim&htwhere

X » . surface cationsC1 is also localized at the mixed dimésee
changes in the surface conditions had very little effect on thg g, Fig. 5 in Ref. 1¥ Its energy agrees with the available

three-buckle shape. inverse photoemission datd.

The major experimental features are qualitatively repro- |n order to gain an intuitive understanding of the optical
duced in the DFT-LDA calculations, although at much loweranisotropy, we investigated the existence of surface state
photon energies. The improvedpoint sampling resolves “signatures” by calculating the RAS due to transitions
the S1/2 and S3 features. Inclusion of self-energy effects within pairs of the above identified surface states. We find
shifts the peak positions non-uniformly to higher energiesthat some of these transitions give rise to pronounced anisot-
aligning them with experiment within a few tenths of an eV. ropy features, the superposition of which nearly accounts for
The shifts for the bulk related features are between 0.7 anthe entire surface contribution to the spectrum. Figure 4
1.0 eV, somewhat larger than the shifts of 0.4—0.5 eV for theshows the calculated contribution to the RAS from transi-
surface peaks. The changes of the line shape due to selfons involvingV1-5 andC1-3. The strongest anisotropy
energy effects distinctly improve the agreement with experi-contribution(at 2.0 e\ comes from the bonds between first-
ment. and second-layer cationgl. The strongly surface-localized

In order to trace the origin of the surface-related anisotrof dangling bondV2, on the other hand, contributes only
pies in detail, we analyze our ARPES défdg. 3 using the weakly. There are also anisotropies due to transitions be-
calculated electronic structure. We find several weakly distween the second-layer In-In bond¢3 and V4, and the
persing surface bands close to the bulk valence band maxémpty In dangling bond€1 and C2/3. We calculate the
mum (VBM). A strong surface resonance shows up atcorresponding peak positions at 2.2 and 2.6 eV, respectively.
—0.9eV and another one is found afl.5 eV. These obser- Finally, a positive anisotropy feature at 2.4 eV is caused by
vations agree with our calculations. Calculated energies ofransitions related to the mixed-dimer bok®. The above
near-gap surface statésee the right panel of Fig.)dare  analysis provides a complete understanding of the surface
given in Table I. We find four partially bound surface states features of the optical anisotropgl is caused by the bonds
V1-4, close to the VBMV1 is formed by the bonds be- between first- and second-layer catioB2. arises from tran-
tween first and second-layer catioW, corresponds to the P sitions mainly involving the second-layer In-In bonds. The
dangling bond at the mixed dimer afkB arises from the symmetry break induced by the mixed dimer on the In-In
second-layer In-In bonds at the anion site of the mixedoonds of the second atomic layer together with the dimer
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TABLE I. Surface state energié€m eV) at high-symmetry and specilpoints with respect to the VBM
calculated in GWA. Only clearly surface localized statpg|?,,,=2x 10 2 Bohr ) are considered.

V6 V5 V4 V3 V2 Vi C1 Cc2 C3
F —-1.6 -0.9 -0.3 -0.2 15 2.2
E —-14 -0.9 -04 -0.2 -0.1 0.2 2.1 2.3 2.5
(0.5,0.25)") -07 -07 -01 00 16 19 20
(0.53,0.75)") -0.8 -02 -0.1 01 19 21 22
bond itself are responsible f&3. Although an interpretation In conclusion, using InP(001)¢24) as a model case, we

of RAS based entirely on the orientation of surface bond$ave shown that all features seen in RAS spectra can be
may be misleading? in the present case the numerical identified and quantitatively well described by slab calcula-
analysis is consistent with such a picture: Assuming a largefions which take the electronic transitions within the upper-
polarizability along the bond direction, negative anisotropiesmost atomic layers of the substrate into account. Both the
are expected for the In-In bonds, oriented alf@0l, and  measured extrinsic as well as the intrinsic spectral features
positive features for the dimer bond, oriented alpadO]. are reproduced without any need to invoke longe-range ef-
The calculated RAS in GWA reproduces the overall ex-fects such as photon-induced localization or quenching of
perimental data very well, but still deviates in some detailspulk states. Extrinsic anisotropy features were explained in
These discrepancies are related to numerical limitations: Iferms of transitions involving specific surface bonds, and
the present calculation the distinct contributions frdinand “intrinsic” anisotropies at higher photon energies were as-
V3 at2.0 and 2.2 eV are not resolved. Instead, we obtain ongigned to subsurface transitions between surface perturbed
relatively broad minimum at 2.1 eV, due to the finite energyp|k-jike states. Inclusion of self-energy effects and using a

broadening necessary to account for the still limited numbe(,ew densek-point mesh lead to a very good agreement be-
of wave vectors used to sample the SBZ. Furthermore, thg, con calculation and experiment

LDA-like treatment of local-field effects in our GW model

only approximates the surface screening. Electron-hole inter- We acknowledge support by DFGchm 1361/1-1, Es
action and spin-orbit coupling are left out completely. Thel27/4-), ONR (N00014-96-1-016), and NSF (DMR
latter is likely to affect the line shape in particular at the bulk 9408437 as well as grants of computer time from the DoD

CPs. Finally, the calculations are performed for an ideal surChallenge Program and the North Carolina Supercomputing
face, neglecting the observed defects and domaiTenter.
boundaries?®
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