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Both theoretical and experimental results for the dynamics of photoexcited electrons at surfaces of Cu and
the ferromagnetic transition metals Fe, Co, and Ni are presented. A model for the dynamics of excited electrons
is developed, which is based on the Boltzmann equation and includes effects of photoexcitation, electron-
electron scattering, secondary electrgcasscade and Auger electronand transport of excited carriers out of
the detection region. From this we determine the time-resolved two-photon photoen(i&Ri@PPE. Thus a
direct comparison of calculated relaxation times with experimental results by means of TR-2PPE becomes
possible. The comparison indicates that the magnitudes of the spin-averaged relaxatiomtidhef the ratio
7, /7 of majority and minority relaxation times for the different ferromagnetic transition metals result not only
from density-of-states effects, but also from different Coulomb matrix eleménfBaking M ge>M > My
=M, We get reasonable agreement with experiments.

[. INTRODUCTION and ballistic transport leads to a removal of electrons from
the probed regiof.This is indistinguishable from a stronger

The dynamics of excited electrons at metal surfaces haslectronic decay. Furthermore, under certain conditions the
been studied intensively over the last few years. It is of greameasured relaxation time shows a surprising nonmonotonous
interest to understand the dynamics of nonequilibrium elecfeature which depends on the photon energy of the exciting
trons in different metals on a femtosecond time scale and itlser, which cannot be explained by a single-electron lifetime
influence on chemical reactions at surfaces, for exampleand transporf.1°It was pointed out that the holes left behind
From the relaxation of hot electrons in ferromagnets one majn the excitation can influence the observed relaxation time
also learn about the decay of transient magnetization andf hot electrong®!* One explanation was that secondary
about spin-selective transport and tunneling. electrons generated by the filling of holésuger electrons

Short laser pulses of 15-50 fs duration and the pumpare responsible for the nonmonotonous behaliétowever,
probe technique have made possible the study of electronitie contribution of Auger electrons to the relaxation time has
dynamics on ultrashort time scales comparable to typicaftaised some controversy. Petek and co-workers have argued
electron-electron interaction time scales, which in metals ar¢hat Auger electrons do not make a significant contribution to
of the order of 5-50 fs for excitation energies of about 1-2the observed 2PPE signal and to the relaxation time at high
ev. intermediate-state energi€s- Eg>1.5-2 eV'213

The aim of two-photon photoemissiof2PPE experi- The 3 transition metals have not been as intensely stud-
ments is to study the relaxation of single excited electrons. Aed as the noble metals. However, they offer several interest-
relaxation time is extracted from the width of the 2PPE sig-ing features which make it worth to study them in detail.
nal as a function of the delay time between pump and prob&hey offer the opportunity to study spin-dependent interac-
pulsest In the earlier experiments? the relaxation time was tions if the spin of the emitted electrons is measufed.
interpreted as the lifetime of a single excited electron due td-urthermore, the closeness of ttiebands to the Fermi en-
the Coulomb interaction. It was compared to the theoreticaérgy makes it possible to study electronic interactions not
result from Fermi-liquid theoryFLT).2 The order of magni- only for free-electron-like states, but also for the more local-
tude and the energy dependence of the FLT lifetime were iized d-electron states.
good agreement with the experimental restifté*However, On the theoretical side, the effect of the density of states
it was realized that additional physical effects such as th€DOS) on the lifetime and the influence of secondary elec-
transport of excited electrons out of the detection region antrons in photoemission from transition metals have been ad-
the secondary-electron cascade come into pfdy/it was  dressed by Penn, Apell, and Girnih.Using a similar ap-
noted that in 2PPE one generally observes the relaxation of@roach, Zarate, Apell, and Echenidlbave calculated low-
nascent photoexcited electron population and not only thenergy-electron lifetimes in noble metals and ferromagnetic
lifetime of a single excited electron. For low excitation en- Co. First-principles lifetime calculations have been per-
ergies, electronic lifetimes are longer than a few tens of fsformed for image-potential statésand for bulk states in

0163-1829/2000/614)/942714)/$15.00 PRB 61 9427 ©2000 The American Physical Society



9428 R. KNORRENZet al. PRB 61

alkali and noble metal$:?°The lifetime is obtained from the
inverse of the imaginary part of the self-energy. As in FLT,
the lifetime calculated in the above works is a single-electron
lifetime. Due to the additional effects of secondary electrons
and transport in 2PPE experiments, it is difficult to compare
these theoretical results with the relaxation times measured
in 2PPE. For the 8 transition metals Fe, Co, and Ni, which  FIG. 1. lllustration of the monochromatic 2PPE process with
show important contributions from the more localized initial state E;, intermediate stat&,, and final stateE;. A first
states in the vicinity of the Fermi energy, first-principles life- photon excites an electron from an initial lev€} in the range
time calculations in the range of a few eV above the FermbetweenEg andEx—hwv into a levelE,. The populationf(E,,t)
energy have not been reported in the literature so far. depends on the temporal pulse shape of the exciting laser and is
In this paper, we present both theoretical and experimertime dependent due to electron-electron interaction and transport of
tal results for the electron dynamics as observed in 2PPE fatlectrons out of the optically excited region into the bulk. A second
Cu and ferromagnetic Fe, Co, and Ni. Systematic trendghoton excites an electron with enery into a state; above the
among the transition metals are discussed. A theoreticafACuum energiE,y, from which it can contribute to the 2PPE
model for the 2PPE process is presented which is based dpfensity vial""{E;,t)=f(Ex,1).
the time evolution of the distribution function. The latter is
calculated with the Boltzmann equation including effects ofis to describe incoherent electronic processes like the decay
photoexcitation, electron-electron scattering, and transporkf excited electrons and the generation of secondary elec-
Electron-electron scattering rates are calculated from &ons due to electron-electron scattering. Also, the experi-
golden-rule expression using realistic DOS and constarhents with which we wish to compare our calculations are
Coulomb matrix elements. The approach for the calculatiorphase-averaged measurements of the decay of the population
of the scattering rates is as outlined by Penn, Apell, angf excited electrons. The expression is further justified by the
Girvin.'® We extend this approach to include not only thefact that for bulk states in metals, one expects rapid loss of
relaxation of excited electrons, but also the generation ofoherence within a few fs. However, clearly, if one is mainly
secondary electrons. Rather than performing a first-principlegterested in coherent effects like the decay of the optically
calculation of the lifetime of Single excited eleCtronS, we |a.yinduced po'arization, the treatment of the dynamics and the
emphasis on using a model which yields material-specifighotoemission process should be based on both occupation
Single-electron lifetimes for transition metals and enables Ufunction and po|arizatioﬁr.23v24 Recent interferometric mea-
to Calculate the relaxation t|me Of the distribution inCIUding surements have Shown relative'y |ong decoherence times in

effects of secondary electrons and transport. This allows @&, of T¢=5-10 fs for holes at the top of thi:bands and
direct comparison of calculated relaxation times with experi-actrons at abouE — Er=1 eV and up toT%‘“=35 fs for

mental results. . electrons at abouE—E-=4 eV

Thg structure of the paper is as.follows. ".1 Sec. Il, we As shown in Fig. 1, 2PPE involves three electronic states,
descrlbe_ the mode_l for the dynamics O_f excited electron§n which electron-electron scattering, electronic transport and
from which 2PPE is calculated. Numerical results for theemission into the vacuum take place and determine the ob-

relatxadtu_)n SOf thﬁl dI'StgbUt'?\? ?rf ex0|teq eleftrons aare ptrje— erved photoemission signal. After optical excitation, the
sented In Sec. 11l In Sec. 1V, the experiments aré Aescribel, g |oft pehind in the initial state relax and get filled via

and'thew results are given. In Sec. .V’ experimental and theC ulomb scattering by electrons from occupied levels closer
oretical results are compared and discussed. Conclusions a

_ _ the Fermi energy. Energy conservation requires that at the
outiook are given in Sec. V. same time other electrons from below the Fermi energy are
excited to unoccupied levels above the Fermi endspc-

Il. THEORY ondary electrons The holes are also filled via transport pro-
The process of two-photon photoemission is illustrated if®€SS€S by electrons from the bulk. The optically excifed
Fig. 1. The intensityl2PPE is obtained by multiplying the mary) e_Iectrqns are scatt(_ared out of Fhe intermediate state by
distribution function in the intermediate staf¢E,o,zt) scattering with electrons in the Ferml sea. Qn the other hand,
with a factore~#« for transmission into the vacudmand  Secondary electrons are scattered into the intermediate state,

with the power of the laser pulse(t) and integrating over which leads to the refilling of this state. The intermediate
time t and coordinate perpendicular to the surface: state can be refilled byi) an optically excitedhot) electron
after an electron-electron scattering procés$;a cold elec-

o tron from below the Fermi energy after scattering with a hot
dtP(t)f dze ?*f(E,0,21). electron; (i) an Auger electrorfan electron excited from
- 0 ) below the Fermi energy after a hole is filled by a cold elec-
tron). The latter process leads to a dependence of the ob-
Energy and spin of the intermediate state are denoteB by served lifetime on the rate of filling of holéthe inverse hole
and o. The photon frequency is given by. For the trans- lifetime). The transport of excited electrons into the bulk
mission factor, we use the spin-averaged values of the ateads to the removal of electrons from the intermediate state.
tenuation lengthh measured in overlayer experiments for Third, the final state is above the vacuum energy and de-
different element$? The above expression for the photo- scribes a free electron which can escape from the solid. Only
emission intensity based on the distribution function is suitectlectrons within a mean free path of the surface absorbing a
for the description of the population dynamics. Our aim heresecond photon are emitted into the vacuum.

o0
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We use now the Boltzmann equation taking into accounfor the transition rates for scattering out of or into a state
the above processes to describe the time evolution of theith energyE and spinc=1,| are given by
electronic distribution function. The electronic states are

t

characterized by enerdy, spin o, band indexa=sp,d and Ifeq|™ __ Ef” / ,
coordinatez perpendicular to the surface. The Boltzmann at | fE"Z ﬂch {he: W(E0E'0)
equation reads o

) ) +hg/ sW(Eo,E' o) 4

#1(Eaoz) _of(Eaaz)|™ if(Eaoz)|" ; - }
. a ot an
e—e .
out trans Ifeq " 1=
N Jf(Eaocz) +(9f(Eoza'Z)‘ @ o :(1_on)§f dE'{eg, ,W(E'0,E0)
at a | e-e o

e—e

and contains the rates of change of the occupation due to +ee W(E'0,E0)}, ®)

optical excitation, electron-electron scattering and electronigyith
transport. Note, the relaxation time of the intermediate
state which is compared with the experimental one is deter-
mined from the decay of the occupation. The details of the
procedure are described in Appendix A.
For the ferromagnetic metals, we calculate the relaxation +e,aNe 10 IMT?) (6)
time for excited spin-up and spin-down electronsandr . d
Spin-up and spin-down electrons will be denoted as majority"m
and minority electrons in the following. The spin-averaged I Y
relaxation timer is defined as /= 1/2(1/r;+ 1/7) and the W(Eo ,E'0)= 7] dee, s olMH2  (7)
relaxation time ratio aR=r; /7, . o
The optical transition rate between two electronic state§yere e = pe fr, is the number of electrons ank,
due to the interaction with the laser field with photon energy—_ ,_ (1—fg,) is the number of holes at energy with spin
hv is given by o. The energies involved in the transition &geE’, ¢ and
of(Eacr) |oica s-f w, wherew-z I;— E’ is the energy. transferr.ed in _the tran-
_ =— 2 |p(Ea,E'B,v)|? f(Eao) sition. The spin is denoted by and its opposite byr. For
at E'.8 details see Appendix B.
X[1—f(E'Ba)]p(E’ Bo) i T(_) inplude transport effects, we use a spatially depende_:nt
istribution function. Due to the fact that the laser spot is
X S(E—E'+hv). 3 much larger than the optical penetration depth, we neglect
, _ transport in the direction parallel to the surface and keep
Here,p(Ea,E’B,v) is an average over electron momenta of oy the coordinate in the direction perpendicular to the
the optical tranS|'t|o.r'1 matrix glements .descrlbmg the transiy face. The distribution functiofi(E,z) (suppressing spin
tion between an initial occupied state in bamdat en,ergyE and band indices for simplicifydescribes the occupation of
and a final unoccupied state in bapdat (?nergyE - The  an electronic statgE) at the coordinate. Electrons in state
DOS in the final state is denoted RY(E’Bo). We use |gy are moving in different directions with a certain velocity
energy-independent optical transition matrix elements. Thugjsribution. In order to describe transport, it is necessary to
the strength of the optical excitation is proportional to the ge the velocity irz direction as an additional argument in
initial and final DOS. Optical excitation takes place within ia distribution function. It is now written a{E,z,0,). Us-

the optical penetration depth of the surface and has the timiﬁg Liouville's theorem, one can express the change in the
dependence of the laser field. We assume weak optical exgj;

. . asst : iumber of electrons moving with a velocity, as®
tations, since the energy deposited in the system is not
enough to significantly disturb the temperature or magneti- df(E,z,v,)|"a"s
zation. The fraction of excited electrons per atom is about | —v,V,f(E Zvy). (8)
108 (see Sec. IV,

The transition rates due to electron-electron scattering arkn the calculation of transport, we take into account the effect
calculated using Fermi's golden rule in the randknap-  of inelastic electron-electron collisions on the distribution
proximation, since the strong electron-electron interaction irf (E,z,v,). In order to do this, we describe how both the
noble and transition metals leads to a fast redistribution o€lectron-electron scattering rates from E@d. and (5) and
electronic momenta so that the information about the initiathe transport term from E¢8) are used in the Boltzmann
optical excitation process i space is quickly lost. This then equation forf(E,z,v,). We make the assumption that the
justifies the randonk- approximation for the calculation of velocity of the electrons after scattering is randomly distrib-
electronic dynamics. We extend the treatment by Pennjted. The rate of change é(E,z,v,) due to electrons scat-
Apell, and Girvirt® to a non-equilibrium situation by calcu- tering into and out of this state is then given by
lating scattering rates into and out of a level and taking intadf(E,z,v,)/dt|"=of(E,2)/at|" and f(E,z,v,)/at|°"
account the nonequilibrium distribution of electrons. The=[f(E,z,v,)/f(E,2)][df(E,2)/dt]|°", where the rates on
scattering rates are derived in Appendix B. The expressionthe right-hand side are calculated with Edd) and (5)

, 2T (® 12
W(EO’,E 0') A ds(escrhs+w,02|M |
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using the  velocity-averaged  distribution f(E,z) lomb matrix element. For energies very closeBg or for
=(1N,)= " f(E,z,vl"). We useN, discrete velocity inter- constant DOSp one obtains B(E)=(2m/#)p°|M|?*(E
vals of width Av,=(2v¢)/N, , neglecting the weak energy — EF)Z_. Note that the inverse lifetime is proportional ;bé
dependence of the velocity in the range of a few eV aroundn addition to the factop from the relaxat|o_n of the initial
Er-. These terms are used in the Boltzmann equation fopl€ctron at energ§, one also has to take into account the
f(E,zv,) together with the terms for transport and optical available phase space for t.he eleqtron—hole pair created be-
excitation. The photoexcited electrons have a random distric@use of energy conservation, which yields a factoptf
bution of velocities:af (E,z,v,)/dt|°Pi@= of (E,z)/ gt|°Ptcal Th|.s may bg compzir?gd with the FLT lifetime expression
The transport effect is caused by the gradient in the parhich is given by“** r(E)=ao(rs)(E—Eg) ?, where
ticle density created by the photoexcitation within the optical@o(r's) =263 5 ** fs e\? andr is the dimensionless param-
penetration depth. We take into account the fact §gaand ~ €ter describing the density of the electron gas. It is given by
d electrons have different velocities due to their differentthe relation I.=4m(r<ao)*/3, wheren is the electron den-
degree of localization. The velocity of an electron in band Sity anda, is the Bohr radius. Thus the expression f¢E)
with wave vectork is given by v ,(K)=(1/)JE(k)/ok  derived fromaf(Eo)/at|2", in the appropriate limit gives
Thus nearly free electrons sip-like bands have higher ve- the same energy dependence as FLT.
locities (or smaller effective magshan more localized elec- One can try to understand the relaxation times observed in
trons in flat,d-like bands. Fors electrons, we take the Fermi different metals by means of the FLT expression foby
velocity as the maximal velocity. Fai electrons, we note usingrg corresponding to the electron density in the metal.
that the velocity in is roughly proportional to the band width However, the expression is strictly valid only for free-
and we therefore sety/v,=Wy/W,. For all elements con- electron-like metals and it is not simple to extend it to take
sidered, we user= 18 A/fs andW,/W,=0.42"?Thus we  into accountd electrons. First one can use the electron den-
distinguish between different elements purely by the relativesity corresponding tep electrons only. We take values for
contribution ofsp andd electrons. integratedsp and d electron densities of states in the solid
We have not included electron-phonon scattering into Eqfrom Ref. 33. The number a§p electrons per atom for Fe,
(2) because the time scale for energy transfer between ele€o, Ni, and Cu is 1.07, 1.13, 1.03, and 1.10, respectively.
trons and phonons is on the order of ps and thus longer tha@ne obtains roughly ;~2.6 anda,~ 25 fs e\ for all the
the time scales considered in this wéfkdowever, electron- metals Fe, Co, Ni, and Cu. This negled<lectrons alto-
phonon scattering provides an additional mechanism for mogether and does not yield any differences between these met-
mentum transfer and can thus reduce the efficiency of ballisals. On the other hand, if one uses the total numbepaind
tic transport® In our calculation, the neglect of electron- d electrons, one obtains values farmonotonically decreas-
phonon scattering might lead to an overestimate of theng from fromr =1.32 in Fe torg=1.22 in Cu, leading to
transport effect. The inclusion of the momentum redistribu-a,= 130 fs e\ for Fe anday=161 fs e\ for Cu. It is evi-
tion by electron-phonon scattering is beyond the scope of thdent from the magnitude dd, that this overestimates the
present work, but will be the subject of a future influence ofd electrons. Clearly a more refined treatment is
publication®® necessary which distinguishes betwesgmand d electrons
In Egs.(4) and(5), the transition rates are determined by and takes into account the DOS within a few eV of the Fermi
the available phase space for a transition weighted by thenergy. The influence of tretbands on the lifetime of a state
square of the transition matrix element. Scattering out of anlepends on the distandg; of the d bands to the Fermi
excited level and into an excited level are treated on the samenergy: for small excitation energyE=E—Eg<E,, thed
footing. The two processes occur simultaneously because d&fands should have little influence on the lifetime. In Sec. V,
energy conservation. The ratd(Eo)/at|y.. for scattering  we will discuss the influence af bands in more detail.
into a level contains the effects leading to the refilling of the
intermediate state. By CalCUlating the Scattering rates in a 11l. NUMERICAL RESULTS OF THE THEORY
consistent manner for states above and below the Fermi en-
ergy, we keep track of the creation and relaxation of elec- To show clearly the influence of different physical mecha-
trons as well as holes. nisms, the calculated relaxation times are presented in three
Note, that from the Boltzmann equation we recover thesteps including consecutively more processes in the calcula-
Fermi-liquid behavior 7(E)x(E—Eg) "2 for the single- tion. In the first step, we consider the single-electron life-
electron lifetime. To see this we Writ@f(Eg)/a”ggte time. _At this level, we take i_nto account in t_he Boltzma_nn
=—[f(Eo)/7(Eo)] which yields 1H(Eo) equation, Eq(2), qnly scattering out of a particular level in
=1/2f*,dE'{hg. ,W(Eo,E' o) + hE,;W(Eo,E’;)} for the gdd!tlon to the optical excnatlon: Rgsults are Iabelecdch_y)
. e L _ in Figs. 3 and 5. After photoexcitation, the time evolution of
inverse lifetime. For simplicity now we take=p;=p, and the distribution function shows an ex il h
MTT=MT'=M. Then the inverse lifetime reduces to g e . n exponential decay. The
lifetime obtained in this way is a single-electron lifetime and
o (E . can be compared with FLT or with Iifetim%; %btained from
_cm / / 2 first-principles calculations of the self-energy.” However,
- Tjo dE'p(E )J_wdSZP(S)p(8+w)|M| ' the single-electron lifetime is observed in an experiment only
(99 if there are no other effects present such as secondary-
electron generation or transport. Thus the calculated single-
wherew=E—E'. One sees the influence of the DOS within electron lifetime should not be directly compared with ex-
the distance E—Eg) of the Fermi energy and of the Cou- perimental results. It serves as a guide for comparison with

1
7(E)
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< ! L s, L FIG. 3. Calculated 2PPE intensity and relaxation time of the
04 5 0 5 excited electron distribution for Cu for photon enefgy=3.3 eV.
E-E, (eV) Curve a shows the 2PPE intensity if no scattering is present and

reflects the distribution of optically excited electrons. Cungves

the result if only scattering out of the intermediate level is kept in
Eq. (2). Curvec is the result if scattering into the intermediate state
(secondary-electron effeds also included. Curve represents the
other theoretical results and as a reference for comparisdifise when the effect of transport is also taken into account. The
with results when secondary electrons and transport are iffelaxation time when only scattering out of the intermediate state is
cluded. kept (curve b) is a single-electron lifetime and can be compared

In the second step, we take into account secondary ele(\f\fith the lifetime predicted by Fermi-liquid theory, shown in curve

trons, while neglecting transport effects. Thus, in the Boltz- The other relaxation times are effective relaxation times of the

. . . distribution of excited electrons.
mann equation, we keep the scattering terms for scattering
into andout of the levels. Results are labeléout, in). The Ml — .
relaxation time obtained in this way includes effects of the=9-8 €V and[M'!/M"|=1 for the Coulomb matrix ele-
whole distribution. Note that it is not a single-electron life- MeNts. This choice will be JUSt'f'egP"F’,‘tEthe end of this section.
time, but an effective relaxation time of the distribution. In curvea of Fig. 3, we show “""* calculated fErpm Eq.

In the third step, we also take into account transport ef{1) Without scattering and transport. In this C"_ig%P IS pro-
fects. The loss of excited electrons due to transport out of thBortional to the number of optically excit¢@rimary) elec-
surface region will influence the occupation and hence th&Ons in the intermediate state. The optical excitation in Eq.
apparent electronic relaxation time. Results are lab@ed (3) is proportional to the convolution of initial and final
in, transpor. DOS, since we use constant optical transition matrix ele-

7The DOS for the different metals used as input in thements. The intensity shows an important contribution from
calculation of the scattering rates in Eq8)—(7) are taken Initial states in thed band belowE—Eg=1.3 eV with a
from a full-potential linear augmented plane wa#APW) _pr_o_nounced _peak at 1.1 eV and a small contribution from
calculatior* and are shown in Fig. 2. We distinguish only initial states in thespband above 1.3 eV.
betweend-like and sp-like states in the DOS. We take the N curve b of Fig. 3, we showl keeping only the
partial d DOS from the calculation and use the remainingOut-scattering term in Eq2), which corresponds to an ex-
DOS assp-like DOS. The total DOS are very similar to the ponential decay of the optically excited distribution. The in-
ones given in Ref. 27. For Cu, however, we shift theands tensity is reduced compared to the intensity without scatter-
to lower binding energy by 0.4 eV in order to obtain agree_ing, and the reduction gets stronger towards higher excitation
ment with ARPES results for the binding energy of tthe ©nergy due to the shorter lifetime. The relaxation time cal-
band! It is known that LAPW calculations might yield too culated in this way is a single-electron lifetime. For energies
small binding energies for the bands® beIowE—g2F=2 eV, it shows the energy dependend&)

The values for the optical penetration depth were obtained(E—Ef) < as in FLT. The FLT lifetime for Cu witha,
from the optical constants in Ref. 36. We usg.=124 A, =25 fs eV? is shown by curvee. It is a factor of about 2.5
Aco=108 A, \=122 A, and\c,=149 A forhy=3.0 eV. lower than the lifetime calculated using=0.8 eV.

For the range of photon energies considered, the energy de- /N curve ¢ of Fig. 3, we show the results using the in-

pendence of the penetration depth can be neglected. scattering term as well as the out-sca’;tering term in(E)_q.
At low energy a secondary-electron tail forms and the inten-

sity becomes a superposition of the initial optical excitation
and the secondary-electron tail. The relaxation time shown
Figure 3 illustrates the effect of secondary electrons andby curvec is an effective relaxation time of the distribution
transport on the intensity?""E (upper part and relaxation including secondary-electron effects. It is no longer monoto-
time (lower par} for optical excitation with photon energy nous and shows a distinct feature in the region of the inten-
hv=3.3 eV. The results for Cu show particularly clearly the sity peak. We find a relative minimum at the position of the
influence of secondary electrons and transport. We Mse intensity peak. Further, the relative maximum corresponds to

FIG. 2. FLAPW density of state@DOS) used as input in the
calculation of the electron-electron scattering rates in E§s«(7).

A. Numerical results for Cu
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FIG. 4. Calculated@ and measuredb) 2PPE intensity and FIG. 5. Spin-averaged relaxation time of the distribution and

relaxation time for Cu for photon energiés’=3.0 and 3.3 eV. . S T L
. . ratio of relaxation times for majority and minority electrons. Results
Calculations include secondary electrons and transport. Note the ) 2 -
. g . Jabeled(out) are single-electron lifetimes. Resulisutin) refer to
dependence of the relaxation time on photon energy, especially i

the region of the peak in the intensitff ¢ Ex=0.7—1.3 eV). The relaxation times of the distribution including secondary electrons.

o . . . . Results(out, in, transpor) also include transport. The same average
minimum in the relaxation time corresponds to the peak in the . Thaatl -
. ) . . L Coulomb matrix elemen1=0.8 eV andM'/M"}|=1 is used.
intensity and the maximum in the relaxation time corresponds to the

d-band threshold, as indicated by the dotted lines, in agreement wit{he 2PPE intensity and relaxation time for photon energies
several experimenttRefs. 8-10. hy=3.0 and 3.3 eV. Both the intensity peak and the

i . : . relaxation-time feature shift linearly with photon energy. As
the d-band threshold above which very few optically e)(Clted'ndicc':lted by the dotted lines, the minimum in the relaxation

d electrons are found. We can understand this by studyin me corresponds to the peak in the intensity, whereas the

the contribution of secondary electrons. Comparing the in-__". ) . .
o . . maximum in the relaxation time corresponds to thband
tensities without(curve b) and with (curve ¢) secondary

electrons, we find that in the region of the peak, the intensit&hrs\?gorlgve used a Coulomb matrix elemevit=

is only slightly increased by secondary electrons, whereas
's strongly increased above thiband threshold. This shows ?Iectron lifetimer=>55 fs and for the relaxation time includ-

that in the intensity peak one observes mainly relaxation o

optically excited electrons, whereas above the threshold, orf%? secondary electron and transport effea:ts40_ fs_ (for_
finds mainly contributions of secondary electrons. Comparp oton energ)hv=3.3_e\0._ The _sm_gle-electron I|_fet|m_e IS
ing the relaxation times, we find that in the region of the!n good agreement with fl|£st—pr|nC|pIes calculations in the
intensity peak and also at high energies E->2.5 eV, the energy ran'geE— Ep<2 eV. . It also yleld_s gqod agreement
relaxation time with secondary electrofsurve c) comes W'th experimentally dleotermlned relaxation t|_mes at Iow.en-
very close to the relaxation time without secondary electron rgies €—Ee~1 eV). " We rema}rk that at higher energies
(curveb), again showing that one observes mainly relaxatio _E_EF>_2 ev), we W.OU|d obtain bet_ter agreement with
in these regions. Most secondary electrons are generated st-principles .CaICUIat'OnS and experiments for a smaller
the process of filling the holes in tiieband created by the oulomb matrix eIemgntM =0.6 eV: Thus the use of
optical excitation(so-called Auger effegt The increase in energy-dependent matrix elements mlght improve the _overall
the relaxation time is due to the fact that secondary electronddreement between theory and experiment over a wide en-
are generated with a certain delay after the optical excitatioff'9Y range.

corresponding to the-hole lifetimel%3’

In Fig. 3 curved shows the results obtained using trans-
port in addition to secondary-electron effects. Compared to First, we discuss numerical results shown in Fig&) 5
the case without transpafturvec), the intensity is reduced. and 5b) and labeled byout) for the single-electron lifetime
The transport effect removes excited particles from the obin Fe, Co, and Ni. We use the same energy-independent Cou-
servation region close to the surface into the bulk and thugomb matrix elemenM =0.8 eV andM'!/M'!|=1 for the
reduces the intensity. The relaxation time including transportiifferent metals.

(curve d) has a similar shape as the relaxation time with For constant and equal Coulomb matrix elemihtthe
secondary-electron effectsurve c), but the magnitude of single-electron lifetime is directly related to the DOS shown
the relaxation time is strongly reduced by transport. Interestin Fig. 2 and used as input for the calculation. The influence
ingly, curved comes close to curviein the region above the of the DOS on the lifetime is seen in the scattering-rate ex-
threshold E—Eg>1.3 eV). Thus we find that for Cu in a pression Eq(4) or in the simplified expression E). The
certain energy range, the effects of secondary electrons arstattering rate, the inverse of the lifetime, is proportional to a
transport on the relaxation time roughly cancel. This hasombination of terms which contain products of three factors
been pointed out in an analysis of a 2PPE experimendf the DOS.
before3® When comparing the single-electron lifetime of Cu shown
Figure 4 shows theoretical and experimental results foin Fig. 3 (curveb) with the results in Fig. &) for the tran-

4 0.8 eV.
GVith this choice we obtain dE—Eg=1 eV for the single-

B. Numerical results for Fe, Co, and Ni
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sition metals, one can see that Cu has a lifetime much longerompared to the single-electron lifetime. The strongest effect
than the other metals. This is due to the small total DOSs found at the lowest energies. The increase is stronger for
close toEg . In Cu, thed bands are located about 2 eV below the elements with the shortest calculated lifetinfidg Co),

Er and there is only a very small total DOS closeEto (Fig. SO that the differences in the relaxation time including sec-
2). The smalld DOS close tcEr is due to hybridization with ~ ondary electrons between Ni, Co, and Fe are smaller than for
sp-like states. In Ni with one electron less than Cu, the the single-electron lifetime. The ratig /7| for Ni and Co is
bands move closer tB . Furthermore, the bands are split reduced tor /7 =4-5 for Ni andr, /7 =5-6 for Co. For
into a minority and majority spin band and a small portion of Fe, the ratio is nearly unchanged,/7;=0.5-1. The reduc-
the minorityd band is unoccupied, extending up to about 0.4tion of the ratior, /7, due to secondary electrons is under-
eV aboveEg (Fig. 2. Due to the pronounced peak at the standable in view of the fact that the inclusion of secondary
upper edge of thel band, the minority DOS close &g is  €lectrons leads to a coupling between majority and minority
extremely large. This leads to a large phase space faglectron populations via electron-electron scattering. Relax-
electron-electron scattering at low energy. Thus at low ening minority electrons can excite majority electrons and vice
ergy (below E—Er=1 eV), Ni has the smallest calculated Vversa. For Co and Ni, for example, longer-living majority
single-electron lifetime among the four elements. Co, withelectrons will continue to excite minority electrons after the
one electron less than Ni, has an even larger portion of unshorter-living primary minority electrons have relaxed. The
occupied minority DOS, extending up to about 1.2 eV aboveapparent minority-electron relaxation time becomes longer
Er. Although the total number of unoccupied states isand the ratior; /7, becomes smaller by this process. The
higher in Co than in Ni, the minority DOS & is lower in trends among the calculated relaxation times of the transition
Co. Thus at low energybelow 1 eV}, Co has less phase metals, particularly the relationy < 7co<7re at E-Ep<1
space and the calculated lifetime is longer than in Ni. WitheV are unchanged when secondary electrons are included.
increasing energy, more and more unoccupied states become The spectral shape of the optical excitation, i.e., the dis-
available in Co, so that above 1 eV, the calculated lifetime irfribution of primary electrons, has some influence on the
Co becomes shorter than the one in Ni. In Fe, again with ongalculated relaxation time. For example, electrons excited to
electron less compared to Co, the unoccupied minority DOS high energy lead to more secondary electr@g to the
extends up to 2.4 eV abo\&-, and even the majority DOS short lifetime of the primary electropsind to a distribution
has a small unoccupied fraction. The minority DOSEatin ~ extending to higher energidue to the high energy of the
Fe is lower than in Co and in Ni, so that Fe has the smalleserimary electrons Similar arguments apply to the energetic
phase space and the longest calculated lifetime at low erosition of the holes created by the optical excitation. The
ergy. results for the transition metals shown in Fig. 5 are obtained

Therefore, at low energgbelow E—Eg=1 eV), our sim- using an optical excitation with photon energy=3.0 eV
plified theory with equalM for the different metals gives and constant optical transition matrix elements in ).
i< Tco< Tee. This trend changes for Co and Ni above 1 We have also studied the effect of a different optical excita-
eV. Then we getrc,<7y;. At even higher energyabove 2 tion on the relaxation time. We have modelled a resonant
eV, not shown in the figudeall of the unoccupied states in optical excitation where excitations take place dominantly
Fe are available for a transition and one calculates 7, ~ Petween an initial state at the top of theband and a final
< 7yi. This relation is also observed in transmission experi-State in thesp band. No significant difference in the calcu-
ments above the vacuum energy for electrons with energiddted relaxation time for the two different shapes of the ex-
aboveE—Eg=5 eV>° citation is obtained.

In Fig. 5b) the ratio of majority to minority single- Third, we disgL_Jss results of the calculations incl_uding
electron lifetimer, /7, is shown. For Co, this ratio is nearly ransport in addition to secondary-electron effects in the
constant with a value, /7 =7.5. This is understandable in Boltzmann equation, Eq2). They are labeled byout, in,
view of the high and nearly constant ratio of minority to franspory. Results are shown in Figs(& and §f). The
majority DOS at low energy. For Ni the ratio decreases frominclusion of transport leads only to a very slight reduction of
717, =9.5 atE—Eg=0.4 eV tor, /7 =4 atE—Eg=14 the effective relaxation time in Fe, Co, and Ni. The ratio

eV. The decrease is due to the fact that above 0.4 eV ther& /7| as wellis only slightly affected by transport. This is in
are no more unoccupied minority states. The additional Ccontrast to the strong reduction pf the effective relaxation
phase space gained by going to higher energy is the same fiifne in Cu(compare curves andd in Fig. 3). The explana-
minority and majority electrons, leading to a smaller ratio. Intion IS tlrg)at the typical transport relaxation time scale is about
Fe the ratio increases from /r=0.5 to 1 for excitation 40 fS-""This is shorter than, or comparable to, the single-
energies betweeE—E-=0.4 and 1.2 eV. Thus majority elect_ron lifetime in Cu in the energy range co_nS|dered, but
electrons have a shorter calculated lifetime than minorityconsiderably longer than the typical lifetimes in Fe, Co, or
electrons at low energy. This results from the unoccupied\“- Thus transport |s_¢xpected to have great influence for Cu,
portion of the majority DOS abovE., which for low en- ~ but not for the transition metals.
ergy leads to a larger phase space for the relaxation of ma-
jority electrons and therefore to a shorter lifetime. IV. EXPERIMENT

Second, we discuss results shown in Figs) &nd 5d) .
obtained when secondary electrons are included in the calcu- A. TR-2PPE technique
lation. They are labeled byout, in). Transport effects are The time-resolved TR)-2PPE pump-probe experiments
still neglected. The inclusion of secondary electrons leads tare carried out in a UHV chamber by monitoring the number
an increase of the relaxation time by a factor of about 2 asf electrons at a given kinetic energy as a function of the
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Laser-system UHV-Charnbar a cylindrical sector electron energy analyZ&SA) and a

spin analyzer, based on spin-polarized low-energy electron
AR* - Laser H TI-Sa-Laser }.......\M

diffraction (SPLEED.*° The Earth’s magnetic field is
1 7t bs
[Fem]

linear drive

shielded byu-metal coverings inside the chamber. Standard
ey surface-physics methods such as Auger-electron spectros-
copy (AES) and low-energy electron diffractioi.EED) are
I:‘ Praparation available to check the cleanliness and the surface structure of
. _—Iss the samples. The orientation of the samples is 45° with re-

P St spect to the laser beam and the electrons are detected in
"‘lfi_____\ss p
BB
gyombl;snsatlon' """"" C: electra
I M analyzer

normal-emission geometry. Remanent magnetization of the
||
B H
2

ferromagnetic samples is achieved by a magnetic-field pulse
from a coil. The geometric arrangement of the spin analyzer
allows the measurement of the spin polarization along the
Ihorizontal in-plane axis of the sample. To minimize the ef-

fects of stray fields and to facilitate electron collection, a bias
voltage (—4 V for Cu and—15 V for Ni, Co, and Fgis

delay between the pump and probe pulses. We employ traPplied between the sample and the CSA. For spin-resolved
equal-pulse correlation technique, i.e., the two pulses arf'éasurements the electrons are guided into the SPLEED
monochromatic and equal in intensity, but cross polarized@"alyzer, which is located on top of the CSA. In this spin
For metals, the use of orthogonal linear polarized light pulse@alyzer the electrons are first accelerated to 104.5 eV ki-
suppresses coherent interference efféai¢hin the limit of ~ NEUC €nergy, as the highest figure of merit for this kind of

rapid dephasingto a large exterft.Otherwise they influence 2nalyzer is known to be at this primary-electron enéfyy.

the optical transition process and would make the reconvol Nereafter the electrons are scattered at a tungdiem)

lution of the raw data much more difficult. Furthermore, theCrystal- From the resulting LEED feature, the £,0) and
influence of Cs-induced surface states on the lifetime can b0 electron beams that have a high spin asymmetry, are
suppressedsee below. counteq in two d|ffer_ent chan.n(.altrons. The Sherm_an fastor
The nonlinearity of the two-photon process leads to arft quantity for the spin selectivity of an analyzer, is fopnd to
increase in the 2PPE yield when the pulses are spatially af§creéase from 0.2 to 0.25 over the two years of operation; the
temporarily superimposed. As long as the two laser pmseglghest value was rea_ched after having the tungsten SPLEED
temporarily overlap it is obvious that an electron can be'yStal @ long period in very low pressure. ,
emitted by absorbing just one photon from each pulse. How- | N€ time-resolved 2PPE experiments are performed with
ever, if the pulses are temporarily separated, then an excitédl femtosecond mode-locked Ti:sapphire laser, pumped by
electron from the first pulse is able to absorb a photon fronfioout 10 W from a cw Af laser. The system delivers
the second pulse but only as long as the inelastic lifetime ofr@nsform-limited and sgéhemporal shaped pulses of up to
the intermediate state exceeds the delay or the normally ur NJ/pulse with a duration of 40 fs at a repetition rate of 82
occupied electronic state is refilled by a secondary electroHz- The linearly polarized output of the Ti:sapphire laser
Due to a precise measurement of the time delay between tHg fréquency-doubled in a 0.2-mm-thick beta barium borate
two pulses(1 fs = path length difference of 0.am), this  (BBO) crystal to produce UV pulses av=3-3.4 eV. The
technique allows us to analyze relaxation times which aréV beam is sent through a pair of prisms to pre-compensate
considerably shorter than the laser pulse duration. for pulse. broadening due to dispersive glemen_ts like Ienses,
We use laser pulses at low fluence and peak power tgeamsplitters, anq the QHV—chamber wmdow in the o_pt|cal
avoid space-charge effects or highly excited electron distriPath. A GVD and intensity-loss matched interferometric au-
butions. We emphasize that the count rate is much lowefocorrelator setup is used for the pump-probe experiment
than one electron per pulse. Therefore we measure the rela&€e Fig. 6. The pulses are split by a beamsplitter to equal
ation and transport of individual excited electronic statedntensity (pump and probe pulsgsand one path is delayed
rather than the collective behavior of transiently heated nonWith respect to the other by a computer-controlled delay
equilibrium distribution. We have to roughly calculate the Stage. Both beams are combined colinearly but cross polar-
fraction of excited electrons. Typically, we have a laser flu-Z€d by a second beamsplitter and are focused at the sample

ence of about 0.3 nd/pulse in each beam resulting ipurface.

6 10° photons per pulse. For a spot size-e150 um and a For the ferromagnetic samples, we use evaporated films
penetration depth of the blue light 6f150 A, the volume in because they can be held magnetized in a single-domain state

which the laser light will be absorbed is about 30~ ° cne. without an applied external field and the stray field is much
If 10% of the light is absorbed by the metal, thex 607 smaller compared to a bulk ferromagnet. In principle, this

photons are absorbed byx7.0* atoms which results in a experiment could also be performed with bulk samples. The
fractional excitation of roughly 1 part in 0 ferromagnetic films are evaporated onto a@1) substrate

in a separable chamber. We use a water-cooled evaporator
based on electron-beam heating. The material to be evapo-
rated(of 99.999% purity was inside a molybdenum crucible

A schematic overview of the experimental setup is shownCo, Fe or directly evaporated from a 1-mm-thick wifili).
in Fig. 6. The samples are mounted in a UHV chamber withThe evaporation rat@round 0.2 nm/minwas checked with
a base pressure in the 18-mbar range. It is equipped with a quartz oscillator, which is calibrated against atomic-force-

AFM/STM and
gsample storage

FIG. 6. Schematic view of the equal-pulse correlation setup fo
time resolved 2PPE.

B. Experimental setup
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microscope thickness measurements. During evaporation the L B B I BRI L I
pressure remained in the 18¥-mbar region. i v Ag ]
The thickness of the ferromagnetic films must fulfill the 1o oA j
following requirements. First, it has to be large enough, in & g0l v ® Ni i
order to avoid an influence of electrons from the Cu sub- g r -
strate. Second, it should be possible to remanently magnetize g 60— v -
the film by a suitable strong field pulse. And third, the axis of g T y
the magnetization has to lie in the film plane because the ;‘340__ v ]
geometry of our spin analyzer only allows the measurement 20l o Y.y -
of transversally polarized electrons. -Qﬂg(f Y oy i
Cobalt films, epitaxially grown on GQ01) surfaces, are 0, 1, Ummﬁmmax > e ud ¥ Y
formed in a stable fcc structure and exhibit in-plane magne- 05 1 1]~55_EF (ev)2 25 3

tization. For thick films, the in-plane magnetization easy axis
lies along the(110 direction of the Cu crystd. In-plane FIG. 7. Comparison of experimental relaxation time results for
magnetization was detectable starting at a thickness odg and the three transition metals, Fe, Co, and Ni.

around 0.4 nm. This is in agreement with other investigations

using the magneto-optical Kerr effé€tAbove a film thick-  duced by the firstpump laser pulse. Details of the way to
ness of 2 nm, th(t—,\.spm polarization d,'d not increase any morgxtract the relaxation time from the measured signal have
on further deposition of Co. For our investigations we evapoheen given in previous publicationé:!® As expected, the

rated 10-nm-thick Co films. _ lifetime increases as the excited-state energy decreases,
~ lron grows in the fcc structure on Q@01) during the  caused by the reduced phase space for electron-electron scat-
initial steps of evaporation. The magnetization vector is oritering (see Secs. Il, lll A, and Fermi-liquid theoryHow-

ented perpendicular to the film surface. Above a thickness %Ver’ at an intermediate-state energy, where the intensity be-
around 2 nm a bc€l10) structure starts developirid.The  comes dominated by interband transition from ¢heand to
magnetic easy axis for these thick films is found to lie parthe unoccupiedsp band (strongd-band peak in the inten-
allel to the C100) axis™* We use 20-nm-thick iron films for  sity), the measured relaxation time decreases by more than a
our Investigation. factor of 2 before it increases again. By changing the photon
For Ni on Cu001) the magnetization vector is in-plane energy fromhy=3.0 eV tohy=3.3 eV, both thed-band
for small thiCknesseS, then it switches to OUt'Of'plane at q:)eak in the intensity and the dip in the measured lifetime
thickness of around 1.2 nfﬁOnly at Iarger thicknesses of move with the same energy differendeE=Ahv as ex-
around 6-7 nm does it turn back to in plefieve found a  pected. The striking difference in the values observed in the
saturation of the spin polarization for thicknesses above 2@nergy rangee — Ex=0.7-1.3 eV indicate quite clearly that

nm. Therefore we evaporated 40-nm-thick Ni films for ourthe relaxation time can depend critically on the used photon
measurements. energy.

The clean metal surfaces are first dosed with Cs to lower
the surface work function, a well-known technique. This en-
abled lifetime measurements of lower excited states, increas-
ing the useful energy range of the spectra closer to the Fermi 1. Spin-integrated time-resolved 2PPE measurements
energy(see Fig. 1 Cs is evaporated from a thoroughly out-
gassed getter sourd8AES. The effect on the lifetime by ex
dosing a metal surface with small amount of CsQ.1

monolayey has been thoroughly investigated in the lastys iy which thed shell is completely filledsee Cu and Ag
years.”"“Using cross-polarized pulses no differences in they,q § hand of transition metals is only partially filled, and the
lifetime have ever been found between a clean and a cesiatefb tronic and relaxation properties are dominated to a con-
metal surface by means of TR-2PFHn addition, we found  ggerapje degree by thedeelectrons. The strong localization
no differences in spin polarization between the clean and thgs thased electrons results in a narrower band and hence in a
cesiated surfaces in the overlapping energy region betwegp,ch higher DOS near the Fermi level as compared with the

1.7 and 3.3 eV. sp electrons in Cu and Ag. A higher density of occupied and
unoccupied states near the Fermi level is expected to lead to
faster relaxation and hence to a shorter inelastic lifetime of
excited electronic states as discussed in Sec. Il B. This pre-
In Fig. 4(b) the extracted relaxation time as a function of diction is well satisfied by our data. Figure 7 shows a com-
the intermediate-state energy for a(CLl) surface is shown, parison of the extracted relaxation time of silver and the
using a photon energy of 3.0 €M) and 3.3 eVYO). The data three investigated ferromagnetic transition metals cobalt,
are reconvoluted from the experimentally obtained crossnickel, and iron. The experimental values for these metals
correlation traces using a rate-equation model for the popuare at least a factor of 10 smaller than those of Cu and Ag.
lation of the intermediate state. In the case of rapid dephasFhese small values reduce the energy range in the region of
ing, and assuming an exponential depletion of the nascert3 eV to 1.3 eV which provides a meaningful statement
photoexcited electron population, the evolution of the tran-about the relation in the relaxation time between the three
sient populatiorN* (t) of the intermediate state is given by investigated transition metals. In contrast to the numerical
dN* (t)/dt=A(t) —N*(t)/ 7 whereA(t) is the excitation in-  results calculated using the same Coulomb matrix elefdent

D. Experimental results for Fe, Co, and Ni

We used the same equal-pulse correlation technique to
tend the investigation of the hot-electron relaxation to
transition metals Co, Fe, and Ni. Compared with noble met-

C. Experimental results for Cu
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T A difference is slightly reduced. This qualitative behavior of
an T x the spin-dependent lifetime can be readily explained by the

E val * Y 4 excess of unfilled minority-spin states compared to unfilled
RS majority-spin states. According to this simple model, the
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+* oot = I+I_ spin dependence of the scattering rate is larger for the strong
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v 3 T v ] ferromagnets Co and Ni than for the weak ferromagnet Fe.
Ot This is in agreement with our measurements, where only a
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= small spin effect could be detected for Fe. In Fe, this model
I I ] would even predict a reversal of the effect for low energies
o T EI X below 1 eV, i.e., the lifetime for spin-down electrons should
1 E I ] become longer than the lifetime for spin-up electrons, see
T I ] Fig. 5b). A ratio of majority to minority relaxation timéR
ST I T S I below 1 is, however, not observed f&—Er<1 eV. This
0.3 04 05 06 05 105 ! result indicates that the simple model, considering the differ-
E-E¢ (V) E-Er (V) E-Ee (V) ent number of empty electronic states as the only decisive
FIG. 8. Experimental results for the spin-resolved relaxationfactor for a sp_in-d_ependent_relaxation time,_is not sufficient
time 7, and 7, and the ratior; /7, of majority to minority relax- for a quantitative interpretation of our experimental data.
ation time.

-
LI L B e e

V. DISCUSSION

for different metalgsee Sec. Il B, the data indicate a rela- S ) )
tion 7ee< i< e, Within this energy range. First, in Fig. 4 we compare experimental and theoretical
results for Cu for photon energiés’=3.0 and 3.3 eV. Ex-
perimental and theoretical results show qualitative agreement
regarding the main features. The peak in the intensity and the

Adding a spin analyzer to the CSA energy analyzer makefeature in the relaxation tim@elative minimum and maxi-
possible the separate but simultaneous measurement of battum) shift linearly with photon energy. The minimum in the
spin states. The electrons of a fixed energy are counted acelaxation time corresponds to the peak in the intensity and
cording to their spin in two different channeltrons as a func-the maximum in the relaxation time corresponds to the
tion of the time delay between the two pulses, at a giverd-band threshold. The explanation that the feature in the cal-
magnetization direction. To compensate for an apparatusulated relaxation time is due to the secondary electrons was
induced asymmetry, the magnetization is then reversed amgiven in detail in Sec. Ill A. The good agreement between
the measurement is taken again. From the resulting foucalculated and experimental results is a strong evidence for
datasets the relaxation times and 7| for spin-up and spin-  this explanation. The calculations reproduce the features ob-
down electrons are extracted by using the same reconvoliserved in different experimeffsin a natural way by in-
tion method as discussed above. Each pair of data pointduding secondary electrons without invoking further expla-
presented in the plots of this section is the average of eight tnations such as excitonic states involving 8lectrons’ The
ten single relaxation-time measurements. differences between theoretical and experimental results in

The spin dependence will have a superimposed effect oRig. 4 lead to several conclusions. Both the peak in the in-
the spin-integrated relaxation time. Therefore a spin depentensity and the difference between the minimum and maxi-
dence in the relaxation time can only be resolved if there isnum of the relaxation time are more pronounced in the ex-
already a certain relaxation time detectable with spin-periment than in the calculation. This may be an evidence
integrated measurements. As shown in Fig. 7, in the energthat the calculation yields too many secondary electrons
range above 1.4 eV, we find for all three transition metals avhich cause a too strong background and thus a too small
relaxation time smaller than our time resolutionnZ fs). On  structure in the 2PPE intensifgee the upper part of Fig.
the other hand, at intermediate-state energies clode-to  4(a)]. The relatively small increase from the minimum to the
the electrons emitted by 1PPE processes start becoming irmaximum in the calculated relaxation time should not be
portant. They induce a large background to the 2PPE signalffected much by this, but may rather point to the fact that
and make an accurate extraction of the lifetimes difficult.the lifetime of thed holes in the calculation is too small.
Therefore spin-resolved measurements can only be usefulljote, due to the largd DOS belowEg, there is no symme-
performed for intermediate-state energies between 0.3 andy between hole lifetimes and lifetimes of excited electrons.
1.1leV. In our calculations, hole lifetimes for energies below the

In Fig. 8 the spin-dependent relaxation time for electronsd-band threshold are very short due to the large DOS. If the
(upper pant and the ratio of majority to minority lifetime hole lifetimes were larger, then fewer secondary electrons
(lower par} of Fe, Co, and Ni films are plotted. The error would be generated, but with a longer delay after the creation
bars in the plot represent the statistical scatter. The experaf the electron-hole pair by the laser pulse. A longer delay
mental results of the three examined ferromagnetic materialwill lead to the observation of a longer relaxation time in the
show two common factdi) The lifetime for majority-spin  excited state when secondary-electron contributions are im-
electrons is always found to be longer than the lifetime forportant.
minority-spin electrons andii) the value forr,/7, was The interpretation given here that the nonmonotonous fea-
found to lie between 1 and 2. The largest differences beture in the lifetime in Cu is due to seconda@ugen elec-
tweenr; and| are found for Ni and Co, whereas for Fe, the trons has raised some controversy in the literatut®!>*®

2. Spin- and time-resolved 2PPE measurements
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FIG. 9. Experimental and theoretical results for the spin-  F|G. 10. Experimental and theoretical results for the ratior,

averaged relaxation time of the distribution. Calculations includeof the relaxation time of the distribution. The labels are as in Fig. 9
secondary-electron effects. Curaeshows results using Coulomb and refer to the same parameters.

matrix elemenM =0.8 eV andM'1/M1!|=1 for the various tran-

sition metals. Curveb gives results for the sameM, but . ) .
IM'1/M1!|=0.5. Results using different valuesMffor the various cal results for the spin-averaged relaxation timand the

transition metals anfM /M 1/|=0.5 are shown in curve. ratio 7, /7, of majority and minority relaxation time for the
ferromagnetic transition metals Fe, Co, and Ni. The discrep-

While Knoesel, Hotzel, and Wdft interpret their data by ancies between experimental and t_heoretical results indicate
contributions from Auger electrons at intermediate-state enthat Poth DOS and Coulomb matrix elements play a role.
ergies above the-band peak, Petek, Nagano, and Og&wa N.ote. thgt th'eoretlpal results refer to relaxation times of the
argue that secondary electrons make no significant contribiistribution including secondary-electron effects. Transport
tion to the signal abov& —Ex= 1.5 eV (for photon energy €ffects have been neglected here in view of the fact that they
hy=3.1 e\). The argument is based on a temperaturecause only minor changes in the relaxation time of the tran-
dependent delayed rise in the 2PPE signal as a function @ition metals; see Fig. 5.
time delay between the laser pulses, which is observed below First, the results calculated withl =0.8 eV for all the
and immediately above thé-band peak aE—E=0.9 eV, transition metals are shown by the cunags Figs. 9 and 10.
but which vanishes above— Ex=1.5 eV and in the region The difference in the calculated relaxation times for Fe, Co,
of the peak. The temperature-dependent delayed rise is inteli, and Cu is then only due to the different DOS used as
preted as a contribution from Auger electrons, which agree#put for the calculation. Note that the calculated relaxation
with our interpretation of the feature in the lifetime. In Ref. time is smaller than the experimental one in Co and Ni,
13, the fact that the delayed rise vanishes above 1.5 eV ihile itis larger in Fe. The calculated ratio/ 7| is larger in
taken as evidence that Auger electrons are absent in thfSo and Ni than the experimenal one, but it is smaller in Fe.
energy region. In contrast to this conclusion, our calculations Second, in curveb, we show results of calculations using
show significant contributions from secondary electrons uggain M=0.8 eV, but the reduced valyé''/M'|=0.5.
to aboutE—E-=2.5 eV (compare the relaxation times with- One expects that the matrix elemevit' ! for scattering of
out[curveb] and with[curvec] secondary electrons in Fig. parallel spins is smaller thavi '! for antiparallel spins, since
3). We argue in the following that the absence of a resolvablelectrons with parallel spins avoid each other due to the Pauli
second peak in the 2PPE signal is no evidence for the atexclusion principle® The ratior, /7, is strongly reduced in
sence of Auger electrons. Thus the results of Ref. 13 are néto and Ni, while it is increased in Fe, which leads to satis-
in contradiction with our results. One would observe a secfactory agreement for, /7, between experimental and the-
ond peak with a delay given by the hole lifetime at theoretical results. The spin-averaged relaxation time is not
d-band peak if all Auger electrons were created at a fixedstrongly affected by the value ¢k1T/MT].
rate corresponding to this hole lifetime. However, Auger Third, we take into account different Coulomb matrix el-
electrons are also created by the filling of holes deeper in thements M for the various metals, while we still use
d band with energies up tbr. These deep holes have have |[M''/MT!|=0.5. The results are given by the curvesn
shorter lifetimes than the ones at the top of theand. Thus  Figs. 9 and 10. For Co and Ni we ub&=0.4 eV, while for
they lead to secondary-electron contributions to the dynamkFe we takeM =1.0 eV. The use of these values fdrleads
ics in the intermediate state with a smaller delay time. Theo reasonable agreement between theoretical and experimen-
fact that holes with different lifetimes contribute to the tal results for both the spin-averaged relaxation time and the
secondary-electron dynamics makes it difficult to observe aatio 7, /7, .
resolvable second peak with a fixed delay corresponding to Different Coulomb matrix elements in Fe, Co, Ni, and Cu
the lifetime at thed-band peak. Thus in our view, the mea- are mainly caused by the influence dfelectrons. Note,
surements reported in Refs. 12 and 13 are not in contradiawhile in isolated atoms, Coulomb matrix elements do not
tion with the interpretation of the nonmonotonous feature invary much from Cu to Fé! in solids the band character, the
the relaxation time given by us and in Ref. 10. position of thed band, and the screening dfelectrons are

In Figs. 9 and 10 we compare experimental and theoretiexpected to change this. The screened Coulomb matrix ele-
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ments for scattering between Bloch states with wave vectorthe calculation is in qualitative agreement with experiments.
k; in bandsq; is given by It seems desirable to achieve a better quantitative agreement

for this structure in order to draw definitive conclusions

12 [ 343, % N , about the role played by secondary electrons.
M334_f d°rd*r ‘pklal(r)‘ﬁkzaz(r ) Experimental results for the spin-dependent relaxation
time for Fe, Co, and Ni reveal thai.<m\;<7c, and that

, 7. /7, lies between 1 and 2 for the three metals. The com-
‘/’ksas(r)‘/’k4a4(r ). (10 parison of experimental and theoretical results shows that
DOS effects alone do not explain the magnitude of the re-

Here, e is the dielectric function. The Coulomb matrix ele- laxation time for the various transition metals observed in

ments are of course influenced blyelectrons, since their €xperiments. The differences between the calculation using
wave functions are more localized and also since they corthe same Coulomb matrix element for Fe, Co, and Ni and
tribute to the screening of the Coulomb potential. The strongXpPeriments reveal that Coulomb-matrix-element effects are
localization of d electrons leads to smaller overlap with Important.

sp-electron wave functions and therefore to smaller transi- As an outlook for further studies, we conclude that more
tion matrix elements whesp—d transitions are involved as detailed calculations have to include a first-principles calcu-
compared to matrix elements involvirgp—sp transitions.  ation of the Coulomb interaction matrix elements. Notably
Note, thed-electron wave functions get more localized from ©ne has to take into account the screening bydtkéectrons,

Fe to Cu. The additional screeningaélectrons is contained the influence of the localized-electron wave functions on

in the dielectric functione(|r —r’|,w), wherew is the en- the Coulomb matrix elements, and the energy dependence of
ergy transfered in the transition. Somewhat depending on the'matrlx glements. Further stud|e§ of the influence of the
d electrons closer to the Fermi energy contribute mainly tgPPtical excitation, for example, the influence of the photon

screening. In the static limit§— 0), the Lindhard dielectric ©nergy and the polarization of the incoming light on the ob-
function for a free-electron gas reduceSStm)=1+k§/q2 served dynamics, are needed. Also the influence of the hole

such that the screened Coulomb interaction in real Spa(ljg‘etime on the calculated relaxation times should be investi-
takes the formv(r)= (e%/r)e . In the Thomas-Fermi ap- gated. The rate of filling ofl-band holes influences the time

proximation, the screening wave vector is directly related toevolutiqn Of the distribution and hence aI;o the obgerved
the DOS at the Fermi levéf ko= 4me2p(Eg). In the case of relaxation time for levels above the Fermi energy via the

transition metals, the expressions are not strictly valid begeneratioq of secondary glectrons. %ole ”fe“”_”es have been
caused electrons are not free-electron-like. Although theobserxed n rﬁcent e_xpgnmr(]ants ?)n bmnd thelr.(;affegt on
quantitative contribution off electrons to screening is not \WO-Photon photoemission has also been considered in a re-

well known, qualitatively it is clear that a higher DOS near cent theoretical work:

the Fermi level leads to stronger screening. This may explain

that the screened Coulomb matrix element in Co and Ni with
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work about the influence ofl electrons on the lifetime of

low-energy electrons in noble and transition metafs:?°

Choosing different matrix ?Iements fap and d states, APPENDIX A: DETERMINATION OF THE

Zaratg, Apell, and Echemqheobtan_’n good agreement with RELAXATION TIME

experimental results for C4.Campillo et al® and Schoe

et al?° have calculated lifetimes in Cu using the density- In order to determine the effective relaxation time, we fit

functional theory for the determination of the electronicthe occupation function calculated from E@) with a func-

structure and have found important contributionsdaglec-  tion f describing exponential decay with a relaxation time

trons to the lifetime via screening, localization of the waveobtained from the equationf/at= af/at|°Pi@— (/7). The

function, and DOS effects. fit to the occupation calculated from E@®) is done by tak-

ing 7 for which f has the maximum at the same time. The

comparison of the curves in Fig. 11 shows that this is a valid

procedure over a wide range of energies, even where second-
We have presented experimental and theoretical resuliry electrons dominateseeE—E-=0.8 or 1.3 eV. The fact

for the dynamics of excited electrons in Cu, Fe, Co, and Nithat the deviations are very small shows that although the

The results for Cu show the influence of secondary electronsalculated curves do not exactly show exponential behavior,

and transport effects on the observed relaxation time. Thehey can be fitted well by a curve showing exponential

nonmonotonous behavior in the relaxation time obtained irdecay for some effective relaxation time.

e2

X
e(|r—r'[,o)|r—r’|

VI. CONCLUSION
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FIG. 11. Calculated occupation function for different +egr g, W(E' Bo,Eao)} (B3)
intermediate-state energiésormalized to 1 at the maximunand
fit by a function describing exponential decay. The calculation is foryith the definitions
Cu with hv=3.3 eV and a pump laser of 70 fs duration.

APPENDIX B: ELECTRON-ELECTRON SCATTERING , _ 2_77 *

RATES W(Eao,E BU)_ A % f_wds(esyohs-%—w,&a'

The scattering rate out of the state with momentpm ><|ME?";‘?V" —_MEeieye 2
banda (designatingsp or d-like wave function and spino Elhgietodr etwo0iE fo
is given in first order time-dependent perturbation theory te —h v Eaoieyo 2
(golden rule by eyolls + 0,501 E’ﬁo;s+w,5j ),

(B4)

of out 2 1

paoc
T =_fpmr? 2 [Efkya'(l_fp’ﬁ(r) _ 2 %
e—e p'kk’ . Bys W(Eaa’,E’Ba’)=72 J de€,yoNe i v 60
yo J—eo

_ pao;kyo _ p\apaocikyo |2
X (1= Fr50) IMG gk 50~ M 50207 ol

EaU;ey; 2
XM e . B5
X 8(Epas* Exyo— Ep o~ Exr o) M. ome ol (B5)
+fkyg(l_fp’ﬁa)(l_fk’5;)|Mgilg(;.l;(z}r&a 2 For the calculation, we will use a simple parametrization of

the matrix elements. First, we do not further distinguish be-

tween states o6p or d symmetry in the matrix element.

Then the form of Eqs(B2)—(B5) remains the same when the

partial DOS is replaced by the total DOS. Second, we ne-

In the same manner, one defines the scattering ra lect the energy dependence, ass_uming it to be weak in the
’ nge of a few eV from the Fermi energy. In E&4), we

9t pael 3t|ee fOr scattering into a state. The first and secondasiact the interference term after expanding the modulus
terms describe scattering between electrons of of the Sam&are:

and of opposite spin, respectively.

Sums over momenta are converted into integrals over en-
ergies in the randork-approximation'® The conversion to IMZ7—MS712=|MJ%|2+|M37|2=[MJ7(M59)* +c.c]
k-averaged quantities is done in the following way:

X 5( Epmr+ Eky;_ Ep’Bo'_ Ek’&r)] . (Bl)

~IM77[2+[M3712=2|M 77|12, (B6)

> fkwaf dEpeasfEac - We have denoted the matrix elements with different energy
K o arguments byM77 andM37. In the last step, we drop the
energy index and use energy-independent matrix elements

Eachk sum leads to a factor of the DOBg,,, . Products of M?7=M1”=M3”. The approximation of neglecting the in-
distribution functions and densities of states are defined aigrference term was also made by Penn, Apell, and Gifvin.
€Eao=PEacTEae AND Mo =PEas(1—feas) and designate The Coulomb matrix elements for scattering between equal
the number of electrons and holes. The randompproxi- and opposite spins are denoted l#’” and M??. We use
mation allows the replacements—E, p’—E’, k—e, and M''=M!' and M''=M!'T. For the calculation, we define
k'—e&’. The integral over’ can be performed because of two parameters for the average matrix element squared and
the & function and allows us to replacg by ¢+ with for the ratio of M!T and M :M2=(|MTT|2+|MT!|?)/2, m
=E—E’. Thek-averaged expressions for the scattering rates=|M'"/M'!|. The simplified equations used in the calcula-
out of and into the statBE«o are then given by tions of the scattering rates are given in EgB—(7).
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