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Atomistic simulations of solid-phase epitaxial growth in silicon
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High-quality semiconductor crystals can be produced by solid-phase epitaxial growth at the amorphous-
crystal interface. Despite extensive experimental studies, the microscopic mechanisms that lead to crystalliza-
tion are not known. Molecular-dynamics simulations of a Si~001! amorphous-crystal interface, using an accu-
rate empirical interatomic potential, give an activation energy~for T.950 K! and a shape for the activated
state that are in reasonable agreement with experimental measurements. Analysis of the simulations reveals
complex microscopic mechanisms involving one or several consecutive atomic rearrangement steps; the un-
anticipated level of complexity casts doubt on the common viewpoint of a unique mechanism.
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Epitaxial crystal growth from the vapor or melt has a
tracted much attention in recent years, motivated both b
fundamental interest in understanding growth phenom
and by the practical goal of controlling and improvin
growth of technologically important materials. Epitaxy c
also occur at the amorphous-crystal interface, when
metastable amorphous phase is consumed upon heatin
produce the stable crystalline phase. This process, ca
solid-phase epitaxial growth~SPEG!, is the subject of intense
research efforts aimed at producing high quality semicond
tor thin films. Like the vapor-crystal and melt-crystal inte
faces, the amorphous-crystal interface separates a disord
uniform phase from a highly ordered phase. Unlike grow
from the vapor or melt, however, in SPEG the mobility
atoms is everywhere so low that the rate limiting step is th
rearrangement at the interface, rather than long-range t
mal or atomic transport. It is therefore of great interest
investigate the possible microscopic mechanisms for SP
where the dynamics of atoms at the growth front could
very different from the usual growth situations. Moreov
since this process occurs in the middle of a bulk sam
surface experimental probes with atomic resolution are in
fective. Instead, experiments have been confined to mea
ing macroscopic, average quantities such as the activa
energy, activation strain, and the dependence on subs
orientation and doping, all of which have direct bearing
models for the atomistic processes.1,2

In this work we present the results of extensi
molecular-dynamics~MD! simulations of the amorphous
crystal interface in Si~001! with the aim of developing a
microscopic understanding of SPEG mechanisms, an is
that has not been addressed in earlier simulations.3 We study
samples at different external temperatures and applied p
sures, including several different stress states, in orde
measure key thermodynamic parameters such as the ac
tion energy and diagonal components of the strain tensor
monitoring the paths of atoms in a sequence of configu
tions generated by MD as they evolve from amorphous
crystal we identify examples of microscopic mechanisms
PRB 610163-1829/2000/61~10!/6696~5!/$15.00
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growth at the interface. These demonstrate a heretofore
anticipated level of complexity in this process at the mic
scopic scale, casting some doubt on the common viewp
of a unique SPEG mechanism.

In experiment, the position of the interface can be m
sured using the interference between laser beams reflecte
the sample-vacuum and the amorphous-crystal interfac1

The derivative of this position as a function of time is th
interface speed, which is time independent and exhi
Arrhenius behavior with temperatureT and stresss i j :

v~T!5v0 exp@2~E* 2s i j Vi j* !/kBT#, ~1!

wherev0 is an orientation-dependent velocity prefactor,E*
is the activation energy, andVi j* is the activation strain
tensor.4 The activation volume is given byV* 5Tr@Vi j* #. At
zero stress, this relation describes accurately the inter
speed as a function of temperature over a range of 800
spanning five decades inv, with E* 52.6860.05 eV~Ref. 1!
~E* 52.7560.05 eV, andv spans ten decades for As-dope
samples1!. The temperature-independent activation energ
suggestive of a unique microscopic mechanism that cont
growth. Hydrostatic pressure experiments reveal an act
tion volumeV* 520.28VSi , whereVSi is the atomic vol-
ume of Si in its bulk diamond phase~at standard temperatur
and pressure!. By applying nonhydrostatic stress the el
ments of the activation strain tensorVi j* can be measured. I
is harder to study the nonhydrostatic stress effects quan
tively, but it is clear that the activated state is shorten
along z and elongated alongxy,4–6 i.e., Vzz* ,0 and Vxx*
1Vyy* .0, where the growth directionz is perpendicular to
the ~001! interface.

Simulations of SPEG require the evolution of samp
large enough~;103 atoms! to realistically capture the fea
tures of both phases and the interface for millions of M
time steps. Simulations of this scope are at present feas
only through the use of empirical interatomic potentials. T
main concern in using such potentials is their reliability
accurately reproducing quantities to which they were not
6696 ©2000 The American Physical Society



m
en

ng
vi
ve
ili
en
ti

r-
a
W

se
er
lio
an
it
o
is

te
da
er
h

te

t
-
tir
ts

at
or
n

we
s.

i
e
n
D
,
e

re
n
e
d

bo
u
r
t

e
-

b
-
im
a

s
es
p

to
nd

-
r
en-

s
d a

ent
for

for
a-
ally
nd
u-

ally

les,

uch
ers
on-

va-
tress

we
By
ce
r-
g

er-

PRB 61 6697ATOMISTIC SIMULATIONS OF SOLID-PHASE . . .
In our studies we have used a recently developed interato
potential for silicon, referred to as the environment dep
dent interatomic potential7 ~EDIP!. This potential gives a
very good description of diamond structure silicon, includi
point defects and activated bulk diffusion processes, by
tue of having been fit to such structures. It has also pro
very reliable in reproducing the structure of amorphous s
con, to which it had not been fit. We are therefore confid
that the EDIP potential provides as reasonable a descrip
of SPEG as any existing model potential for silicon.

In our MD simulations we use the Gear predicto
corrector algorithm to evolve the system in time, and resc
the atomic velocities to keep the temperature constant.
use an extended system Parrinello-Rahman approach8 to
maintain constant stress. We create the amorphous pha
simulating the quenching of a liquid silicon sample. Aft
annealing a quenched sample at 1000 K for several mil
time steps, we obtain a fourfold coordinated continuous r
dom network structure with a coordination defect dens
less than 5%. By joining one such amorphous sample c
sisting of about 1200 atoms to a bulk crystal sample cons
ing of about 800 atoms we create a sample with two in
faces between the two phases, due to the periodic boun
conditions. Extensive annealing at 1000 K allows the int
face to relax to a reasonable structure of low energy. T
resulting interface structure is similar to what we repor
earlier based on tight-binding calculations.9 In the course of
an MD simulation, images of the sample viewed parallel
the interface along~100! directions of the crystal clearly in
dicate that the crystalline portion increases until the en
sample has crystallized with a few remaining point defec
We make sure that this process corresponds to SPEG r
than growth from the melt by monitoring the average co
dination of atoms throughout the sample, which would u
dergo a discontinuous change if the amorphous phase
to melt; such a change is not observed in our simulation

First we attempt to make contact to the thermodynam
experimental measurements of SPEG, i.e., the activation
ergy and strain tensor, using the results of our simulatio
To determine the growth rate of the crystal during a long M
simulation we plot the number of ‘‘crystal atoms’’ vs time
and fit to a line. The number of ‘‘crystal atoms’’ must b
determined automatically during the simulation, which
quires the instantaneous and unambiguous identificatio
‘‘crystalline’’ versus ‘‘amorphous’’ atoms. To this end w
computex, the sum of the absolute values of the dot pro
ucts between bond directions around each atom and the
directions in the underlying crystal lattice which is a contin
ation of the substrate. This quantity is quite sensitive to o
entational order, and therefore to the difference between
two phases.x54 in the perfect crystal, whereas it averag
2.7 in the amorphous phase.10 We define a criterion for crys
tallinity that includes both a threshold in the value ofx ~3.3!,
and the requirement that the crystalline part of the sample
contiguous. In Fig. 1~a! we plot the interface speed vs in
verse temperature. At each temperature we ran several s
lations by restarting with random atomic velocities. The ch
otic character of the system causes the different MD run
diverge quickly, and to lead ultimately to different sampl
of the same~T, s i j ! ensemble. Since it appears that the slo
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is different at low and high temperatures, we fit the data
the sum of two Arrhenius terms with different prefactors a
activation energies.

At low temperature (T,950 K) a mechanism with an ac
tivation energy of 0.460.2 eV dominates, while at highe
temperatures the dominant mechanism has an activation
ergy of 2.060.5 eV. The experimental results1 exhibit just
one activation energy, 2.7 eV,5 which has been interpreted a
corresponding to a defect-formation energy of 2.3 eV an
defect-migration energy of 0.4 eV.2 The existence of two
different activation energies in the simulation is consist
with the extrinsic presence of defects that are responsible
growth. At low temperatures existing defects~which are
quenched in during the preparation of the sample! dominate
and the activation energy is just the migration barrier
these defects~in agreement with the experimental interpret
tion!. At high temperature new defects are created therm
and the activation energy is the sum of the formation a
migration energies. This is consistent with the fact that sim
lations, due to the extremely high quenching rates, gener
have higher defect~miscoordinated atom! densities than ex-
periment: defect densities are a few percent in our samp
whereas experimental values range from 0.01% to 1%.12 Our
explanation is also consistent with the observation of a m
lower activation energy in experiments where large numb
of defects are generated athermally, for example during i
beam enhanced SPEG.13

An additional thermodynamic measurement is the acti
tion volume and its shape, determined by pressure and s
experiments. To probe the shape of the activated state
apply nonhydrostatic stress to the sample during SPEG.
applying uniaxial compression perpendicular to the interfa
~varying szz! and biaxial compression parallel to the inte
face ~varying sxx and syy!, we extract the correspondin
elements of the activation strain tensorVzz* and Vxx* 1Vyy* .

FIG. 1. Arrhenius fits for the growth ratev versus:~a! 1/T, fitted
to a sum of two activated processes with different activation en
gies; ~b! the diagonal components of the strain tensorVii* .
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TABLE I. Activation energyE* and migration componentEm, activation volumeV* , and diagonal strain
tensor elementsVii* . ~a! Experiment:E* from Ref. 1,Em from Ref. 2,V* from Ref. 2,Vxx* 1Vyy* from Ref.
4, andVzz* from Refs. 5 and 6.~b! Fit of simulation results to Arrhenius behavior.~c! Analysis of atomistic
mechanisms~these values may not be unambiguously assigned to activation or migration, see te
discussion!. Energies in eV, volumes in units ofVSi .

E* Em V* Vxx* 1Vyy* Vzz*

~a! Experiment 2.760.05 0.4 20.2860.03 10.3060.01 20.3560.04
~b! Simulation 2.060.5 0.460.2 20.7160.10 20.0860.12 20.7460.15
~c! Atomistics @0.2,1.4# @20.1,0.0# @20.6,10.2# @20.1,10.1#
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Results of annealing runs at a range of stresses in hy
static, uniaxial, and biaxial geometries are plotted in F
1~b!. Fitting these results to an Arrhenius form gives t
activation strain tensor~Table I!. Within the margins of error
~determined by the scatter in the results!, the calculated ac-
tivation strain tensor elements satisfy the consistency rela
V* 5Tr@Vi j* #.4 In contrast, the experimental measureme
~also listed in Table I!, do not satisfy the consistency rela
tion, a fact ascribed to a number of experimen
difficulties.5,6 There is qualitative agreement between o
simulations and experiment: in both casesVzz* is large and
negative, and almost equal toV* , whereasVxx* 1Vyy* is either
smaller or possibly of the opposite sign~the lack of consis-
tency in the experimental results precludes a more defini
assignment!. This qualitative agreement is quite a subtle t
of the accuracy of the simulation.

Given the inability of experiment to probe the micr
scopic features of SPEG, one of the important contributi
of the simulation is to identify possible microscopic mech
nisms for the crystallization process. To this end, we fi
need to define what is meant by a ‘‘microscopic mec
nism.’’ Because the structure of the amorphous phase is
represented by a continuous random network, we expe
mechanism to consist of an ordered sequence of local
nectivity changes. To identify mechanisms in our simulat
we begin with a sequence of configurations from an MD r
each one averaged over a few hundred time steps in ord
smooth out thermal vibration. We then relax each configu
tion completely, and find network connectivity changes, i
atoms whose neighbor lists have changed between cons
tive time steps. These ‘‘active atoms’’ are partitioned in
clusters, each including active atoms that are nearest ne
bors or share a nearest neighbor. Clusters in consecutive
steps that share some active atoms are grouped togethe
mechanisms. Defined in this way, each mechanism spec
an ordered progression of localized network rearrangeme
Since the system is large and many unrelated changes o
simultaneously in different parts of the unit cell, it is nece
sary to consider the energetics of each mechanism inde
dently from all others. Simply computing the energy barr
for transformation from one configuration to the next cou
potentially superpose energy changes from several unre
mechanisms. To freeze out unrelated motion while study
the energetics of a particular mechanism we produce a s
of composite configurations: the positions of atoms in
mechanism and their nearest neighbors are taken from
relaxed MD configurations, while all other atoms are fixed
the positions they had at the initial configuration of t
mechanism. Uniform strain fluctuations, introduced by
o-
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composite configuration into the MD configuration, must
prevented from causing translation of active atoms with
spect to the rest of the system. To achieve this, we deform
configurations to the initial unit-cell size and shape. T
composite configurations thus produced are again fully
laxed, including both the unit-cell size and shape and
atomic positions.

To find the pathways in configuration space that conn
the initial and final configurations in each mechanism we
a simple version of the elastic band method for study
chemical reactions:11 we define a chain of configurations i
configuration space connecting initial and final configu
tions in the mechanism; the total energy of this chain is
sum of the energies of each configuration plus a harmo
potential in the distance between each pair of configurati
along the chain that are farther than some cutoff distan
This energy is minimized with respect to all the atomic p
sitions in every configuration in the chain. Then the unit-c
size and shape of each configuration is relaxed indep
dently, and the process is repeated until convergence.
attempted to extract mechanisms from several segment
the MD runs, but here we will discuss examples from a
3105 fs segment of a 1025 K, zero stress MD run. Duri
this period 16 atoms appeared to crystallize. These at
were divided into seven clusters, including one cluster of
adjacent atoms. We were able to identify mechanisms du
which crystallization occurred for every case except the la
est cluster, where the motion was too complicated to follo

FIG. 2. Energy along a crystallization path for a simple mec
nism. Points marked by black dots are relaxed configurations ta
from time-averaged snapshots, with atomic motion outside the
tive region frozen out. The line is a low-energy path connect
these configurations, relaxing atoms along the path. Diagonal c
ponents of the activated strain tensor are also shown by broken
~see text for details!.
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The transformation paths can be classified into two typ
simple events involving only one step, and complex on
involving the creation and annihilation of metastable defe
The energies and diagonal components of the strain te
along the transformation path for one simple mechanism
one complex mechanism are shown in Figs. 2 and 3.
simple mechanism reduces the energy of the system by
eV, with an energy barrier of 0.66 eV. Of the comple

FIG. 4. Illustration of a simple mechanism for crystallizatio
The initial ~top!, saddle-point~middle!, and final~bottom! configu-
rations are shown. Two different views of the interface along hi
symmetry directions of the crystal are shown for each step;
crystalline part is in the upper half of each figure. In this exam
two atoms perform a partial rotation, indicated by the small arro
and end up in crystalline positions. Undercoordination defects,
dicated by the black atoms, exist only at the saddle-point confi
ration.

FIG. 3. Energy along a crystallization path for a compl
mechanism. Notation is the same as for Fig. 2.
s:
s
s.
or
d
e
45

events, only one leads to a lowering of the energy, by 0.6
with a barrier of 0.2 eV. The strains at the peak energy c
figuration for the different mechanisms are widely scatte
~see Table I!.

The atomistic mechanisms always include the migrat
part of the crystallization mechanism; the formation part
included only if it occurs sufficiently closely in time to th
migration. In contrast, both experiment and the Arrhenius
of high-temperature MD runs involve the migration and fo
mation of defects. This makes direct comparison between
microscopic and macroscopic measurements difficult. In
instances where the microscopic mechanism only capt
the migration of the defect, the remainder of the full cryst
lization mechanism~i.e., defect formation! is likely to occur
in some region of the system separated in space or time f
the crystallization event. It would be extremely difficult t
make such connections in an unambiguous way with cur
MD capabilities.

To illustrate these points we present the atomic struct
of the simple and complex mechanisms whose energetics
discussed above in relation to Figs. 2 and 3. In Fig. 4

-
e

e
,
-
-

FIG. 5. Illustration of a complex mechanism for crystallizatio
The sequence of steps starts at the upper left and proceeds dow
left column, then continues at the bottom right and proceeds up
right column, as indicated by the double arrows. Two views
shown for every step, along high-symmetry directions of the cr
talline part, which is in the lower half of each image. Comparis
between the initial~top left! and final~top right! steps makes clea
the changes in the bonding at the interface due to crystallizatio
two atoms. Configurations are shown that correspond to each m
local maximum and minimum of the energy in Fig. 3, as well a
configuration half way between the last local maximum and
final configuration. Atoms with coordination other than 4 are sho
shaded: black for threefold coordination, gray for fivefold coor
nation. During this mechanism, a fivefold coordination defect m
grates to the interface in the first six steps; this facilitates the c
tallization of two atoms, which takes place in the last two steps
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show three different atomic configurations corresponding
a crystallization event by the simple mechanism~see Fig. 2!.
The initial, saddle-point and final configurations are show
Through this sequence of steps two atoms crystallize by
dergoing a process reminiscent of the concerted excha
mechanism,14 by which atoms can interchange positions
bulk Si. In the initial and final configurations all atoms in th
neighborhood of the two exchanging atoms are fourfold
ordinated, while in the saddle-point configuration several
ordination defects have been formed~the two exchanging
atoms and two of their neighbors are threefold coordinate!.
Thus in this example coordination defects are locally crea
and then annihilated by the crystallization process. The
energy of this mechanism~compared to the observed activ
tion energy for growth! indicates that the local bonding i
this configuration must be unusually weak, or such low
ergy mechanisms could dominate growth.

In Fig. 5 we show eight configurations along the multist
path of the complex mechanism, whose energy and str
were plotted in Fig. 3. In the first six configurations a coo
dination defect in the amorphous near the interface migr
in a series of steps, alternating between over coordina
~fivefold! and under coordination~threefold!. Once it is at
the interface it facilitates the incorporation of two atoms in
a sixfold ring at the edge of the crystal. This is consist
with the bimolecular defect flow mechanism in amorpho
Si, postulated by Witvrouw and Spaepen,15 in which a pre-
existing defect needs to be present to loosen up the netw
thereby making it possible for a flow event. It is cle
p
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from the images in Fig. 5 that the transformation begins w
a preexisting defect whose nucleation is not included in
mechanism. Presumably the creation of this defect, opera
in series with the observed migration, contributes the a
tional energy needed to explain the difference between
energy barrier of 0.2 eV obtained for this mechanism~see
Fig. 3! and the activation energy of 2.0 eV for growth o
tained from the thermodynamic analysis~see Fig. 1!.

We have shown that an empirical potential simulation
reproduce the activation energy and strain for solid ph
epitaxial growth, as well as provide a window into the m
croscopic rearrangements that occur during growth. In
class of mechanisms, probably relevant only where bonds
already weakened, crystallization occurs without the need
any preexisting defects. Another class of mechanisms
volves the migration of pre-existing coordination defec
which can form long before they lead to crystallization. It
therefore difficult to add up the microscopic formation a
migration contributions to the effective activation energy
growth. Until now this process had been modeled as a
peatable series of simple, thermally activated steps: coo
nation defects are created, migrate and are annihilated, f
tating the atomic rearrangements. The present simula
reveal that while this general framework is reasonable,
details of the process are in fact substantially more comp
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