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Glassy dynamics in supercooled-liquid and glassy ethanol: A molecular dynamics study
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Static and dynamic properties of supercooled liquid and glassy ethanol are evaluated from computer mo-
lecular dynamics simulations and compared with experimental data whenever possible. In particular, a com-
parison with recent neutron-scattering data is done and the results indicate that the relatively simple model here
employed is able to reproduce most of the observed features, at least on semiquantitative grounds. Special
attention is paid to monitor how the relevant dynamical properties change through the glass transition region
and to relate the phenomena observed with the microscopic information provided by the simulations.
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I. INTRODUCTION

The understanding of the dynamics of supercooled liqu
and glasses and whether or not the liquid-glass transi
masks a subjacent thermodynamic phase transition still c
stitutes an open challenge to the condensed matter scien1

Within the realm of idealized models, mode-coupling theo
has constituted a significant advance towards our underst
ing of the origin of ‘‘glassy phenomena.’’2 However, a sub-
stantial theoretical effort still needs to be done to provid
molecular-scale version of the theory that could be app
unambiguously to real systems, although approaches to
clude in the theory the effects of molecular rotations ha
been developed recently.3

Apart from the canonical liquid→glass~LGT! transition,
other transformations such as those involving the freezin
molecular rotations are known to share with it a good nu
ber of characteristics.8 Such freezing transitions are defi
nitely pure dynamic in origin and therefore a comparison
the relevant phenomena associated with these and t
shown by the LGT seems to constitute a promising ro
towards the clarification of the underlying physics behi
these exceedingly interesting and pervasive phase tran
mations. Under such premises, a number of recent inves
tions have been recently carried out on a single system s
as ethanol, as it allows us to study both transitions on
same material, which also take place under very close t
modynamic conditions. As known since two decades ag4

this material exhibits an interesting polymorphism leading
phases that can be prepared depending upon temperatur
cooling rates. The liquid can easily be supercooled and fo
a topologically disordered solid~glass! if the temperature is
decreased quickly belowTg597 K. If the glass is anneale
at a temperature between 97 and 115 K or the cooling ra
PRB 610163-1829/2000/61~10!/6654~13!/$15.00
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about 2 K/min it transforms into a plastic~or rotator-phase!
crystal. Here, the molecules sit at the nodes of a bcc latt
but they can rotate freely. The crystal undergoes upon c
ing below '97 K an additional calorimetric~glass! transi-
tion, involving the freezing of molecules at random orien
tions. The resulting solid, which is referred to as
‘‘orientational-glass,’’ shows no further transformation upo
subsequent cooling. Alternatively, the stable, monoclinic o
entationally ordered phase is easily prepared by annea
the liquid within the 120–158 K range.5

The orientational glass and the amorphous solid show
prising similarities in some macroscopic properties, such
the specific heat and the thermal conductivity. Their neutr
scattering spectra are also almost identical, and both s
the characteristic excess ‘‘glassy’’ modes when compa
with the stable crystal, suggesting that the dynamics of
disordered crystal phases of ethanol closely mimics tha
the amorphous solid.6 Therefore, the possibility of studying
in the same material both kinds of transition, one involvi
the arrest of all the degrees of freedom and another involv
only the orientational ones, makes ethanol an ideal ben
mark to deepen into the origin of this phenomenon.

Recently, Bermejo and co-workers have studied ext
sively all the phases of ethanol by means of neutron diffr
tion, inelastic neutron scattering, calorimetry, Raman, a
dielectric spectroscopy.5–8 A series of molecular-dynamic
~MD! simulations have also been performed to provide so
complement to the experimental studies. Our goal here
twofold: first, to study in some detail the supercooled-liqu
region, which is not easily accessible experimentally o
long periods of time~many hours or days! due to the rapid
formation of the ordered phases~monoclinic or plastic crys-
tal! in this range of temperatures~110–159 K!; second, we
also aim to obtain a microscopic description of the differe
6654 ©2000 The American Physical Society
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motions that take place in the supercooled liquid and
glass, as well as in the crystalline phases, in order to use
information as an aid to analyze the experimental data
try to determine the importance of the different contributio
~molecular translations and/or rotations! to the measured
spectra.

In the present paper we analyze in detail the structure
dynamics of supercooled liquid and glassy ethanol and h
they change near the liquid-glass transition region, while
future paper we will report a comparative study of the d
namics in the different phases~glass, plastic crystal, an
monoclinic crystal!.9

Molecular simulations have often been used to study
behavior of supercooled liquids and glasses, going from h
sphere or Lennard-Jones systems10 to molecular liquids. In
particular, methanol has been widely investigated by me
of computer simulations11–13 and therefore our results ca
also be used to establish a comparison between the dyna
of an almost-rigid molecule such as methanol~characteristic
frequencies are far too high to be relevant at the temperat
of interest! and that of a system that has one internal~mo-
lecular! degree of freedom, which has a frequency enabl
mode hybridization with the ‘‘lattice’’ motions. It is sus
pected that the presence of this internal mode that lead
the appearance in the stable crystal of two molecular c
formers in a 50:50 proportion is the main reason for
appearance of an stable plastic phase in the case of eth

In summary, we aim to use the simulations as a tool he
ing with the analysis of experimental data whenever p
sible, in the search for microscopic evidences of the mec
nisms underlying the different observed relaxations.

II. COMPUTATIONAL DETAILS

Although fairly detailed representations of the molecu
interactions are nowadays possible on a system such as
anol (CH3CH2OH), the phenomena under study are char
terized by diverging relaxation times as one approaches
LGT and therefore a compromise between achievable si
lation lengths and microscopic detail has to be made. C
sequently, we have chosen the optimized potentials for liq
simulations ~OPLS! potential,14 which being relatively
simple has proven to give good results for the static a
dynamic properties of normal-liquid ethanol.14–16

This model considers the ethanol molecule as ‘‘semifl
ible,’’ being the internal rotation along the axis C-O th
gives rise to thetrans andgaucheisomers the only interna
degree of freedom conserved. Forces are experienced b
model on four interaction sites, which are located on
CH3,CH2,O, and hydroxyl H groups. Interactions take t
usual Lennard-Jones~LJ! form and electrostatic interaction
are modeled by a set of point charges.14 The potential corre-
sponding to internal rotation about the C-O bond is rep
sented by means of a Fourier series with coefficients res
ing in trans-gauche energy differences in reasonab
agreement with experimental data~see Ref. 14 for details!.

The simulation box contains 216 molecules under p
odic boundary conditions. The initial configurations were o
tained from a constant pressure (P50.8 kbar) run using a
cooling rate17 dT/dt'0.1 K/ps. Subsequently, long runs fo
12 different temperatures were performed in the micro
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nonical ensemble~constantNVE) to avoid the interference
of the dynamics of the pressure bath with the particle dyna
ics and to facilitate the analysis of the data.18. The pressure
was found to be fairly stable about the initial value of 0
kbar.

In both types of runs (NVE and NPT) the equations of
motion were integrated using the Verlet leap-fro
algorithm19 with a time step of 2.5 fs and bond lengths a
angles were constrained by means of the SHA
algorithm.20 The interparticle interactions were truncated u
ing a cutoffRc512.5 Å and a switch function to avoid en
ergy drifts.21 The chosen form was that described by Alon
et al.12 That switch function turns off smoothly all the inte
actions between pairs of molecules whose center-of-m
separation is greater than the cutoff distance, enabling
total energy to be conserved.12

Standard corrections were applied to pressure and en
for the cutoff of the LJ interactions;19 whereas the electro
statics were treated by means of the reaction field techn
using a constante rf525, which is close to the value of th
static dielectric constant of the material at ambie
temperature.23 This method gives equivalent results to tho
obtained when using the Ewald sums, at least for the ca
lation of the properties of interest here.16,22

III. RESULTS

A. Thermodynamics and structure

The twelve thermodynamic states investigated and
main results obtained are summarized in Table I. TheNVE
energies agree with those calculated during the quench
are shown in Fig. 1, and, at comparable temperatures tha
also in agreement with previous data.15 In Fig. 1 the tempera-
ture dependence of the density is also shown, together
experimental data for the liquid.24 The OPLS model gives
systematically low densities at ambient conditions~'3%!,14

but at the isobar studied here (P50.8 kbar) the calculated
density is slightly higher than experiment at ambient pr
sure. As in the case of methanol, the model potential und
estimates the thermal expansion coefficient, and this ma
experimental and computed densities to coincide at the m
ing point of the stable crystal,Tm5159 K ~see Fig. 1!.

The density and potential energy display a broad tran
tion centered at about 150 K. The change in slope unveils
falling out of equilibrium, and the temperature where suc
change appears is usually assigned as the computer g
transition-temperature,Tg . Here, the calculatedTg comes
about 53 K above experiment, a behavior previously fou
for methanol,11 where Tg(exp)5103 K versus Tg(MD)
'155 K. This is attributable to the high cooling rate em
ployed in a simulation, which is several orders of magnitu
higher than that of calorimetric measurements from whereTg
is defined. The change in theV-T curve appears when th
time scale of the molecular motions involved in the volum
relaxation following a decrease in temperature becomes
the same order than the observation time scale. Higher c
ing rates mean that ergodicity is lost in a much shorter ti
scale and this leads to a transition that appears at temp
tures well in excess of those where experiments are car
using achievable cooling rates, and also stretches ov
wider range of temperatures.25 However, the change in ex
pansivity through the glass transition becomes quite wit
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TABLE I. Simulated state points and results.T is the average temperature of the run in K,r the density
of the system in g/cm3, P the average pressure in kbar,tequil andtsim the equilibration and production times
respectively, in ps,Einter the intermolecular potential energy in kJ/mol,U the potential energy including
intramolecular, i.e., torsional, contributions in kJ/mol, %trans the percentage oftrans conformers, andD the
self-diffusion coefficient in m2/s. The latter have been obtained from the long-time slope of the mean-s
displacement of the centers-of-mass. Below 160 K, they start to deviate from the Vogel-Tamman-F
behavior observed at higher temperatures, thus indicating the transition to the nonergodic regime~see Fig. 7!.

T r P tequil tsim Einter U %trans D

298.6 0.810 0.83 100 246 240.9 238.9 50.2 9.6310210

256.3 0.835 0.79 300 492 243.4 241.5 53.5 3.4310210

216.5 0.861 0.74 500 819 245.6 243.8 57.1 8.3310211

188.0 0.888 0.99 1000 1638 247.1 245.5 59.3 1.4310211

160.0 0.901 0.82 1600 1638 248.4 247.0 64.8 '9.8310213

142.6 0.911 0.83 3500 1638 249.0 247.6 65.4 '1.2310212

123.6 0.918 0.71 3500 1638 249.6 248.3 68.0 '3.3310213

104.4 0.932 0.98 3500 1638 250.3 249.0 66.8 '1.7310213

85.4 0.941 0.96 5000 1638 250.9 249.6 66.1 '1.4310213

61,1 0,948 0.85 3500 1638 251.6 250.4 66.8 '0
41.5 0.955 0.84 2600 1638 252.1 251.0 66.8 '0
5.9 0.965 0.82 2600 1638 253.1 252.0 66.2 '0
1
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the range of that measured by experiment. Thus, above
K we obtain a thermal-expansion coefficienta'
831024 K21, which compares well with typical values fo
liquid ethanol,26 while below 140 K,a'331024 K21, rea-
sonably close to the experimental value obtained for
glass from recent neutron-diffraction measurements.27 In
other words, having the proviso about the validity of t
simulation at these temperatures in mind, one sees that
of the most clear signatures of a glass transition is nic
mimicked by the calculation.

Previous studies have shown that the total radial distri
tion function for the normal liquid calculated using the OPL
model is in good agreement with experimental x-ray a

FIG. 1. Temperature dependence of the density~up! and the
potential energy~down! obtained during theNPT quenching run.
The solid line corresponds to experimental data for the dens
~Ref. 24! The change of slope in the density and the potential
ergy at around 150 K marks the transition from the ergodic to
nonergodic regime, thus being this the correspondingTg for the
model and conditions employed in our simulations.
60
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neutron-diffraction data.15,16 In Fig. 2 the intermolecular par
of the functionD(r ) is plotted for both the liquid and glas
and compared with the experimental data obtained by B
mejo et al.5 This function is defined as

D~r !54prr @g~r !21#5
2

pE Q@S~Q!21#sin~Qr !dQ,

~1!

so it is directly related to both the calculated totalg(r ) ~com-
puted as indicated in Ref. 16! and the measured structur
factorS(Q), therefore allowing us to compare between the
The figure shows the high resemblance between the st
tures of liquid and glass and the ability of the model
reproduce the structural data of the glassy state as well a
the liquid. The only significant differences between simu
tion and experiment occur in the region between 1.5 and 3
but the errors in the experimental function in this regi
make useless any comparison. These errors are due to
inherent difficulty of subtracting the intramolecular part fro
the experimental data, as it can be checked by the large v
obtained for the density from the initial slope of the expe
mental curve. At distances beyond 3–4 Å, the intramolecu
contribution is much less important and one finds that
model accounts for the oscillations of the experimentalD(r ),
matching the positions of the maxima and minima, as wel
their amplitudes.

The temperature dependence of the partial radial distr
tion functions below 160 K follows the same trends observ
at higher temperatures in previous studies.15 On cooling the
system, the first and second peaks increase and narrow
the position of the first maximum does not change much w
temperature. This indicates that the slower motion of
molecules makes the nearest- and next-nearest-neig
shells become better defined. For temperatures below'100
K small extra peaks develop in the OO and OH partial c
relation functions beyond the second-neighbor peak, at
tances around 5–8 Å, which are associated with the incre

y.
-
e



ea

ed
l
th
he
d

n
m
re
e
o

th
th
K
ea
n

r
an
b
or
em
ne

ns

ters

er-
the

that
o
nd
es
re
rns
ons
ic-
s in
tion
low

ing
ted
nd

us-
H

. It

ric
hile
tly

n

of

a

PRB 61 6657GLASSY DYNAMICS IN SUPERCOOLED-LIQUID AND . . .
ing intermediate-range order. They appear close to the p
observed in theg(r )’s of the monoclinic crystal, which is
formed by infinite parallel chains of hydrogen-bond
molecules,28 pointing to the close similarity of the loca
structure in both phases. This is shown in Fig. 3, where
radial distribution function for the centers of mass of t
stable crystal9 is plotted and compared with that of liquid an
glass. The first peak observed in the liquid corresponds to
envelope over the first series of four distinct peaks see
the crystal. When cooling the liquid, the chains beco
longer and the molecular motion slower, so giving a mo
defined structure than below 100 K, when the liquid is froz
into an arrested structure, it shows clear similarities at sh
distances with that of the crystal. Thus, the first peak of
monoclinic crystal at 3.7 Å appears as a shoulder in
gCM(r ) of the glass at 100 K and as a distinct peak at 41
while the broad peak observed in the liquid seems to br
into several peaks in the glass, which look like the remna
of the crystalline peaks located between 4.5 and 6.5 Å.

The absence of long-range order is apparent from the
duced amplitude of the second peak in both the atomic
center-of-mass radial distributions, and the correlations
tween molecules have disappeared almost completely fr
.13–15 Å, even in the case of the glass at the lowest t
perature, which is in good agreement with the data obtai
from neutron-diffraction measurements.5

FIG. 2. Intermolecular radial distribution function,Dinter(r ), for
liquid ~up! and glassy~down! ethanol: comparison of simulatio
~solid lines! and experiment~dotted lines!.
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The degree of orientational order is quantified by mea
of the correlation function:

G1~r !5^P1@cosu~r !#&5^cosu~r !&, ~2!

whereP1 is the first Legendre polynomial andu(r ) the angle
between the reference vector of two molecules whose cen
of mass are separated by a distancer. In Fig. 4~a! the angular
correlation of the molecular dipole moments at three diff
ent temperatures is shown. The results obtained using
OH bond as reference vector are very similar. One finds
only at short distances,r ,5 Å, i.e., those corresponding t
the first-neighbor shell, there are clear correlations a
G1(r ).0. Such correlations are lost for larger distanc
whereG1(r ) is close to 0, indicating that the molecules a
randomly oriented. The interesting point to remark conce
the comparable extents of such orientational correlati
with those found for the orientational-glass and plast
crystal phases. In much the same vein, no large change
G1(r ) are observed with decreasing temperature, excep
made of the emergence of some additional structure be
61 K arising from the freezing of the rotational motions.

In order to determine the influence of hydrogen bond
in the degree of orientational order, we have calcula
G1(r ) separately for molecules that are in the same H-bo
chain and molecules that belong to different chains or cl
ters ~see Sec. III C for details about the definition of an
bond and the H-bond structure!. They are plotted in Fig.
4~b!, together with the total function at room temperature
is clear that the positive part ofG1(r ) at short distances
comes from neighboring molecules that fulfil the geomet
constraints associated with the presence of an H bond, w
molecules belonging to different clusters or not direc
H-bonded are randomly oriented givingG1(r ) close to zero.

FIG. 3. Radial distribution functions for the centers of mass
liquid and glassy ethanol at 298 K~thick-solid line!, 188 K ~dashed
line!, 104 K ~dotted line!, and 41 K~thin-solid line!. The function
corresponding to the monoclinic crystal at 80 K is shown as
thick-dash-dotted line.
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6658 PRB 61GONZÁLEZ, ENCISO, BERMEJO, AND BE´E
B. Internal rotations

Ethanol has onetrans and two mirror-imagegauchecon-
formers, being thetrans isomer the stablest in the ga
phase.7,14 They are originated by the internal low-frequen
motion along the C-O axis and seem to act as a sourc
frustration that increases the glass-forming ability of etha
as compared to methanol.5 Thus, it is interesting to check
how the ratio of isomers varies with temperature.

Integrating the average distribution of torsional angles
tween 120° and 240° the percentage of molecules in
transstate at each temperature was calculated and the re
given in Table I. At high temperatures such distribution
sembles that of the ideal gas;14,15 the percentage ofgauche
conformers is slightly higher in the liquid and with decrea
ing temperatures the difference between the percentag
gauchemolecules in liquid and gas increases strongly. O
data also indicate that the number ofgaucheconformers
present in the liquid below 100 K keeps roughly const
around a value of 33%. This is understandable as a resu
the increasing density because of the more compactgauche
form. It must be noted that the analysis of diffraction da
indicates that the percentage ofgauchemolecules in liquid
and glass is even larger, around 75%, although the calc
tion of this quantity from diffraction measurements is qu
difficult and subjected to large errors.5

The dynamics of the internal rotation has been analy
by means of the following autocorrelation function:15

CA~ t !5
^ci

A~ t !ci
A~0!&

^@ci
A~0!#2&

, ~3!

FIG. 4. ~a! Orientational correlation function at 298 K~solid
line!, 160 K ~dashed line!, and 60 K~dotted line!. ~b! Orientational
correlation function at room temperature~solid line! and contribu-
tions from molecules belonging to the same H-bond chain~thick-
dashed line! and molecules belonging to different chains~thick-
dotted line!.
of
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whereci
A(t) is equal to 1 if the molecule remains in theA

state @A5t,g1(0 –120 °) org2(240–360 °)# along all the
time interval going from time 0 to timet, and equal to 0
otherwise. A set of results are plotted in Fig. 5~a!. We have
also calculated the same function using the positions a
aged over a time interval of 1.2 ps, in order to avoid cons
ering those instantaneous jumps that are followed by an
mediate return to the original state, and the resultingCA(t) is
similar to the previous one in shape, but it falls down to ze
more slowly. With decreasing temperature, the reduced
netic energy available and the increased density hinder
internal motion and, as expected, the decay with time
CA(t) slows down; but even belowTg jumps between dif-
ferent conformers persist as indicated by the clear falloff
CA(t) at 61 K. CA(t) could not be fitted in the whole time
range by a single exponential function, specially at low te
peratures, so we used instead the Kohlrausch-William
Watts ~KWW! law, which is often used as an empiric
recipe to fit experimental data on supercooled liquids:25

CA~ t !5A exp@~2t/t r
A!b#. ~4!

The fits @shown as dotted lines in Fig. 5~a!# reproduce
quite well the calculated function at long times, although
temperatures below 160 K some discrepancies appea
short times, a failure shared with studies on dielectric rel
ation on different supercooled liquids.29

The fact that a single exponential cannot fitCA(t) in the
whole time range can be considered as an indication of
influence of the local environment into the dynamics of th
internal motion, i.e., of the coupling between intramolecu
and intermolecular modes, as if that motion were purely
tramolecular, one would expect an exponential relaxation

The relaxation times obtained for each kind of conform
using the instantaneous and averaged positions are give
Table II. As a consequence of the greater stability of

FIG. 5. ~a! Autocorrelation function for thetrans conformer at
298 K ~circles!, 216 K ~squares!, 160 K ~diamonds!, 124 K ~tri-
angles!, 104 K ~down triangles!, and 61 K~left triangles! K. The
dotted lines correspond to the KWW fits~see text!. ~b! Analogous
for the autocorrelation function of hydrogen bonds.
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TABLE II. Relaxation times oftransandgaucheisomers and hydrogen-bond lifetimes in ps. The valu
given between parenthesis have been obtained using the averaged positions~see text!.

T(K) t r
trans t r

g1 t r
g- t r

HB

298.6 9.531021(2.93100) 8.631021(2.03100) 8.431021(2.03100) 2.63100(3.03101)
216.5 2.73100(7.53100) 2.13100(4.43100) 2.13100(4.53100) 3.33101(4.83102)
160.0 1.23101(4.33101) 7.73100(1.93101) 7.73100(1.83101) 8.03102('23104)
123.6 3.53101(1.63102) 2.33101(5.33101) 2.33101(6.73101) '13104('33105)
104.4 9.63101(4.33102) 6.23101(2.23102) 6.13101(1.93102) '33104('13106)
61.4 '33103('13104) '13103('23104) '23103('13104) –
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trans isomer, its relaxation times are longer than those of
gaucheform at all temperatures. As for the latter, ‘‘g1’’ and
‘‘ g2’’ are mirror images and therefore they should show
same behavior. Thus, the differences between the diffe
relaxation times obtained for each of them serve as an
mation of the statistical errors incurred in the calculation
CA(t), which are important for temperatures below'125 K,
when the relaxation times become of the same order t
that of the length of the simulation and the function is n
available over a time range long enough to characte
clearly its decay and obtain reliable data from the fits.

C. Hydrogen bonds

The definition of a hydrogen bond involves geomet
and/or energy criteria although both definitions lead to si
lar results.16 Thus, as in previous works,11,15,30we consider
that two ethanol molecules are H-bonded ifr (O•••H)
<2.6 Å, r (O•••O)<3.5 Å, and the angle (HO•••O)
<30°.

The number of H bonds per molecule as a function
temperature as well as the fractions of molecules with 0, 1
or 3 H bonds are given in Table III. As expected, such
number of H bonds increases with decreasing temperatur
is about 1.88 at room temperature, in agreement with x-
data.31

Experiment and simulation data have been interprete
terms of the existence in the liquid of winding chains31,32,14,15

or hexamer clusters.33 The analysis of the simulation dat
shows that at 298 K linear chains are predominant. Clo

TABLE III. Number of hydrogen bonds and percentage of m
ecules with 0, 1, 2, or 3 H bonds. Below 61 K no changes a
observed and the distribution of molecules with different numbe
H bonds is exactly the same than at 61 K.

T(K) nHB f 0 f 1 f 2 f 3

298.6 1.88 1.3 14.6 78.5 5.6
256.3 1.96 0.3 8.4 86.4 4.8
216.5 1.99 0.1 4.7 91.7 3.6
188.0 2.00 ,0.1 3.1 94.1 2.8
160.0 2.00 ,0.1 1.6 96.9 1.5
142.6 2.00 ,0.1 2.8 94.4 2.8
123.6 2.00 ,0.1 3.2 93.5 3.2
104.4 2.00 0.0 2.3 95.4 2.3
85.4 2.00 0.0 2.9 94.3 2.9
61.1 2.00 0.0 2.8 94.4 2.8
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clusters of H-bonded molecules are found, but the numbe
molecules they contain is just a small fraction of the to
number of molecules and hexamers are not specially ab
dant among them. At lower temperatures, the number
completely linear chains decreases and one finds that mo
the chains found are partially closed over themselves thro
branching points formed by molecules with three H bon
At the same time, the relative number of closed clusters
creases and below 160 K, between 14 and 18 % of the m
ecules are found in this kind of configurations. These clus
are typically small, as they are usually formed by a num
of molecules between 4 and 7, although some larger clus
exist. In any case, we have not found any predominance
the hexameric form.

The data given in Table III confirm these observations.
the two highest temperatures the relatively high values of 1

and f 3 ~which are the percentage of molecules with 1 and
H bonds, respectively! indicate that the H-bond chains ar
short and ‘‘ramified.’’ When cooling, the chains becom
longer and the number of closed clusters increases, so
number of ‘‘end-molecules’’f 1 strongly diminishes. At the
same time, the number of ‘‘free’’ molecules falls down dr
matically and below 100 K all of them become H-bonde
making f 050. At the lowest temperatures, the number
molecules with 1, 2, or 3 H bonds is basically constant, sug
gesting that tear and repair of H bonds has stopped or h
pens in time scales much longer than those accessible b
present simulations.

Representative results are shown in Fig. 6, where
number of chains per configuration is given for several te
peratures as a function of the number of molecules they c
tain, nm . At 298 K, there is a predominance of short chai
and their number seems to decrease more or less in an e
nential way with increasing length, which is characteristic
randomly bonded molecules.15 With decreasing temperature
the distribution loses its exponential character and below
K there is already a significant number of long chains. F
temperatures about 160 K and below, freezing of the H-bo
structure is almost complete. Nevertheless, by following
behavior of the individual chains it is possible to check th
even at 100 K some molecular mobility persists and, es
cially at the ends or the branching points of the chains, so
molecules can perform high amplitude motions that lead t
local rearrangement of the chains. Anyway, this kind of m
tion seldom occurs below 160 K so that it has almost
influence in the relaxations observed, as it would be nec
sary to perform simulations spanning several more deca
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in time in order to appreciate the dynamic effects brou
forward by these kinds of jumps.

An activation energy for the formation or breaking of a
H bond is obtained from data forf 0 in the liquid side
~1000/T,6.25!. It yields 21.0 kJ/mol, which compares wit
16.7 kJ/mol for methanol.11

Our estimation of 21 kJ/mol is in reasonable agreem
with NMR data on supercritical ethanol34 if a model involv-
ing cluster distributions35 is used to analyze the data inste
of the simple two-state model employed in the original p
per.

The lifetime of the H bonds was calculated by means o36

CHB~ t !5
^h i j ~ t !h i j ~0!&

^@h i j ~0!#2&
, ~5!

where h i j (t) is equal to 1 if moleculesi and j have been
H-bonded uninterruptedly between time 0 and timet and 0
otherwise. This autocorrelation function is similar to that e
ployed to calculate the relaxation times of thetrans and
gaucheconformers and, as before, we have used the ins
taneous positions and the positions averaged over a tim
terval of 1.2 ps to compute it. This allows us to average
the high amplitude motions that cause the breakdown o
H-bond just for a very short time, but are followed by i
immediate reforming. Figure 5~b! shows the autocorrelatio
functions obtained at several temperatures when using
instantaneous positions, while the curves obtained using
averaged positions have a similar shape, but decay m
more slowly. As before, a KWW law fits the data quite we
~the fits are shown as dotted lines in the figure! and allow us
to estimate the average life of a H bond as a function
temperature. The results are given in Table II and show
rapid increase of the average lifetime of the H bonds w
decreasing temperature. In fact, at 61 K we found that n
of the H bonds existent in the initial configuration was br
ken in the time scale of the simulation.

It is interesting to note that in this case, the fits follo
quite well the calculated curves even at short times, wh
the KWW law fails to describeCtrans/gauche(t). This can be
tentatively explained by considering that the short-time m

FIG. 6. Hydrogen-bond histogram showing the average num
of chains withnm molecules at four different temperatures. Belo
104 K no changes are appreciated in the distribution of chains in
time window corresponding to our simulations.
t

t

-

-

n-
in-
t
a

he
he
ch

f
e

h
e

-

re

-

lecular relaxation is mainly of vibrational origin and cann
be accounted by the ‘‘stretched exponential’’ form. As t
intermolecular vibrations have not enough amplitude
break the H bonds, they will not influence the decay
CHB(t), which can then be correctly described by the KW
law; while as they effectively couple with the internal to
sional mode they can affect the initial decay
Ctrans/gauche~t!, making the KWW equation fail at shor
times in this case.

D. Single-particle dynamics

1. Diffusion coefficient

At high temperatures, the mean-square displacem
~m.s.d.! of the molecular centers of mass presents the ch
acteristic diffusive behavior of simple liquids. With decrea
ing temperature the mobility of the molecules is dramatica
reduced and the global diffusion is arrested at about 124
coinciding roughly with the temperature at which the H-bo
configuration is frozen.

At very short times (t,0.5 ps), the m.s.d. shows a qu
dratic dependence in time and a mild behavior with tempe
ture. This regime is dominated by the collective vibration
dynamics. At longer times there is a transition to the char
teristic diffusive regime of a liquid, which is strongly tem
perature dependent. In between, an intermediate subdiffu
regime appears, becoming increasingly extended with
creasing temperature. This intermediate region indicates
the molecules are vibrating within configurations of neig
bors that are stable within scales of several hundreds of
Escape from that cage leading to long-range mass diffus
involves concerted molecular motions that make the c
configurations dynamically unstable. Finally, at even low
temperatures, the molecules have not enough energy to b
the H bonds, so they are confined to vibrate inside their c
or librate around their H bonds and the m.s.d. does not
crease with time after the initial fast regime.

The long-time slopes of the mean-square curves provid
measure of the self-diffusion coefficientD. The results are
given in Table I and they are compared with experimen
data37 in Fig. 7. We have plotted the experimental data
atmospheric pressure and atP51 kbar, which show that the
dependence ofD with pressure is much smaller than th
temperature dependence. The calculated coefficients a
quite well with the experimental data and follow the Vo¨gel-
Tamman-Fulcher~VTF! law used by Kargeret al. to fit their
NMR data.37 Below 160 K, the data start to deviate from th
VTF law, although the values of the self-diffusion coefficie
are already so small that it is impractical to give a physi
meaning to this fact and to their behavior below that te
perature. The fact that this temperature matches that defi
by the change in slope of the energy or the volume indica
that the thermodynamic and dynamic properties are be
sampled in the same time scale.

In Fig. 8, the m.s.d. at several observation times is plot
as a function of temperature. For the smallest time~0.2 ps!,
^Dr 2(t)& follows the expected harmonic behavior up to roo
temperature, whereas deviations from it are observed
larger times. The departure from linearity occurs around 1
K, i.e., the calorimetricTg . The same has been found
other computer-simulation studies and suggest the intim
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relation between the short-time dynamics and the phenom
observed on much longer time scales.25 Those anharmonici-
ties can be thought as a first sign or a precursor of the gl
to-liquid transition,25,38 which would take place when anha
monicity is large enough to get over the restoring forces t
keep the mechanically stable arrangement corresponding
particular minimum of the configuration space, so the sys
starts to explore other minima of that configuration space39

FIG. 7. Temperature dependence of the self-diffusion coe
cient. Results from the MD simulation are shown as black circ
and the open symbols correspond to experimental data at 1
~diamonds! and 1 kbar~triangles!. The lines are VTF fits to the
experimental data~Ref. 37!. The departing of the simulated poin
from those experimental curves at the same temperature wher
density or the energy change slope indicates that the transitio
the nonergodic regime takes place at the same temperature for
modynamic and dynamic properties, so confirming previous res
on methanol that indicated that those were probed on the same
scale by the simulations~Ref. 11!.

FIG. 8. Center-of-mass mean-squares displacements as a
tion of temperature for several observation times.
na
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2. Velocity autocorrelation functions and densities
of vibrational states

The negative region in the velocity autocorrelation fun
tion ~not shown! becomes more pronounced as the tempe
ture is decreased. This indicates the stepwise freezing o
the degrees of freedom involving mass and rotational dif
sion as the temperature is lowered. The Fourier transform
the velocity autocorrelation function gives the density of
brational states~DOVS!, G(v), which is a property that can
be obtained also from inelastic neutron-scattering exp
ments as

G~v!5v2FSs~Q,v!

Q2 G
Q→0

, ~6!

whereSs(Q,v) is the self-~incoherent! dynamical structure
factor measured experimentally for several wave vectorsQ.
The density of vibrational states of the glass given by
model is compared with experiment6 in Fig. 9. Some discrep-
ancies exist concerning the intensity of the maximum and
decay of the DOVS forv.20 meV, but the overall agree
ment is quite good considering the quasirigid nature of
model. The calculated curve also reproduces correctly
contribution of the lower-frequency modes~v,5 meV!, the
position of the maximum and the width of the broadba
observed experimentally.

3. Van Hove self-correlation functions

The self part of the density autocorrelation or Van Ho
function is defined as

Gs~r,t !5
1

N K (
i 51

N

d@r2$r i~ t !2r i~0!%#L . ~7!

For an isotropic body, only the modulus ofr is relevant
and after performing the angular integration one g
4pr 2Gs(r ,t), which gives the probability that a particle ha
moved a distancer in a time intervalt. In Fig. 10, we plot
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FIG. 9. Density of vibrational states of glassy ethanol. Compa
son of simulation~solid line! and neutron-scattering data~dashed
line with open circles!.
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that function for the molecular centers of mass at three t
peratures. At 188 K@Fig. 10~a!#, the curves corresponding t
several timest have a single peak whose maximum moves
larger distances with increasing time, indicative of diffusi
motion. Such peak shifts are nearly arrested at 124 K@Fig.
10~b!#, i.e., about the temperature where the m.s.d. does
show any sign of mass diffusion. Anyway, the fact that t
maximum of the function is still moving with time indicate
that a molecule could move over a distance of the orde
the first-neighbor separation, which is'4 Å ~see Fig. 3!, on
a much longer time scale, which is outside of the time w
dow of our simulations. Finally, at 61 K@Fig. 10~c!# there is
no longer any trace of diffusive motion after the initial v
brational relaxation occurring at times less than 1 ps, so
sample is completely arrested. The atomic functions~not
shown! are very similar to those corresponding to the m

FIG. 10. Self-part of the Van Hove function at three differe
temperatures, 188 K~up!, 124 K ~medium!, and 61 K~down! for
the following observation times:t5 0.2 ps ~dotted line!, 1 ps
~dashed line!, 10 ps~long-dashed line!, 120 ps~dash-dotted line!,
and 1000 ps~solid line!. The thick-dotted line corresponds to th
Gaussian approximation toGs(r ,t51000 ps)~see text!.
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lecular centers of mass, and neither of them present a do
peak structure, which would indicate the existence of ju
motions.40

The non-Gaussian character of the density autocorrela
function can be best gauged comparingGs(r ,t51000 ps)
with a Gaussian function fitted to short distances to it a
plotted in Fig. 10 as a thick dotted line. The motion of t
molecular centers of mass is again Gaussian at very s
times only~free-particle motion! and at very long times, in
the hydrodynamic limit~diffusive motion!. In between, the
coefficient of non-Gaussianity,a2(t), shows a strong non
Gaussian behavior, which increases with decreasing t
perature, extending over a longer-time interval. The sa
behavior is found in simulations of many other supercoo
liquids.10,38

4. Incoherent dynamical structure factor

The incoherent dynamical structure factor or se
intermediate scattering function is the time density-dens
correlation function for a tagged particle. In order to compa
with experiment it has been calculated using the followi
equation:

Fs~Q,t !5
1

N (
i

bi ,inc
2 ^exp@2 iQ•r i~0!#exp@ iQ•r i~ t !#&,

~8!

where the sum runs over all the atoms andbi ,inc are their
incoherent scattering lengths. This is the spatial Fou
transform ofGs(r ,t) and gives direct information on relax
ational processes. It can be Fourier transformed in orde
give the dynamic structure factorSs(Q,v), which is acces-
sible experimentally by means of incoherent inelastic n
tron scattering. This is done in Fig. 11~a!, where the calcu-
lated and experimental5 dynamic structure factors ar
compared for the wave vector corresponding to the ma
mum of the static structure factor, i.e.,Q51.6 Å21 . In order
to compare them, the simulated spectrum has been multip
by the detailed balance factor, and both curves have b
normalized to the same area. The calculatedSs(Q,v) has a
Boson peak that is situated at a slightly lower frequency a
is more prominent and decays somewhat faster than exp
ment, as it could be expected from the results obtained
G(v), which is directly related toSs(Q,v) @Eq. ~6!#. Size-
effects and the high-cooling rate employed, as well as p
sible defficiencies of the force field, are probably at the o
gin of those discrepancies, but at any rate, the simula
reproduces quite well the features observed by neutron s
troscopy, so the microscopic dynamics given by the mo
can be considered to be a reliable representation of the
namics of real ethanol, at least at a qualitative level.

The center-of-mass intermediate-scattering function c
responding to the wave vectorQ51.6 Å21 is plotted in a
semilogarithmic scale in Fig. 12~a!. There is an initial fast
decay that is almost temperature-independent and co
sponds to the vibrational relaxation. This happens fot
&0.2 ps, i.e., on a time scale typical of inverse phonon f
quencies and is followed by the slowa or structural relax-
ation, which depends strongly on the temperature and
comes almost arrested for temperatures below 140 K.



ra

nc

ua

.
gt
te
lly

e
ue

th
e
om
la

et
r

vi
a

ime
uid
so

gu-
the

of
out
cal

used

is

ime
2nd

n

e
-

d to
ro
he
e of

s-

PRB 61 6663GLASSY DYNAMICS IN SUPERCOOLED-LIQUID AND . . .
An intermediate relaxation occurring on a time of seve
ps can be tentatively identified with the part ofFs(Q,t) that
shows a positive curvature, although the possible influe
of size effects in this time region should be checked.41

The data between 5 ps andtsim/2, wheretsim is the maxi-
mum length of each run, have been fitted to the KWW eq
tion:

Fs
CM~Q,t !5A~Q!exp@2~ t/t!b#. ~9!

The fits obtained@represented by dotted lines in Fig
12~a!# are reasonably good, although the limitations in len
of the simulations and the statistical noise of the calcula
Fs(Q,t) put some uncertainty in the fitted values, specia
in those forA(Q) at high temperatures and forb and t at
low temperatures. The relaxation times increase expon
tially with decreasing temperature, as shown by the val
given in Table IV for two different values ofQ. Below 160
K, they become several orders of magnitude longer than
time window spanned by our simulations. Thus, at the low
temperatures, runs are not long enough to allow for the c
plete relaxation of the system within the time of the simu
tion. With decreasing temperature,b goes from liquid-like
values~b51 in a simple liquid! to a value around 0.4 forT
,150 K. In agreement with the behavior ofb or t, the am-
plitude parameter or the so-called nonergodicity param
A(Q) is also roughly harmonic at low temperatures, depa
ing from linearity afterwards.

These results show that, in agreement with the beha
observed for the self-diffusion coefficient, the translation

FIG. 11. Comparison of the experimental~dashed line! and
computed ~solid line! dynamic structure factorS(Q,v) at Q
51.6 Å21. ~a! Incoherent part~hydrogenated sample in the inela
tic neutron-scattering experiments!. ~b! Coherent part~deuterated
sample!.
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relaxation times diverge at a temperature around'150 K.
Below that temperature, we are into the nonergodic reg
and not all of the relaxation mechanisms present in the liq
are manifested now on the time scale of the simulation,
the properties obtained will depend on the particular confi
rational state in which the system has fallen during
quenching procedure. In this regime, a quantitative study
the relaxation mechanisms that continue to take place is
of reach, but the motions observed, such as small lo
atomic rearrangements and partial reorientations, can be
as clues of the kind of motions that persist in the glass.

5. Orientational relaxation

The rotational dynamics of the individual molecules
best specified by

Cl~ t !5^Pl@cosu~ t !#&, ~10!

where Pl is the l th Legendre polynomial andu(t) is the
angle swept by a reference vector of the molecule in the t
t. The correlation times obtained using the 1st and the

TABLE IV. Characteristic translational and rotational relaxatio
times in ps.

T(K) t@Fs
CM(Q50.8,t)# t@Fs

CM(Q51.6,t)# t@C1
OH(t)#

298.6 1.33101 2.93100 3.63101

256.3 3.53101 8.43100 1.03102

216.5 1.63102 3.33101 4.83102

188.0 '13104 2.43102 '53103

160.0 '93105 '43104 .108

FIG. 12. ~a! Self-intermediate scattering function for the wav
vector Q51.6 Å21. From bottom to top, the solid curves corre
spond to the following temperatures:T5298, 256, 216, 188,
160, 143, 124, 104, 85, and 61 K. The dotted lines correspon
the KWW fits ~see text!. At high temperatures they decay to ze
within the time scale of the simulation, while the transition from t
ergodic to the nonergodic regime is clearly shown by the chang
behavior of the curves around 140–160 K.~b! Same for the reori-
entational correlation functionC1

OH(t).
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6664 PRB 61GONZÁLEZ, ENCISO, BERMEJO, AND BE´E
Legendre polynomials can be related to the times meas
by dielectric relaxation and NMR experiment
respectively.42 For the liquid, the correlation times obtaine
with the OPLS model are significantly smaller than tho
found experimentally.15,16 Nevertheless, their temperatu
dependence is deemed reasonable.

In Fig. 12~b!, C1
OH(t) is plotted. The other functions ob

tained using the OH andm vectors as reference vectors a
the 1st or 2nd Legendre polynomial are very similar in sha
to that one. They all show an initial relaxation due to t
librational motion of the molecules followed by the slowa
relaxation and can also be fitted by a KWW law@dotted lines
in Fig. 12~b!#. The correlation times obtained for the reo
entation of the OH vector are given in Table IV. They b
have as the relaxation times corresponding to the cente
mass motion obtained before from the fits ofFs

CM(Q,t),
indicating that translational and rotational motions a
coupled and slow down together with decreasing temp
ture.

E. Collective dynamics

The total intermediate scattering functionFCM(Q,t) for
the molecular centers-of-mass has also been evaluated a
time Fourier transforms, the dynamical structure fac
S(Q,v) are shown in Fig. 13. Well-defined~i.e., non-
overdamped! inelastic peaks are seen for both liquid a
glass for the lowest-explored wave vector (0.23 Å21) only.
As shown in Fig. 13, plotting the quantitiesCl(Q,v)
5v2S(Q,v)/Q2 ~i.e., the longitudinal current-current corre
lations! unveils that, apart from a lifetime effect that resu
on a homogenous broadening of the main peak, a signifi
part of the width ofCl(Q,v) for larger wave vectors arise
from the increasing contribution to the spectra fro
‘‘modes’’ with frequencies well above those characteristic
the acoustic branches of the monoclinic crystal7 ~i.e., well
above'5 meV!. Indeed, several subsidiary maxima can

FIG. 13. Total dynamic structure factors,S(Q,v) ~left side! and
the corresponding longitudinal current correlations~right! for liquid
~up! and glass~down! for wave-vector values given as insets.
ed

e

e

-
f-

a-

its
r

nt

f

tracked down with increasingQ values, which on the basis o
previous lattice dynamics results can be assigned to mo
‘‘optic-like’’ motions.7

The important point to stress from the above consid
ations concerns the presence of a strong-scattering reg
where only acoustic excitations with characteristic frequ
cies comparable or below that of the ‘‘Boson peak’’ c
travel a distance larger than that corresponding to one
lecular diameter. To quantify this, Fig. 14 shows the reduc
frequency moments defined as^vn&5*dv vnS(Q,v) that
are calculated for both liquid and glass.43 For an isotropic
medium such as a liquid, lim

Q→0
v0

25Q2vT
2 , with v0

2

5^v2&/S(Q), provides an estimate of the isothermal velo
ity vT , so thatvT can be derived from extrapolation toQ
→0 of the phase velocitycph5v0 /Q. In doing so, one ob-
tains values of'1890 m/s and'1780 m/s for the glass an
liquid, respectively. Using such values forvT , one can draw
the hydrodynamic dispersion lawsvhyd5vTQ, which are
also shown in Fig. 14. The point to remark here concerns
approach to hydrodynamics of bothv0 moments for the
glass and liquid ‘‘from below,’’ that is as expected for no
mal sound dispersion. On the other hand, the lifetime o
given excitation can be expressed under the viscoela
approximation43 as t2152A(v l

22v0
2)/p, with v l

2

5^v4&/^v2&. From plots shown in Fig. 14 it is inferred tha
sound propagation is bounded to frequencies below 3 m
and that the lifetimes of such excitations only reach valu
beyond 1 ps, that is those required to travel a mean-free
of a few molecular diameters, at scales well outside th
reachable by the simulation.

The results are also in good agreement with experime
neutron work~see Fig. 11!, which show that for wave vec
tors well aboveQ>0.25 Å21 the peak at 2.6 meV known a
the ‘‘Boson peak’’ is the only finite-frequency feature th
appears superposed to a broad inelastic background. Its c
acteristic frequency is strikingly close to that ofv0 for large
wave vectors. The peak, clearly visible inSs(Q,v) at all
explored Q values develops in the totalS(Q,v) for Q

FIG. 14. Reduced-frequency moments,v0 andv l . Solid sym-
bols~filled dots and triangles! correspond tov0 andv l for the glass
and open symbols to liquid. The inset shows the relaxation time
evaluated in the viscoelastic approximation.
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>0.7 Å21 only. This fact seems to point towards the mul
excitation~or Umklapp-scattering! nature of such a feature
since such processes are expected to show a dependen
Q2 as well as upon an integral that involves the static str
ture factor,44 which can lead to a narrow peak. Also,
agreement with recent neutron data measured at low t
pearatures~4 K! the peak, as shown in Fig. 11 becom
remarkably sharp,45 its position shows no measurable depe
dence with Q, and its frequency is also very close to tha
a similar feature appearing in the powder spectra of
monoclinic polycrystal.

IV. CONCLUSIONS

A comparison with available experimental data as
tailed as possible, shows that a simple model developed
the liquid is able to reproduce most of the experimental
servations for supercooled and glassy ethanol.

Such a model is able to mimic the real glass-transition
evidenced by the change in the slope of thermodyna
properties, such as the density or the potential energy.
takes place at about 150 K, which is considerably higher t
the experimentalTg . We attribute this discrepancy to th
high-cooling rate employed in the simulation. The dynam
properties studied also point to a transition to a nonergo
regime around that temperature. The relaxation times co
sponding to different kind of motions~breaking of a H bond,
translation, and reorientations! as obtained from KWW fits
give indications of divergent behavior at temperatures be
160 K, which cannot be followed in detail at lower temper
tures since they go outside our time window.

The self-diffusion coefficients~Fig. 7! also follow quite
well the experimental VTF law corresponding to the liqu
up to that temperature, while below they change erratic
due to their small magnitude and the nonergodicity of t
regime.

The progressive slowing down of the dynamics with d
creasing temperature and the coupling of translational
reorientational motions can also be viewed as resulting fr
the increasing difficulty to break the H bonds, as can
gauged by comparing Figs. 5 and 12.

At 60 K and below, there is no further rearrangement
the H-bond network, at least in the time scale of ns explo
here, and the quenched configuration is practically frozen
intermediate temperatures, some molecular motions suc
atomic or even molecular jumps and large molecular re
entations are observed. Although they are too scarce to
tribute to the Van Hove self-correlation function, their co
tribution to the long-time decay ofFs(Q,t) or Cl(t) is
apparent in Fig. 12, and these have been shown to be
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microscopic entities giving rise to relaxation at dielect
scales.8

The internal motion corresponding to the torsion along
C-O axis is not arrested at 60 K and their relaxation tim
show no sign of divergence. Its nonexponential characte
probably an indication of the coupling of intramolecular a
intermolecular modes. We have found that at low tempe
tures the observed molecular jumps or reorientations are
mally associated with a jump between different isome
which can be followed or not by a return to the previo
conformer state. Thus, the torsional mode could act as
additional degree of freedom that serves to stabilize the n
structural arrangement.

In summary, we have followed by means of MD simul
tions the ergodic–nonergodic transition in a simple mo
for ethanol that reproduces quite correctly the slowing do
of the dynamics observed experimentally down to tempe
tures around 150 K~see Fig. 7!. Below that temperature, th
rapid cooling rate employed and the time window impos
by computational limitations determine the nature of t
nonequilibrium state achieved and, therefore, the data
tained at the lowest temperatures do not correspond to a
glassy state of ethanol. This is a concomitant problem to
computer-simulation study of the glassy state, althou
nowadays simulations of several hundreds of ns have alre
been performed for supercooled water,46 as the experimenta
relaxation times corresponding to the calorimetric glass tr
sition temperature~'100 s! are completely unattainable
Nevertheless, the reasonable agreement between the ex
mental and computed structures and dynamic spectra~Figs.
2, 9, and 11! indicates that the simulated glass reproduc
qualitatively the main features observed experimentally,
lowing us to obtain some clues about the microscopic m
tions that persist belowTg and accounting for relaxation a
those temperatures.8

To conclude, the present study constitutes, up to the
thors knowledge, the first simulation carried out for a rea
tic model of a glass former having an internal degree
freedom of frequencies comparable with those of
‘‘cage.’’ As shown above, such a fact results in a stro
coupling of intermolecular and intramolecular dynamic
which has measurable effects in most dynamic propertie
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