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Quasi ab initio molecular dynamic study of Cu melting
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We have investigated the melting of Cu theoretically by means of a molecular dynamic method employing
the Sutton-Chen model for the interatomic interaction. This interaction has been fitted to reproduce results from
first-principles self-consistent total-energy calculations within the local-density approximation using the full-
potential linear-muffin-tin-orbital method for the bcc, fcc, hep, and liquid configurations. No experimental data
were used to tune the potential. A large number of properties including equation of state, melting temperature,
high-pressure melting curve, change of volume and entropy at melting, liquid structure, diffusion coefficient in
liquid, and vacancy formation energy are all in good agreement with experimental data. Inclusion of the full
potential energy of a liquid configuration in the fitting procedure is critical for obtaining good agreement with
experiment. Different ways to calculate the melting transition are shown to produce very different results. The
use of a large number of particles in combination with the solid-liquid interface as an initial configuration in
the simulation is essential in order to obtain the correct melting temperatures.

[. INTRODUCTION model would be successful in MD simulations then this
would provide a simple way for studying any substance
Ab initio calculations are very time consuming, becausewithout referring to experimental data. Furthermore, the re-
computational work scales as the thiiar worse power of  striction onN can be significantly extended, allowing simu-
the number of atomsN). Therefore, in these calculatiohs  lations of systems larger by a factor of°ihan inab initio
is normally restricted to be less than 100 atoms. This is noMD simulations. As a test of this approach, we have chosen
always sufficient. For example, atomistic simulation of acopper and the Sutton-Ctehmodel for the interatomic in-
melting transition requires at least several hundred aforhs. teraction, which is probably the simplest among embedded-
Another exampl shows that even a system of 576 atomsaiom-type modelS. _ ,
(supercell of 4<4x 3MgSiO;-perovskite unit cellsis not In the present paper, we first describe how the data_ for_Cu
sufficient for a correct calculation of temperature-depende e_re_calculated and the pro_ce_dure for our parametrization.
thermodynamic properties. An obvious solution would be to his is follc_)wed by a description of our .MD S|mglat|ons.
introduce a model that could establish a relationship bet\NeeHeXt’ MD simulated data are compared with experiment and

a particular configuration of atoms and its energy. If such aalso with previous simulations. The advantages and short-

model allows a sufficiently precise energy calculation to pecOMINgs of such an approach are discussed.

made for any possible configuration, which is in agreement
with first-principles calculations, then the use of such all- FPLMTO CALCULATIONS AND PARAMETRIZATION

model in molecular dynami¢MD) simulations should pro- OF THE SUTTON-CHEN MODEL

duce the same results ab initio MD simulation. This ap- The introduction of embedded-atom-type modéts the
proach does not consider any effects related to temperaturgnergy of N metal atoms has allowed for a dramatic im-
dependent changes of the electron density and the basigoyement and considerably expand the possibilities of using
assumption is that the configurational enerdsd,) de-  atomistic simulations for metals. Though justifications be-
pends on the atomic positions only, which is not always truepind these models are somewhat different, the resulting

However, at moderate temperatures the error is small.  foyms are virtually identical for the pure elemefStand are
Normally, models of interatomic interaction are param-4s follows:

etrized to fit experimental data only or, more recently,

experimental data combined with results froat initio N

calculationg The experimental data are not always available Econi= 2, Ei, 1)
and theoretical results are often different from the experi-
mental ones. For this reason it is interesting to test the poswhere
sibility to use a simple model that is exclusively fittedab

initio data. A similar approach was already applied to® Al. 1 X

However, the model included a significant number of param- Ei:§ . 2# #(rij) + F(pi) @)
eters. With the development of reliable first-principles meth-
ods such data can today always be made available. If theith
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pi= 2 p(ri). 3
j=1j#i
HereE; is the energy of atom ¢ is the pairwise interaction
between atoms and j, rj; is the distance between them,
F(p) is the embedding function, ang is another pairwise
interaction leading to the density term.

There are two features common for all these models.
First, the expression for the energy includes a volume-
dependenE(p) term and pair-interactiopg(r)] term. Sec-
ond, these models are semiempirical ones and have to be
parametrized or fitted to some data. Because there is no
“magic” function that could describe all the variety of the
atomic configurations, the choice of the data to be fitted is
the most important and crucial step. For example, it was
noted that some simulatiohsave been more successful than
others because the most relevant data were included in the
fitted set. If the purpose is to study the phase diagram of a
particular system it is necessary to compose the data set in- 025 - o) )
cluding E-V dependence for all possible solid and liquid
phases for a wide range of densities. The data for the solid 8 a
phases are readily available from first-principles calculations. I
As for the liquid the situation is more complicated. Experi- e .
ment sometimes provides us with a structure factor of a lig-
uid, which, however, is not sufficient as an input for tie
initio code. The necessary information is contained in the 0.005 ‘ —T T
coordinates of atoms. MD simulation can provide those co- I
ordinates if the interatomic potential is known — but this =
potential has to be fitted to the results al§ initio calcula- 0.000 - 28 o ® :
tions. The solution to this problem {4) to fit the potential to
the energy E)-volume (V) data for solid phase$2) calcu-
late with MD simulation the atomic coordinates of the liquid,
(3) calculateE-V data for liquid,(4) refit the potential again.
This might require several iterations and the iterative process
converges to the potential, which is consistent with &fe 0010 L
initio data. We have to emphasize that the inclusion of data 04 06 08 1 12 14
for the liquid in the total data set to be fitted is straightfor- VIV,
ward when usingb initio calculations, while it requires sim-
plifying assumptions when other methods are used. FIG. 1. The calculated FPLMTO energies for four different

In order to study the electronic structure of Cu we havestructures as a function of volume/V, (Vo=12.1 A%) (upper
used the full-potential linear-muffin-tin-orbitadFPLMTO)  par). The differences between the FPLMTO energy and the corre-
method'! The calculations were based on the local-densitysponding fitted energies are shown in the lower part.
approximation and we used the Hedin-Lundg\igtaram-
etrization for the exchange and correlation potential. Basi
functions, electron densities, and potentials were calculate%
without any geometrical approximatidh.These quantities
were expanded in combinations of spherical harmonic func
tions (with a cutoffl,,,,=8) inside nonoverlapping spheres

ding the atomic sit Hin-ti heres and | Gaussian broadening of width 20 mRy.
surrounding the- atomic s _e_(smu In-tin spneresand in a The obtained data for thE-V relations for three phases
Fourier series in the interstitial region. The muffin-tin sphere,

. . . . with bcc, fcc, and hep structuréBig. 1) were fitted using the
opcup|e(:_i apprquately 500/.0 Of. the unit cell. The radial ba.'relations(l)—(3), where the particular form of the functions
sis functions within the muffin-tin spheres are linear combi-

nations of radial wave functions and their energy derivatives,(ﬁ’ pi» andF(p) were as follows:

computed at energies appropriate to their site and principal

as well as orbital atomic quantum numbers, whereas outside

the spheres the basis functions are combinations of Neuman P(rij)=¢€
or Hankel functiong*In the calculations reported here, we

made use of pseudocorg 3and valence bands4 4p, and

3d basis functions with corresponding two sets of energy m
parameters, one appropriate for the semicquestates, and p(ri-)=<i) , (5)
the other appropriate for the valence states. The resulting J Fij
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asis formed a single, fully hybridizing basis set. For sam-
ling the irreducible wedge of the Brillouin zone we used the
specialk-point method:® In order to speed up the conver-
gence we have associated each calculated eigenvalue with a
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TABLE |. Parameters of the Sutton-Chen potenfiads. (1)—(6)].

Source n m € a C
(eV) (A)
Sutton and Chen 9.0 6.0 0.0126 3.612 39.765
Fitted to solid phases 7.613 6.478 0.0307 3.583 20.273
Fitted to solid and liquid phases 9.05 5.005 0.0225 3.270 33.17

®References 7 and 37.

N volume and energyNVE ensemblg with the chosen model
F(pi))=—€C> pi, (6)  of interatomic interaction depend on, apart from the initial
i=1 arrangement of atoms, number of time stepgqfc step3;

) . ) size of the time stepAt), number of atomsN), and cutoff
using the algorithm of Nelder and MedfiThe resulting (y_ 5 of the interatomic potential. In addition to that, the
used to calculate the coordinates of 32 Cu atoms in the ||qU|qNTP ensemb[hcan be also affected by the Speciﬁed time
phase. One of the liquid configurations obtained from theconstants for temperaturer{) and pressure 1) fluctua-

MD simulation (for technical details see belowvas then tions. Therefore, the influence of these parameters was care-
calculated with the FPLMTO method. It was found that thefully studied by carrying out test runs at varioliandP. It
FPLMTO and MD energies were different by approximatelywas found that correct results can normally be obtained with
1 eV/atom. Therefore, for the functio$)—(6) to be consis-  N>500, njme steps= 10 000, At=0.003 pSeC/ ¢ tot1=6 A,

tent with the FPLMTO they had to be refitted. The FPLMTO r,.=0.2 psec, andp=0.5 psec. These values were normally
energy of the liquid configuration was then included as arused unless it was specifically intended to study the behavior
additional point in theE-V set. After that the function€l)—  of, for example, a small system. The assumption of a mean-
(6) were fitted again to match the ng®&7 solid and 1 liquid  field distribution of the density was applied for calculations
pointg E-V set. The results of the fit are shown in Fig. 1. of energy and forces at>r 01— 6 A, because the cutoff
The parameters are given in Table I. Thus, the first iteratiofvas abrupt. The initial configuration for all runs, except
was completed. Because the errors of the fit were insignifithose for the calculation of the melting temperatures and the
cant, we decided that no further iterations were necessaryacancy energy, was an ideal fcc lattice. For the calculation
The errors of fit for solid phases are about the same beforgf the vacancy-formation energy, one atom was taken out
and after inclusion of the liquid data in the fitting procedure.from the ideal fcc lattice.

It should be noted that it is not feasible to completely check The initial configuration for simulation of melting was
the self-consistency, i.e., to ensure that both FPLMTO angyrepared in the following manner. First, the fcc lattice was
Egs. (1)—(6) produce the same energy for any atomic con-generated by translating the unit cell five times in xt@ndy
figuration for one simple reason — there is an infinite num-directions and 10 times in thedirection. Second, the MD
ber of such configurations. Still, the fit is statistically well run with half of the atoms as frozen was carried oufTat
defined because with four independent parameters we sue-2500 K andP=1 bar. As a result a supercell that con-
ceeded to fit 2&-V points. The rule of thumb in fitting says tained a crystal and a liquid phase with a common interface
that the number of parameters should not be more than thgas obtained. This supercell was then used as an initial con-
square root of the number of fitted points. This rule comesiguration for further simulation of melting and solidification
from the requirement that a number of degrees of freedonn the NTP ensemble. The method has been
should be of the same order as number of fitted_points t@emonstratett®?° to provide the true melting temperature

lower the probability of accepting a wrong hypotheSighe  for the chosen model of interatomic interaction.
errors of the fit are small and do not influence the resulting

relative stability of the solid phases. According to the models B. Pressure-temperature equation of state
(1)—(6) the fcc phase is the most stable one, with the hcp

phase very close to fcc. The bcec phase is the most unstab\llgI
phase aff=0 K.

To assess the quality of the modéls—(6) by comparison
th experimental data and previous simulations we have
performed MD simulations for temperatures up to 1400 K
and for pressures up to 2 Mbar. In agreement with our
Ill. MOLECULAR DYNAMIC SIMULATION FPLMTO calculations and experiméht®®no phase transi-
tions were found and the fcc phase remained stable & all
andT. Both FPLMTO and the MD simulation underestimate
A description of the molecular dynamic method can bethe lattice constant at ambieRt (see Table ). The calcu-
found elsewheré® Most of the simulations were performed lated P-V equation of statéEOS (Fig. 2) is somewhat dif-
using the packageL_poLY version 2.0'° To ensure the re- ferent from the experimental one with the MD EOS being
liability of our results, some of the simulations were dupli- less compressible than real Cu. We have calculated the vol-
cated using our MD code and no relevant difference wasimes of Cu at a pressure of 1 baffdtom 200 K to 1400 K.
found. Simulations in constant volume and ene(BivE) From these volumes the linear coefficient of thermal expan-
and constant temperature and press(MdP) ensembles sion was calculated and the comparison with experiment is
were performed. The results of MD simulations at constanshown in Fig. 3. The calculated coefficient is about 20%

A. Technical details
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TABLE Il. Some calculated and experimental valukeglattice 40
constant, A;E, , energy of vacancy formation, eVjiquida » Volume
of liquid at the fusion and pressure 1 bar,%mol; AS;, entropy
of fusion, cal/mol deg:AV;, volume change of fusion, cimol; : //0
dT/dP, gradient of melting curve, deg/kbarg\{/dT)p, thermal 8% e
expansivity of liquid at 1 bar, cAmol deg; D,4,3, coefficient of % _,0/’2" e
diffusion in liquid, A% ps™1. E Prtad e
2 PR I ad
oot o oot
Value Calculated Experiment % PSSt il
g el
L 3.5634 3.6% 8 ' i
et S ® - - ® experiment
E, 1.42 1.09-1.4¢ Bl e--—o calculated
Viiquid 7.529 7.95%11¢ Tt
AS; 2.55 2.3-0.1°
AV 0.386 0.356- 1191
dT/dP 3.67 3.65-0.27 os 500 000 7500
(aVI1T)p 0.00098 ~0.00079 Temperature (K)
D423 0.368 0.471,0.303 FIG. 3. The MD linear coefficient of thermal expansion

%Reference 21.
bReference 26.
‘Reference 27.
dreference 38.
®Reference 39.

fReference 40.

9Reference 31.
"Reference 41.
'Referemce 42.

(1/L)(dL/dT) X 10° K, whereL is the lattice constarithe deriva-

tive was calculated numerically as a central derivative with a tem-
perature step of 100 Kand experimentalRefs. 43 and 44linear
coefficient of thermal expansion. Though the MD thermal expan-
sion is somewhat higher than the experimental one, the trends are
very similar.

The ability of the EAM potential to correctly describe the
energy of structures different from the ideal crystal is a good

test because this is one of the reasons for introducing the
IJ?EAM instead of pair-interaction models. We calculated the

larger than the experimental one. However, the temperatu B erav needed to create a point vacancy by deleting one
trend is remarkably similar to the experimental data. It is not 9y P y by 9

always possible to reproduce experimental temperature dg_tom from ideal fcc lattice and comparing energies of the
pendence of thermal expansithBefore it has been notéd ideal structure an_d the one containing vacancy structure. The
that the coefficient of thermal expansion predicted by thergsults are given in Table II. The e.rmg&rzgs W'.th'.n the. range of
Finnis-Sinclair interactions was very poor and in some caseg'ﬁerent experimental determinatiofs. .Th|s IS qg|te re-

(for bee metals even negativé.The agreement in the present markable because normally EAM functions are fitted to re-

study demonstrates that that disagreement is not due to ﬂﬁ%:duusze;:e (;/:tgagrﬂr:gr\r/gi:\?:; efr:)erfgziih(;lr? ehneerre Wm?ordml‘?tltin
deficiencies in the functional form of Sutton-Chen potential y y 9y 9

but rather due to the set of data that was chosen for thghe potential.

parametrization of the potential.
C. Melting and properties of liquid phase
’

The melting/freezing was simulated as described above.
All MD runs for calculating truer ,, of our model were start-
ing from the same initial configuration prepared as described
in the Sec. Il. These simulations are denoted further lds *“
+N” where N indicates the number of particles in liquid and
solid parts of a supercell. Sometimes the method “heat-until-
it-melts” is used instead of calculating melting temperatures.
The former will be denoted further asN"” where N is the
number of particles in supercell arranged in perfect fcc lat-
tice. The method “heat-until-it-melts” was used for the pur-
pose of comparison only, to demonstrate that this method
produces quite incorrect results. The phase transition was
detected by discontinuous changes of the volume and the
diffusion coefficient, structure, and animation of time history
of atomic positions. The change of volume with temperature
at the pressure 1 bar is shown in Fig.(iAdicated in the

FIG. 2. The MD and experimentalRefs. 21-23 relative l€gend as 500500. The size “500-500" is sufficient for
change of lattice constant against pressure. The maximum error glculating melting temperature. This was checked by simu-
lattice constant is about 1.1% at a pressure of 1 Mbar. The MD andftions using supercells “108108,” “256+256,” and
FPLMTO equation of states are nearly identi¢le volumes at a ‘864 +864.” While T, of the supercell “108-108" was
pressure of 1 Mbar are 8.29 and 8.33/4tom, respectively different from theT, of the supercell “5068-500" by 60 K,

098 +

e——e oxperiment
G—-©Ocalculated

o
©
-3

Compression, L/Lg
e
©
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FIG. 4. The MD volume change for different supercells as a
function of temperature at ambient pressure. Volumes calculate
using two-phase simulations are denotedNasN. The points de-
noted as a single N” are results of a conventional simulation of
the kind “heat-until-it-melts.” The details of simulations are de-

scribed in the text.

the cells “256+256,” “500-+500,

cisely.

The melting/freezing was simulated at several pressur
and the resultind® T copper melting curve is shown in Fig.
5. The calculated and experimenfall melting curves are
very close. To the authors’ knowledge there are only twi

8000

2000

" and

2500

“864+864"
melted within 20 K interval. The dependence of melting tem-
perature on the number of atoms follows the dependence
mean-square displacement on the number of aféms. the
system is finite, the temperature of the phase transition ca
not be located exactly. The higheBtat which the system
freezes is equal 1316 K. AT>1340 K the calculated vol-
umes clearly belongs to the liquid bran@ompare with the
simulations with 864 atomisAs one can see there is a very
narrow uncertainty in temperature, therefore the position o
the melting/freezing transition can be located rather pre

6000

4000 -
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G- — ©calculated

2000 | #
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*,7 #- - — Moriarty, 1986

0 1000
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previous theoretical determinations of the coppa@rmelting
curve?®3° The calculations by McQueeet al*>° give lower
melting temperatures than our curve. This is probably be-
cause their calculations are based on insufficient experimen-
tal data(even the initial gradient of their melting curve is
lower than experimeritt=3*The curve by Moriarty® is very
close to ours. Since these curves are calculated using quite
different methods we believe that the coincidence is not for-
tuitous and the calculated curve is likely to be a reliable
prediction. This is also supported by the well-reproduced ex-
perimental data at lower pressures concerning the melting/
freezing transition and properties of liquid Csee Table Il

and Fig. 6.

IV. DISCUSSION

The room pressure melting temperature of Cu was very
recisely(1340 K) calculated by Foiles and AdamIn con-
rast, the Sutton-Chen potentidable I, first ling givesT,,

by about 300 K lower than the experimental vali858 K).
When the potential in this work is fitted to only the proper-
ties of the solid phase€lable I, second ling it gives T,
about 800 K. Because the functional form of all these poten-
tials is close and for the latter two is identical, it is clear that
the choice of the data for fitting is the most important step.
Cfalculation of melting is in some respect equivalent to an
extrapolation of low-temperature data used for the fitting to
high temperature. If additional data on the melt are included
in the fitting then we are dealing with interpolation rather
than extrapolation. As is well known, an interpolation is a
more precise procedurdb initio calculations provide the
way to establish a relation between a liquidlike configuration
f atoms and their energy. There is no other way to do this.
n the other hand, such information is sufficient to make it
possible to calculate properties of the solid and liquid phases
in good agreement with experiment. Figure 4 shows that a

eI%lrge number of particlegcompare the two curves “500

+500” and “32+32") as well as a correct procedu@om-

Jare the two curves 506600 and 86 for simulating a

melting transition are critical for a correct calculationTgf .

At extreme cases the error can be as large as 60abkiut
1300 K for two-phase simulation with 1000 atoms and about
1900 K for one-phase simulatiaft32” in Fig. 4) with 32
atomd. This is almost about half of the true value fby,. At

a pressure of 2.3 Mbar the difference is close to 2000 K.
Recently, the melting of Al was simulated usiad initio

MD and a unit cell with 64 atom®. Melting was determined

as the point where the Gibbs free energy of the liquid and the
solid are equal. This method is equivalent to a two-phase
simulation (or “64+64,” as it could be marked in Fig.)4
Such a simulation, assuming that the interaction model is
perfect, should produce overheatifig the case of Cu about
200-300 K, because 64 atoms might not be sufficient to
calculate the heat capacity of a solid correét) Therefore,

the obtained agreement between calculd®aD K) and ex-
perimental(933 K) melting temperatures suggests that pos-
sibly the energies of the solid and/or liquid ph@s&ave not

FIG. 5. The simulated melting curve compared with experimen-b€en correctly calculated. Any simulation of melting must
tal data(Refs. 31,33,3R(up to 65 kbay and calculated by Moriarty ~ involve at least a few hundred particlébe precise number
(Ref. 29. Our melting curve and that by Moriarty are very close, depends on the particular systerherefore, one can disre-
which lend support to both of them. gard all simulations where the number of atoms is small and
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T=1423K T=1773K

® experiment :
o—o calculated be ® experiment
—>o calculated

9(R)
9(R)

® experiment ® experiment
66— calculated &—o calculated

9(R)
9(R)

FIG. 6. Radial distribution functiondRDF) calculated at four different temperatufés) T=1423 K,(b) T=1573 K,(c) T=1773 K, and
(d) T=1873 K] and compared with experimental ddfRef. 45. There is a very good agreement at all temperatures except for
=1873 K. The calculated RDF's are slightly shifted to shorter distances relative to the experimental RDF’s. This is because FPLMTO
volumes are somewhat smaller than the experimental volume. The corresponding particle densities are 0.0755, 0.0745, 0.0728, 0.0722
[experimentalRef. 45] and 0.0789, 0.0777, 0.0762, 0.07&4lculated. The experimental and calculated particle density changes in this
range of temperatures are 0.033 and 0.035, correspondingly.

the size dependence of results have not been checked, unless V. CONCLUSIONS
one is satisfied with a precision of about 50%. If the melting . .
temperature is not determined correctly and instead the tem- The present study |ntr.oduces a rqbust way.to parametrize
perature of thermal instability is erroneously accepted,gas the EAM modgl fqr studying Fhef melting transition of Cu and
then there is a danger that all phenomena calculated betwe@fCPerties of liquid Cu. A similar procedure has now also
the trueT,, and the erroneous,,, which normally would be ~P€en applied to Pd and it works as well as for Cu. It might
classified as artifacts in the range of a metastable solid phasgound trivial, but we want to emphasize that if the intention
can be regarded as real. This temperature range can in fact [fet0 study melting, the model parameters should be fitted
very large, in the case of Cu it is about 600 K at ambientPoth to properties of the solid and the liquid phagesinitio
pressure and about 2000 K at a pressure of 2.3 Mbar. Thigalculations, in particular the FPLMTO method, are able to
interval increases as pressure increases. provide such data on both phases with a sufficient precision

The present approach cannot be better than the quality dér the fitting of the potential. MD simulations using that
the data from first-principles calculations. If for some reasorpotential reproduce experimental data of Cu in a successful
results of the first-principles calculations are different fromway. The present approach has the potential to be used on
experiment then there is no way in the frame of the presentedny system, enabling detailed and accurate simulations with
approach to reach an agreement between MD simulationgrge number of atoms and in agreement with first-principles
and experiment. calculations.
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