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Mechanism for photoinduced structural phase transitions in low-dimensional electron-lattice
systems: Nonlinearity with respect to excitation density and aggregation of excited domains

Kaoru Iwano
Institute of Materials Structure Science, High Energy Accelerator Research Organization, Graduate University for Advanced St

Oho 1-1, Tsukuba 305-0801, Japan
~Received 24 March 1999; revised manuscript received 23 July 1999!

We construct a model for photoinduced structural phase transitions, based on electron-lattice systems made
of tunable number of chains. The ground state is chosen to be a charge-density wave at half filling. There the
degeneracy of the ground states is lifted up in order to prepare two unequal states, namely, a stable one and a
metastable one. The first important point is the nonlinearity, which means that more than one absorbed photon
cooperatively drives the system into a semimacroscopic phase. In our model, we particularly assume that the
system stays at a metastable state at the initial time. One absorbed photon tuned to the optical gap energy
excites the electronic system to a charge-transfer state. After this photoexcitation, the system gradually relaxes
to a self-trapped excitation state, but it still remains metastable because the conversion of the phase, namely,
the reconstruction of charge distribution, is only local. With more than one absorbed photon, on the other hand,
the channels to a global phase change open, and then the system changes into a stable ground state. Next, we
study the condition that spatially separate excitations created by the photons aggregate with attractive forces. It
is demonstrated by adiabatic potential-surface analyses and dynamical calculations that both the conditions,
namely, those for the nonlinearity and the aggregation, are satisfied simultaneously in our model.
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I. INTRODUCTION

In recent years the phenomena of photoinduced ph
transitions have been attracting more and more attention1–5

In fact, the number of the materials in which the phenome
are confirmed is increasing year by year. Not only is
number increasing, but also we see a great variety in th
materials. They range over various type of systems which
usually discussed in different contexts, such as conjug
polymers, charge-transfer salts, oxides, molecular crys
and so on. Thus, these plenty of examples encourage
experimentalists to think that the phenomena will be ‘‘ge
eral’’ in the sense that they are not rare and can be obse
if the materials are cleverly selected. It is also so for
theorists. Thus we start to develop a general theory of
mechanism in addition to studies of each specific materi

As a typical example of the phenomena, let us discuss
of the most prominent results, namely, that in a polydiace
lene ~PDA!.1 This is a kind of conjugate polymer, made
alternating double and triple bonds of carbon in the m
chain. This main chain itself is regarded as a on
dimensional~1D! insulator in which the absorption spectru
is interpreted using the concept of 1D excitons, whereas
structure of the side chains are rather complicated. In f
there are many variations in the side chains, yielding m
kinds of PDA’s. What is important is the fact that they e
tend on both the sides of the main chain over rather lo
distances. Namely, this is not a simple 1D system at le
from a viewpoint of the lattice structure. Moreover, the
side chains play essential roles in the photoinduced ph
transition. It is already accepted that the structural change
the side chains along with those in the main one are
origin of the macroscopic phase conversion after laser i
diation, although the details are not clarified yet.
PRB 610163-1829/2000/61~1!/279~11!/$15.00
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The next important feature of the photoinduced pha
transition in the PDA is the nonlinearity. The curve of th
photoconverted fraction as a function of the light intensity
not linear, but shows a sublinear tendency. This direc
means that the absorbed photons are cooperatively wor
to induce the phase conversion. Similar nonlinearity is a
confirmed in tetrathiafulvalene-p-chloranil ~TTF-CA!, a
neutral-ionic-transition material.2,3 There a threshold behav
ior is observed instead of a sublinear one, but we think tha
is not necessary to distinguish them conceptually at pres
because the latter might arise from some imperfections.

There is one more feature worth mentioning for the PD
In this material, the photoinduced phase transition is reve
ible, that is, the initial metastable state~the low-temperature
phase! is photoconverted to the stable state~the high-
temperature phase!, and then the latter is returned to th
former again by photons. The latter part of the transiti
therefore proves that the transition is not due to heat ac
mulation. Another example is found in one of the mangan
oxides. In Pr12xCaxMnO3, the macroscopic structura
change occurs by x ray.4 It is free from a heat problem be
cause the temperature there is well below the thermal tra
tion temperature.

There were several theoretical studies in the past.6,7 Al-
most all of them were based on a model of an assemblag
two-level systems. The nonlinearity was also investiga
within the framework. Very recent studies have also use
similar model and performed dynamical calculations.8 Al-
though this type of model will be useful in treating almo
isolated molecular systems, the electron itineracy is ind
pensable to study various systems as mentioned above
particular, it is essential in describing electronic structures
excited states in a realistic manner. In this viewpoint, a tw
dimensional charge-density-wave~CDW! model was inves-
tigated by Nasu.9 However, that study treated only a rath
279 ©2000 The American Physical Society
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280 PRB 61KAORU IWANO
localized case with small itineracy. Moreover, the theoreti
important points that will be mentioned later were not d
cussed in detail.

Keeping the above experimental cases in mind, in t
article we develop a model for the photoinduced phase t
sition, as is mentioned at the beginning. We are here part
larly interested in the transitions accompanying a structu
change, because they are expected to survive for a long
of the order ofms. We therefore use an electron-lattice (el-l )
model with finite electron itineracy. The Coulombic intera
tion between electrons will be rather relevant to the ph
changes in a very short time scale. Even in a long time sc
it will affect the el-l motions and give variety to the dynam
ics, but it is beyond our scope here. Even within an el
model, there are different situations. We here treat the h
filling case, because it is the simplest one. For example,
model with a site-diagonal el-l coupling term, the ground
state is a CDW. It is twofold degenerate if all the sites a
originally equivalent. In this study, we add a special term
lift up the degeneracy. Then we have the two unequal sta
namely, the true ground state and the metastable one. In
case of CDW, this special term corresponds to an ene
difference between even- and odd-numbered sites. Here
is assumed to have a rather small value compared with
electron transfer energy. This should be interpreted as
lows. The experimentally found photoinduced phase tra
tions occur within a rather small hysteresis loop at the th
mal transition temperature,1 which means that two phase
with nearly equal free energies are competing with e
other. We simulate such cases at zero temperature, usin
energy difference of the order of several ten K, instead
tackling finite-temperature dynamics directly.

In a situation prepared in this way, we investigate pho
relaxations from the metastable state to the stable one.
here focus on the low-dimensional systems because ther
typical examples such as the PDA and TTF-CA. In partic
lar, we are interested in 1D and 2D systems. Moreover,
prepare several cases as 1D systems: a tube or cylinder
tem with a finite diameter. In practice, they are realized
coupled chains with a periodic boundary condition~BC! in
the chain-perpendicular direction. Increasing the diame
gradually from zero~1D! to infinity ~2D!, we can investigate
the effect of geometry and dimension on the aforementio
nonlinearity, because the latter is deeply related to the sh
and the formation energy of a domain wall separating t
different phases. Thus our model makes it possible to si
late the dynamics of global phase changes at vari
‘‘strengths’’ of the nonlinearity and learn a general tenden
The next theoretical point is the question how self-trapp
excitations aggregate to one another. Here we use the w
‘‘excitation’’ instead of ‘‘exciton,’’ because there is n
electron-hole (el-h) attraction in our model. With such exc
tations apart from each other, the above mechanism of n
linearity does not work, because the accumulation of exc
el-h pairs in a relatively small spatial region is assumed
forehand. Of course, there are cases in which the light in
sity is high enough and excitations are condensed alread
the beginning. However, even in that case, an attractive fo
between excitations is necessary to keep merged ones s
enough.

Based on the above points, we here describe our gen
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expectations for single and coupled chains, and 2D syste
Being common to the chain systems, the formation energ
two domain walls is finite even with a short relative distanc
and becomes constant when they are outside the mutua
teraction. Then, in the ground state, the energy of a dom
of a stable phase in a metastable background is equal to
energy gain due to the energy difference between the
phases, subtracted by that formation energy. When the
of the domain is small enough, the gain is negative by d
nition, or by the finite formation energy. While, in excite
states, it is not so definite. Namely, it becomes a problem
energetics associated with the formation energy and the
ergy of each excitation, and so leads to the nonlinearity.
example, when the former is higher than the energy nee
for the lowest one-photon excitation, the photon tuned to
optical gap energy never yields a global phase change.
therefore very important that the formation energy of dom
walls depends on its perpendicular size. We easily exp
that the formation energy is proportional to the circumfe
ence of the cylinderlike system, i.e., the number of chai
which tendency gives stronger nonlinearity to coupled cha
than to a single-chain system. In 2D systems, on the o
hand, the formation energy is proportional to the linear s
of a domain because domain wall is now a circle. It is e
pected that they have a larger potential barrier and he
much stronger nonlinearity.

As for the aggregations, it is important to expect wh
type of attractions will be working in each system. In th
present study, we do not discuss those originating from C
lombic interactions through polarizations, because it is s
hard to treat them in multiexcited states. In the presence
only el-l interactions, the mutual interactions between ex
tations are determined by geometrical conditions. In a sing
chain system, two excitations nearby are bound with o
one bond, and then it is impossible to make more than
excitations aggregate. Substantial aggregation is realize
coupled-chain systems with multibonds. These expectat
are summarized and schematically illustrated in Fig. 1.

In this article, we are mostly concerned with a four-cha
system, in which as many as four excitations are sta
bound. Hence, the first part of our scenario is that two eh
pairs localized individually aggregate to form a unit with
higher energy. Next, such two units again form a larger u
with an attractive force. Namely, four excitations are a
sumed to aggregate. In the last part of the scenario, the
linearity finally works to cause a global structural chang
This number of ‘‘4’’ is, of course, an example, but is mot
vated by the fact that the nonlinearity in the PDA is es
mated to have an exponent near that number. Of cou
there is another case in which the excitations occur stepw
We do not deny such a possibility, but that might have le
possibility than our scenario, because it is there assumed
the same electron is excited more than once.

The rest of this article is composed in the following wa
In the next section, the model and the method for the ca
lation is briefly introduced. In the third and fourth section
the above two points, i.e., the nonlinearity and the aggre
tion, are investigated by the analyses of the adiabatic po
tial surfaces, respectively. It is shown in the fifth section th
these mechanisms really work in dynamical simulations. T
last section is devoted to the conclusions and discussion
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II. MODEL AND METHOD

Throughout this article we utilize the following type o
el-l model

H52 (
( l ,l 8)s

t0~Cls
† Cl 8s1H.c.!1

D

2 (
l

@12~21! l #nl

1He-ph1
m

2 (
l

Q̇l
21

K

2 (
l

Ql
2 , ~2.1!

whereCls
† andCls are creation and annihilation operators

an electron withs spin at thel th site in a system of genera
dimension, andQl is the l th lattice displacement with mas
m. The first term means the nearest-neighbor hopping w
transfer energyt0. The site energyD in the second term is
introduced to lift up the degeneracy of the twofold grou
states. In the cases with two directions, the factor (21)l

means (21)l x(21)l y, with l 5( l x ,l y). Although we do not
have a special real system in mind, it is necessary to fix
type of el-l coupling for practical calculations. In most of th
calculations, we assume a site-diagonal term as

He-ph52a(
l

Ql~nl21!. ~2.2!

In the following calculations, we use an adiabatic a
proximation to treat the lattice. Namely, we first calculate
rough sketch of adiabatic potential surfaces. This is very e
because we neglect electron-electron interactions here
the next step, we solve the evolutional equations num

FIG. 1. A schematic illustration describing a typical case
photoinduced phase transition from a metastable phase to a s
one. ~a!: A single-chain case. Here ‘‘1-Ex’’ means an el-h pair
which is locally self-trapped. Due to a relatively small formatio
energy of domain walls, even one photon can yield a stable pha
expressed by a shaded region.~b!: A four-chain system. In a mode
later shown, four excitations~4-Ex! aggregate to form a seed for th
transition.
th

e

-

sy
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cally. These equations consist of electronic time-depend
Shrödinger equations and classical equations of motion
the lattice, which are, in the case of the coupling~2.2!,

i\
d

dt
cms~ l !5~h! l l 8cms~ l 8! ~2.3!

with

~h! l l 85H D

2
@12~21! l #2aQl ~ l 5 l 8!,

2t0 ~nearest-neighborl and l 8!,

~2.4!

and

m
d2

dt2
Ql52KQl1a@^C~ t !unl uC~ t !&21#, ~2.5!

respectively. Herecms( l ) is themth occupied wave function
of an electron with spins, anduC(t)& is the Slater determi-
nant. In the cases of one or several chains, we use the
BC along the chain direction, but the periodic BC along t
direction perpendicular to the chain. In a 2D case, on
other hand, the periodic BC is applied for both the directio
Next, we change the lattice variables to dimensionless o
as

ql5S K

a DQl , ~2.6!

and define the el-l interaction energy as

S5
a2

K
. ~2.7!

Then, scaling out the time variable by the lattice vibrati
frequencyv5AK/m asu5tv, the above evolutional equa
tions are transformed into

i
d

du
cms~ l !5~ h̃! l l 8cms~ l 8!, ~2.8!

with

~ h̃! l l 85H H D

2
@12~21! l #2Sql J Y \v ~ l 5 l 8!,

2
t0

\v
~nearest-neighborl and l 8!,

~2.9!

and

d2

du2 ql52ql1@^C~u!unl uC~u!&21#. ~2.10!

In real calculations, both the equations are solved step
step, using a time mesh asdu50.01. In solving Eq.~2.8!,
the lattice variables are fixed at the values at that time,
then the evolution of the wave functions are easily cal
lated, using the basis set obtained by the diagonalization.
lattice Newtonian equation~2.10! is, on the other hand
solved by a midpoint method. We check the reliability b
reversing the evolution or calculating the expectation va
of the total energy defined as

f
ble

as
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Etot5^C~u!uHe~$ql%!uC~u!&1
S

2 (
l

ql
21

S

2 (
l

S dql

du D 2

,

~2.11!

where

He~$ql%![2 (
( l ,l 8)s

t0~Cls
† Cl 8s1H.c.!

1
D

2 (
l

@12~21! l #nl2S(
l

ql~nl21!,

~2.12!

again in the case of the coupling~2.2!. It should be empha-
sized here that our model has no term of energy dissipat
Thus, this total energy should be conserved. We avoid
cluding the dissipation phenomenologically at this stage,
cause we want to know how the extra heat is released
result of relaxation. However, the existence of dissipation
implicitly taken into account if it is necessary.

As the last remark of this section, we mention the stren
of the el-l coupling parameter chosen in the following. Wh
it is very large compared witht0, the potential surfaces hav
many local minima, representing a localized nature of
system. For example, we find a different local minimu
even when the distance between two domain walls is
creased by one lattice constant. This leads to a situa
where the relaxation ends at each attracting point, and he
many photons are needed for the formation of a sufficien
large domain. We therefore choose anintermediatecoupling
region all throughout this article.

III. NONLINEARITY

A. 1D system„a single-chain case…

First, as the simplest case, we discuss the feature of
tential surfaces in a single-chain system. The chain lengtN
is 100, being enough for the present purpose. The nonde
eracy parameterD is set to be 0.05~hereafter all the energie
are measured in the unit oft0). We use the term in Eq.~2.2!
with S[a2/K51.1. This choice ofSgives a value near 0.75
as the CDW gap. Thus this belongs to an intermediatel
coupling region. In Fig. 2~a!, we show staggered lattice con
figurations, i.e., (21)lql . The lowest horizontal line drawn
around (21)lql520.4 with structures on both the ends co
responds to the metastable state, while the stable one e
around the dashed line at (21)lql50.4. Connecting these
two states, we assume a one-parameter trajectory draw
Fig. 2~a!, which is expressed as

ql5~21! lq0H 12qDF tanhS u l 2 l cu2
1
2 l 0

w
D 21G J ,

~3.1!

wherel 0, the only one parameter, specifies the kink-antik
distance. The other quantities are fixed at suitable val
Namely,q0 is the CDW amplitude for the metastable sta
and the depth of the deformationqD is adjusted for the con
figuration to lead to the stable one. The half width of a ki
n.
-

e-
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s
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n
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in

s.
,

w is fixed at about 3.5, i.e., that of an isolated kink. T
center of the kink-antikink pair isl c , but the following result
does not depend on its choice.

Using this trajectory, the potential curves for the grou
state and the first excited one are shown in Fig. 2~b!. Here
and hereafter we measure the total energy from the low
energy in the metastable state. By definition, the former
has a local minimum aroundl 050, i.e., the metastable state
with a potential barrier separating it from the stable state
the first excited state, on the other hand, the surface ha
barrier. This property in a single chain is easily understo
by a similar tendency in a degenerate system.10 Thus we can
say that even one photon absorbed in the metastable stat
drive the system into the stable state if there is no diss
tion, which can be calledsuperlinearnonlinearity.

B. 2D system

Next, we discuss a case in a 2D system. The system
is 20320, which is again large enough to be considered a
2D system in the following calculation. We use the sam
expression for the lattice trajectory, but withl 5( l x ,l y). In

FIG. 2. ~a! The staggered configurations of the lattice. The lo
est horizontal line with structures on both the ends is that for
metastable state. The stable one is located around the dashe
near (21)lql50.4. In between, kink-antikink type ones are a
sumed to connect both the extrema.~b! The adiabatic potentia
curves as functions of the kink-antikink distancel 0 in a single-chain
system. The lower one is for the ground state, and the upper on
the first excited state. The energy is measured from the lowest
ergy in the metastable state~this definition is common to all the
similar figures!.
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these configurations, the staggered lattice takes a defo
tion pattern similar to a pancake with a radiusr[ l 0/2.

In Fig. 3, we show potential curves on various stat
HereSandD are 1.25 and 0.05, respectively. The CDW g
is about 1.1. We user as the only one parameter, with th
other quantities fixed as in the previous way. For examplew
is about 1.0. The abbreviations ‘‘n-Ex’’ on each curve
means theloweststate ofn-electron excitations. Of course
there are also other states, for example, higher one-elec
excitations, and so on, but they are not shown. The reaso
that we are interested in the phenomena where the low
absorption edge is photoexcited. Generally speaking, hig
energy excitations will lead to easier phase conversion
cause of the increase in the relaxation channels. Altho
such cases are also interesting, they are not suitable fo
present purpose of demonstrating the nonlinearity. It sho
be also mentioned thatn-Ex (n.1) states are embedded
the continuum ofn8-Ex (n8,n) states in some parts aroun
r 50, although the latter are not explicitly shown in the fi
ure. The mutual transitions among those states are prop
considered in the dynamical calculations shown later. As
the potential surfaces themselves, there is a huge pote
barrier between the metastable state and the stable one,
in the 1-Ex state. The origin of this barrier comes from t
geometrical reason: the kink-antikink structure in 2D is no
ing but a circular domain wall. Thus the total energy i
creases in a region where the radius is small, because
energy loss due to the formation of a domain wall is dom
nant. This barrier structure remains even in the 6-Ex st
Thus in this situation the phase conversion by photons
almost impossible. Of course, this property is directly rela
to the present selection ofS andD, but it demonstrates how
the dimensionality affects the nonlinearity when it is co
pared with the result in the previous 1D case.

C. 1D system„cases of more than one chain…

From the above results, we understand that the nonlin
ity will be effectively controlled by the geometry of the sy
tem. Then we prepare systems which consist of more t
one chain, namely, a cylinderlike system according to
present BC. The actual size isN3M , with M as the circum-
ference of the cylinder. We again use the expression in

FIG. 3. The adiabatic potential curves as functions of the rad
r of a local deformation in a 2D system. The abbreviation ‘‘n-Ex’’
means thelowest n-electron excitation state~this is used here and
hereafter!.
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~3.1! with l 5( l x ,l y), for the lattice trajectory. Since the cen
ter l c is placed at the center of gravity of the cylinder, th
pattern corresponds to two domain walls apart from e
other with a distancel 0, each of which is localized around
cross section of the cylinder surface. The other quantities
again fixed in the same way as in the previous cases.

In Fig. 4, we show the first example withN5100 and
M52. The values ofS and D are 1.25 and 0.05, respec
tively. With this choice ofS, the CDW gap is about 1.2. As
seen from the figure, the overall structure of the poten
curve has a slight barrier aroundl 056 for the 1-Ex state.
While, it is barrierless for more than one-electron excitatio
By the way, the curves are accompanied by small structu
between sites. This comes from the so-called Peierls po
tial.

Increasing the number ofM to four and changing the
value ofS to 1.1, we obtain another result in Fig. 5. Now th
qualitative feature is very clear: the curve has a barrier up
the 3-Ex state, while no barrier for the 4- and 5-Ex states.
confirm the existence of the barrier, particularly, at the 3-E
we have tried an optimizing iteration~an overdamped dy-
namics! from a configuration aroundl 050, and found that
the extension of the deformation stops just before the bar
point. Hence we expect that, when the dissipation, which
not included in our model, is strong enough, the structu
change is limited to a local one in the former cases (n51, 2,
and 3!. While, in the latter cases (n>4), a global structural
change can occur, whether the dissipation works or not. T
we can say that this is a prototype to realize asublinear

s
FIG. 4. Same as Fig. 2~b!, but with M52 ~double chains!.

FIG. 5. Same as Fig. 2~b!, but with M54 ~four chains!.
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nonlinearity. However, to conclude that this nonlinearity
ally works, there are still some questions. First, we m
collect excitations in a rather small region, as already m
tioned. This is discussed in the next section. Next, the
namics in the 4-Ex state, for example, will be affected
remaining effects such as radiative and nonradiative tra
tions to smaller number of electron excitations. As for t
former process, we must judge whether the time needed
the phase transition is short enough compared to a typ
radiation life time of the order ofns. The latter one, on the
other hand, is properly treated in the dynamical simulatio

IV. AGGREGATION

In this section, we investigate what kind of interactio
are working between two local excitations, in order to clar
whether the aggregation really occurs.

A. Single-chain system

First, we study the system consisting of a single cha
The model and its parameters are the same as those c
sponding in Sec. III, but we must focus on the excited sta
in the stablestate. The reason is that the local excitations
the metastable state are all unstable for making local exc
tions. In fact, judging from Fig. 2, we expect a very fa
formation of a kink-antikink pair even in the case of th
lowest excitation.

Figure 6~a! shows the potential curve as a function of t
distance between two localized 1-Ex’s. Here the optimiz
lattice form of an isolated 1-Ex is assumed for each of the
The interaction is clearly attractive and its origin is similar
the binding force in a hydrogen molecule, as shown in F
7~a!. In this simple way of thinking, the lattice elastic ener
is assumed to be almost constant or in the same tenden
the electronic energy. If we proceed with this way of thin
ing, it will be that the interaction is also attractive between
2-Ex and a 1-Ex, and almost zero between two 2-Ex’s,
shown in Figs. 7~b! and 7~c!. However, the real potentials ar
only slightly attractive for the former, as shown in Figs. 6~b!.
Here we again assume a lattice pattern in which the o
mized 1-Ex and 2-Ex are superimposed with a distance
more detailed analysis shows that disappearance of ap
ciable attractive force comes from the increase in the e
tronic kinetic energy for a pair of excitations closer to ea
other. This is because an excited electron and a hole s
rated in each of the excitations should be confined in
region when a pair is merged. When we add one more 1
to the slightly bound 3-Ex, the interaction then becomes
tractive ~dashed line!, but it has a channel of dissociatio
namely, the conversion into two 2-Ex’s~solid line!, as shown
in Fig. 6~c!.

Since our potential-curve analysis is based on somew
restricted assumption for the configuration, we check the
stability of a bound 4-Ex by the optimizing iteration. Whe
we start the iteration from a distant pair of a 3-Ex and a 1-
they come closer to each other, and then they actually di
ciate into two 2-Ex’s. In other words, the interaction betwe
two 2-Ex’s isrepulsive, against the expectation at the begi
ning. Thus the aggregation of excitations never proceeds
yond two excitations in a single-chain system.
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B. Four-chain system

Next, we investigate a system of four chains, from t
same viewpoint. The model and the parameters are the s
as those corresponding in Sec. III. In Fig. 8~a!, we show the
potential curve as a function of the distance between
localized 1-Ex’s. The overall structure is attractive, althou
it is not so monotonic as that in a single-chain system.
return back to this point later.

The interaction between 2-Ex’s is clearlyattractive, as
seen in Fig. 8~b!. The origin of this attractive interaction i
schematically explained in Fig. 7~d!. Namely, we have more
than one ‘‘bond’’ for binding, due to the coupled chain
This makes it possible that all the excited electrons and

FIG. 6. ~a! The 2-Ex potential curve as a function of the distan
between a 1-Ex and another 1-Ex.~b! The 3-Ex potential curve as a
function of the distance between a 2-Ex and a 1-Ex.~c! The 4-Ex
potential curve as a function of the distance between a 1-Ex a
3-Ex ~dashed line!, and the same curve as a function of the distan
between a 2-Ex and another 2-Ex~solid line!.
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holes are contained in bonding orbitals. There is a little co
plicated structure for a small distance, but it is not import
because we are now thinking about a situation where
2-Ex’s are initially apart from each other. It is also wor
mentioning that the minimum point has a configuration sim
lar to that of the 4-Ex atl 056;7, in Fig. 5. Thus it is
conjectured that the phase convergence can occur after
2-Ex’s come closer to each other and get merged.

V. DYNAMICS

In this section we demonstrate how the predictions in
previous sections are realized in the dynamical calculati
performed using the method in Sec. II. All through this se
tion, we use a small value for the lattice frequency, i.e.,v
50.005. One reason for this choice is of course to give
adiabatic situation consistent with the potential-surfa
analyses performed in the previous sections. In particu
our proposed mechanism needs no tunneling effect thro
barriers, and so the quantum effect can be neglected in
sense.

A. Single-chain system

First we treat the single-chain system in order to und
stand common and basic features of the dynamics, be
discussing the main points. Again, the same model fo
single chain as those in Secs. III and IV is used with
same parameters. Here we investigate a situation where
metastable state is photoexcited as expressed by the arro
Fig. 2. As is already discussed, we expect that even the
citation to the lowest excited state makes it possible for
whole system to relax down to the stable state. Figure 9~a!
shows some snapshots of the staggered lattice. The in
state, drawn by the dashed line, is assumed to be a s
deformation. This assumption will need an explanati
Since the state just after the photoexcitation is a free eh

FIG. 7. Schematic electronic level structures. Considering
el-h symmetry, we only show the upper half part above the g
center. From~a! to ~c!, a single-chain system is assumed. The to
number of excited electrons changes from 2 to 4, respectiv
While, in ~d!, we illustrate the case where four electrons are exc
in a four-chain (M54) system. Notice that an attractive interactio
is possible in the last case, because of the ‘‘multibond mechanis
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pair, there always should be a translational symmetry. T
symmetry is important particularly when we discuss the v
early stage of the relaxation from the free el-h state. It is,
however, an unsolved problem to treat that stage correctl
1D systems. Thus we here put aside that and start our s
lation from this slightly localized state because our conc
here is not to determine the transition probability correct
but to understand the tendency of the dynamics.

Returning to the figure, it is easily seen that the system
being converted to the stable state. This conversion is dri
by the moving kink and antikink. If we compare the sna
shots at different times, we notice that the kinks have alm
constant velocities. Since the conservation of the total ene
holds with a very small deviation~less than 1025) in this
simulation, this means that the released energy has flow
the other vibrational modes except for the center-of-grav
motion of each kink. In fact, it is stored in the particul
vibrational mode, which appears as the oscillations in
converted part, as seen in the lattice pattern. To make it m
transparent, we show a Fourier transform of a fraction of
wavy part. Here only the real part is plotted in Fig. 9~b!. The
central peak is nothing but the Peierls mode with the wa
number of k052kF , and the second largest ones havek
5k062p/l with l as nearly twelfth times the lattice con
stant. Since thisl is almost the same as the kink width~see
the snapshots!, we think that this mode is closely related
the kink itself, although the detail is not clear at this sta
Anyway, we can say that the released energy is not dist
uted evenly to almost all the vibrational modes, in oth

FIG. 8. ~a! The 2-Ex potential curve as a function of the distan
between a 1-Ex and another 1-Ex, in the case of a four-chainM
54) system.~b! The 4-Ex potential curve as a function of th
distance between a 2-Ex and another 2-Ex.
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words, not as heat. Moreover, we have tried other ini
conditions by changing the initial depth of the deformation
confirm that the result is always similar. Then, to kno
whether this is not an effect special to this model, bu
general behavior, we also perform a similar simulation in
different type of el-l model, namely, a Su-Schrieffer-Heeg
~SSH! model11 with nondegenerate ground states:

HSSH52 (
( l ,l 8)s

S t02b~Ql 112Ql !1
D8

2
@12~21! l # D

3~Cls
† Cl 8s1H.c.!1

m

2 (
l

Q̇l
2

1
K

2 (
l

~Ql 112Ql !
2, ~5.1!

whereb means the site-off-diagonal el-l coupling, andD8 is
the nondegeneracy parameter. Again, changing the la
variable to dimensionless one asql5(K/b)Ql , the el-l cou-
pling parameter is redefined so as to have the dimensio
energy, asS85b2/K. As is well known, this model has de
generate ground states of a bond-order wave~BOW! for the
half-filling case, if D850. Taking values ofD8 and S8 as
0.05 and 0.5, respectively, we obtain the result of the sim
lation in Fig. 10. Here we have plotted the bond variableyl

FIG. 9. ~a! A snapshot of the lattice configuration~solid line!
and its velocity~dotted line! at t560/v. For both, the staggere
field is shown. The initial configuration is specified by the dash
line, while the initial electronic state is a 1-Ex.~b! The real part of
the Fourier component of the configuration~solid line!, as a func-
tion of the wave numberk. Only the region ofl 5121– 180 is ana-
lyzed.
l

a
a

ce

of

-

[ql112ql , instead ofql itself. Then we clearly see that
similar selection of a mode is occurring although the wa
length of the selected mode is now shorter than the prev
case, representing a shorter kink width. This special beha
seems to be related to a breather in the degenerate c12

(D850). A breather has a finite spatial size and a const
energy, while the present structure is growing with time.
this sense, the latter can be called a reminiscent of a brea

Generally speaking, we think that this mode selection,
a nonergodicity, will be important at least in the followin
two senses. First, this will make the phase conversion ea
even if the original state, i.e., the metastable one, is the h
temperature phase, because the inverse conversion due
increase in the temperature is suppressed. Next, the sele

FIG. 11. Snapshots of the lattice configuration att532/v and
64/v, in the case of a four-chain (M54) system. The meaning o
each line follows those in Fig. 9, but only the configuration in
certain chain is shown for simplicity. The initial electronic state is
1-Ex.

d

FIG. 10. A snapshot of the lattice configuration~solid line! at
t520/v, in the case of the SSH model. Again the initial config
ration is depicted by the dashed line.
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of the special vibrational mode seems to be related to
internal structure of the domain wall. This might give a po
sibility to study the nature of the domain walls through o
tical properties such as transient absorption spectra.5

B. Four-chain system

Next, we discuss the dynamics in a four-chain syste
whose model and parameters are completely the sam
those corresponding in Secs. III and IV. The first example
the case where the initial state is a small deformation on
1-Ex. In Fig. 11, the snapshots att532/v and 64/v are
shown. There the staggered lattice field remains locali
with an oscillatory behavior. Since the optical gap energy
smaller than the barrier height measured from the Fran
Condon ground state, it is very natural that there occurs
phase conversion. We have also checked the mixing ef
between the electronic levels, but it is negligible.

We then proceed to the case in the 2-Ex. Here we cho
the initial condition to be a pair of 1-Ex’s, apart from ea
other as drawn by the dashed line in Fig. 12. Each of th
1-Ex’s is assumed to be already relaxed individually. At
532/v ~upper one!, they are slightly approaching to eac
other, as expected from the potential surface. More imp
tantly, they are no longer equivalent, in spite of the sa
initial shape. This tendency is more conspicuous afte
longer time, for example,t570/v ~lower one!. There the
left-hand excitation is almost similar to a locally relaxe
2-Ex ~see Fig. 14!, while the right-hand one seems to b
almost vanishing although local oscillations are still rema
ing. This result suggests another channel of relaxat
namely, not a merging accompanying the lattice, but t
triggered by a pure electronic transfer from one excitation
the one nearby. Thus we are tempted to draw one more

FIG. 12. Same as Fig. 11, but with a 2-Ex as the initial el
tronic state.
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tential curve in the 2-Ex, i.e., Fig. 13~b!. Here the paramete
p measures the trajectory changing from two neighbor
1-Ex’s (p50) to one 2-Ex (p51), as shown in Fig. 13~a!.
As is clearly seen, the potential curve is monotonically d
creasing from the former to the latter, which confirms o
expectation. The ‘‘equivalent’’ merging, on the other han
seems to occur with less possibility, because the poten
curve is not so monotonic, as already pointed out in F
8~a!. Here the reader might have a question how the sym
try breaking related to the parity has occurred. In our sim
lation, which treats the lattice classically, it is incorporat
by placing the center of gravity of the initial deformatio
between sites. This is not so artificial, because there will
many parity-breaking imperfections in real materials. Mo
over, if we treat the lattice quantum-mechanically, such
relaxation becomes possible even in a regular system, du
the emission of odd-parity phonons. During such a proce
the true state should be expressed by the linear combina
of the two possible states: the one in which an electro
excitation is transferred from the left to the right, and vi
versa. As for the phase conversion, it is not realized in t
simulation, representing the existence of the energy bar
discussed in Sec. III.

As the last example, we investigate the most import
case, a relaxation process in the 4-Ex. We start our sim
tion from a pair of 2-Ex’s, which are apart from each other
the initial time, as shown in Fig. 14~see the dashed line!.
Each of them is prepared to have the optimized shape of

-

FIG. 13. Another relaxation channel for a pair of 1-Ex’s.~a! An
assumed one-parameter trajectory of the staggered lattice field
definition, the two deformations are equivalent when the param
p is zero. In increasingp, one of each grows, and, accordingly, th
other becomes smaller and finally vanishes atp51. ~b! The total-
energy curve as a function ofp.
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288 PRB 61KAORU IWANO
isolated one. Being different from that for the 1-Ex, it co
tains a long-wave component in addition to the stagge
one. Att550/v ~top!, we see that they are approaching ea
other, judging from the staggered pattern and velocity. A
a while, they get almost merged, as shown in the mid
snapshot att596/v. Finally, in the bottom one att
5128/v, the expected phase conversion is really occurri
We again notice an oscillatory behavior in the converted p
of the lattice. This has the same origin as those in Figs.~a!
and 10, but is now rather complicated due to chain coupl
To know the degree of the level mixing, we have made
detailed analysis of the electronic wave functions at
596/v, because it is not relevant at later times. The resu
about 20%. Namely, among four excited electrons, nea
one electron has decayed to the lower levels. This de
itself, however, accelerates the phase conversion, at l
just after the decay, because the released energy is t
formed to the lattice kinetic energy. We think that this is w
the phase conversion has been realized in the present ca
spite of the one-electron decay.

Lastly, we mention another explanation for the differe
behaviors seen for the 2-Ex and 4-Ex. As shown in Fig. 7~d!,
the lower two levels on the left- and right-hand sides are
occupied by excited electrons in the case of the 4-Ex. Th
fore there occurs no pure electronic transition between
left and the right. While, in the case of 2-Ex, there are o
two excited electrons, i.e., one for each side, and so the t
sition between them is possible.

FIG. 14. Same as Fig. 11, but with a 4-Ex as the initial el
tronic state.
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VI. CONCLUSIONS AND DISCUSSIONS

We have proposed a scenario for the photoinduced st
tural phase transitions. In that scenario, we start from a s
ation where individual excitations are already relaxed
themselves. As far as the concentration is low and they
apart from each other, it is almost the same as in conv
tional insulators, and so nothing special happens. Howe
with increased light intensity, two of them happen to
nearby. Then, they come closer to each other and
merged, due to an attractive force. Still, such a deformat
is local. This comes from a rather strong nonlinearity whi
suppresses a global lattice change triggered by a small de
mation. Therefore we assume again an attractive force
tween merged excitations, to form a larger unit of exci
tions. In our scenario, this plays the role of a seed for
photoinduced structural phase transition and makes the o
nal phase unstable in a global region of the system.

To realize the above scenario, we need, at least, two n
essary conditions: the nonlinearity and the aggregation of
excitations. From the analyses of adiabatic potential surfa
we predict that both the conditions are satisfied simu
neously by an appropriate el-l model made of coupled
chains. There the system is prepared to have nondegen
CDW ground states, and then we assume that the low
absorption edge above the CDW gap is photoexcited in
metastable state. To demonstrate that our model really w
for the purpose, we have also performed dynamical calc
tions, in which the lattice is treated classically, while t
electrons full-quantum mechanically. Choosing a low vib
tional frequency which is consistent with the assumption o
classical lattice, we actually observe the aggregation of
excitations, and the phase conversion afterward. In
simulation, we have not included the effect of extrinsic d
sipation. One of the reasons is that we are interested in
flow of released energy from kink motions to other vibr
tional modes. The result shows that selections of spec
modes are common to both single- and coupled-chain
tems. Moreover, the proposed mechanism does not inc
any tunneling or overpassing effect related to potential b
riers. Therefore the existence of extrinsic dissipation d
not matter here.

The time needed for the whole process of this convers
depends on the initial excitation densities determined by
light intensity. In this study, we have confined ourselves
estimate the time needed for the elementary proces
namely, the merging of excitations which are initially locat
nearby, and the formation of a seed for the phase convers
In the case of the four-chain system, two 1-Ex’s, which a
initially placed with a mutual distance of about twice the
size, have merged within 70/v. Also, almost the same lengt
of time is found to be enough for the merging of two 2-Ex
into a seed. Since 100/v is about 10 ps if\v is 0.005 eV,
this is much shorter than typical radiation life times of t
order of ns. Moreover, the radiation life time is expected
become longer and longer as the kink-antikink struct
grows to have a larger kink-antikink distance, because
radiative decay to the ground state occurs as a result of
electron transitions between the two kinks.

In the rest of this section, we mention some future pro
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lems. In this article, we have only treated the cases where
metastable phase is photoexcited. However, another c
namely, the excitation in the stable phase, can also indu
phase conversion in real materials.1–3 Although the conver-
sion of such a case is not so drastic, it is also very impor
in the sense that a phase which is not realized thermally
be created by photons. Another remaining point is the d
vation of the exponent of the nonlinearity. Our approach h
still stays at the level of identifying elementary process
The next step is then to perform a simulation in systems
larger size, in order to evaluate statistical quantities.
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