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Mechanism for photoinduced structural phase transitions in low-dimensional electron-lattice
systems: Nonlinearity with respect to excitation density and aggregation of excited domains
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We construct a model for photoinduced structural phase transitions, based on electron-lattice systems made
of tunable number of chains. The ground state is chosen to be a charge-density wave at half filling. There the
degeneracy of the ground states is lifted up in order to prepare two unequal states, namely, a stable one and a
metastable one. The first important point is the nonlinearity, which means that more than one absorbed photon
cooperatively drives the system into a semimacroscopic phase. In our model, we particularly assume that the
system stays at a metastable state at the initial time. One absorbed photon tuned to the optical gap energy
excites the electronic system to a charge-transfer state. After this photoexcitation, the system gradually relaxes
to a self-trapped excitation state, but it still remains metastable because the conversion of the phase, namely,
the reconstruction of charge distribution, is only local. With more than one absorbed photon, on the other hand,
the channels to a global phase change open, and then the system changes into a stable ground state. Next, we
study the condition that spatially separate excitations created by the photons aggregate with attractive forces. It
is demonstrated by adiabatic potential-surface analyses and dynamical calculations that both the conditions,
namely, those for the nonlinearity and the aggregation, are satisfied simultaneously in our model.

[. INTRODUCTION The next important feature of the photoinduced phase

transition in the PDA is the nonlinearity. The curve of the

In recent years the phenomena of photoinduced phagghotoconverted fraction as a function of the light intensity is
transitions have been attracting more and more attefition. not linear, but shows a sublinear tendency. This directly
In fact, the number of the materials in which the phenomendneans that the absorbed photons are cooperatively working
are confirmed is increasing year by year. Not only is thef0 induce the phase conversion. Similar nonlinearity is also

number increasing, but also we see a great variety in thosgPnfirmed in tetrathiafulvaleng-chloranil (TTF-CA), a

materials. They range over various type of systems which argeutral-ionic-transition materlél.'There a threshold behav-
usually discussed in different contexts, such as conjugatld" i observed instead of a sublinear one, but we think that it
polymers, charge-transfer salts, oxides, molecular crystal > not necessary to distinguish them conceptually at present,

and so on. Thus, these plenty of examples encourage t cause j[he latter might arise from some imperfections.
experimentalists to think that the phenomena will be “gen- There is one more feature worth mentioning for the PDA.

eral” in the sense that they are not rare and can be observe|§ this ma}terial, .th.e photoinduced phase transition s revers-
) . . ible, that is, the initial metastable statbe low-temperature
if the_ materials are cleverly selected. It is also so for the hase is photoconverted to the stable statthe high-
theorists. Thus we start to develop a general theory of Itgemperature phaseand then the latter is returned to the
mechanlsrr_l in addition to studies of each specific _mate”al'former again by photons. The latter part of the transition
As a typical example of the phenomena, let us discuss Ongerefore proves that the transition is not due to heat accu-
of the most prominent results, namely, that in a polydiacetymylation. Another example is found in one of the manganese
lene (PDA)." This is a kind of conjugate polymer, made of oxides. In P;_,CaMnOs, the macroscopic structural
alternating double and tl’lple bonds of carbon in the mairbhange occurs by X ra%/“: is free from a heat prob|em be-
chain. This main chain itself is regarded as a onecause the temperature there is well below the thermal transi-
dimensional1D) insulator in which the absorption spectrum tion temperature.
is interpreted using the concept of 1D excitons, whereas the There were several theoretical studies in the pagil-
structure of the side chains are rather complicated. In factnost all of them were based on a model of an assemblage of
there are many variations in the side chains, yielding manywo-level systems. The nonlinearity was also investigated
kinds of PDA’s. What is important is the fact that they ex- within the framework. Very recent studies have also used a
tend on both the sides of the main chain over rather longimilar model and performed dynamical calculatiBnal-
distances. Namely, this is not a simple 1D system at leaghough this type of model will be useful in treating almost
from a viewpoint of the lattice structure. Moreover, theseisolated molecular systems, the electron itineracy is indis-
side chains play essential roles in the photoinduced phaggensable to study various systems as mentioned above. In
transition. It is already accepted that the structural changes iparticular, it is essential in describing electronic structures of
the side chains along with those in the main one are thexcited states in a realistic manner. In this viewpoint, a two-
origin of the macroscopic phase conversion after laser irradimensional charge-density-wa(€DW) model was inves-
diation, although the details are not clarified yet. tigated by Nasd.However, that study treated only a rather
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localized case with small itineracy. Moreover, the theoreticakexpectations for single and coupled chains, and 2D systems.
important points that will be mentioned later were not dis-Being common to the chain systems, the formation energy of
cussed in detail. two domain walls is finite even with a short relative distance,
Keeping the above experimental cases in mind, in thisnd becomes constant when they are outside the mutual in-
article we develop a model for the photoinduced phase trarteraction. Then, in the ground state, the energy of a domain
sition, as is mentioned at the beginning. We are here particwsf a stable phase in a metastable background is equal to the
larly interested in the transitions accompanying a structuragnergy gain due to the energy difference between the two
change, because they are expected to survive for a long tinghases, subtracted by that formation energy. When the size
of the order ofus. We therefore use an electron-lattice (el- of the domain is small enough, the gain is negative by defi-
model with finite electron itineracy. The Coulombic interac- nition, or by the finite formation energy. While, in excited
tion between electrons will be rather relevant to the phasstates, it is not so definite. Namely, it becomes a problem of
changes in a very short time scale. Even in a long time scalesnergetics associated with the formation energy and the en-
it will affect the eld motions and give variety to the dynam- ergy of each excitation, and so leads to the nonlinearity. For
ics, but it is beyond our scope here. Even within arl el- example, when the former is higher than the energy needed
model, there are different situations. We here treat the halffor the lowest one-photon excitation, the photon tuned to the
filling case, because it is the simplest one. For example, in aptical gap energy never yields a global phase change. It is
model with a site-diagonal dl-coupling term, the ground therefore very important that the formation energy of domain
state is a CDW. It is twofold degenerate if all the sites arewalls depends on its perpendicular size. We easily expect
originally equivalent. In this study, we add a special term tothat the formation energy is proportional to the circumfer-
lift up the degeneracy. Then we have the two unequal stategnce of the cylinderlike system, i.e., the number of chains,
namely, the true ground state and the metastable one. In tlvehich tendency gives stronger nonlinearity to coupled chains
case of CDW, this special term corresponds to an energthan to a single-chain system. In 2D systems, on the other
difference between even- and odd-numbered sites. Here thignd, the formation energy is proportional to the linear size
is assumed to have a rather small value compared with thef a domain because domain wall is now a circle. It is ex-
electron transfer energy. This should be interpreted as folpected that they have a larger potential barrier and hence
lows. The experimentally found photoinduced phase transimuch stronger nonlinearity.
tions occur within a rather small hysteresis loop at the ther- As for the aggregations, it is important to expect what
mal transition temperatufewhich means that two phases type of attractions will be working in each system. In the
with nearly equal free energies are competing with eactpresent study, we do not discuss those originating from Cou-
other. We simulate such cases at zero temperature, using &mbic interactions through polarizations, because it is still
energy difference of the order of several ten K, instead ohard to treat them in multiexcited states. In the presence of
tackling finite-temperature dynamics directly. only el interactions, the mutual interactions between exci-
In a situation prepared in this way, we investigate photo+tations are determined by geometrical conditions. In a single-
relaxations from the metastable state to the stable one. Wehain system, two excitations nearby are bound with only
here focus on the low-dimensional systems because there anae bond, and then it is impossible to make more than two
typical examples such as the PDA and TTF-CA. In particu-excitations aggregate. Substantial aggregation is realized in
lar, we are interested in 1D and 2D systems. Moreover, weoupled-chain systems with multibonds. These expectations
prepare several cases as 1D systems: a tube or cylinder sy@e summarized and schematically illustrated in Fig. 1.
tem with a finite diameter. In practice, they are realized by In this article, we are mostly concerned with a four-chain
coupled chains with a periodic boundary conditi@C) in system, in which as many as four excitations are stably
the chain-perpendicular direction. Increasing the diametebound. Hence, the first part of our scenario is that twd el-
gradually from zerd1D) to infinity (2D), we can investigate pairs localized individually aggregate to form a unit with a
the effect of geometry and dimension on the aforementionedligher energy. Next, such two units again form a larger unit
nonlinearity, because the latter is deeply related to the shapeith an attractive force. Namely, four excitations are as-
and the formation energy of a domain wall separating twasumed to aggregate. In the last part of the scenario, the non-
different phases. Thus our model makes it possible to simuinearity finally works to cause a global structural change.
late the dynamics of global phase changes at variou$his number of “4” is, of course, an example, but is moti-
“strengths” of the nonlinearity and learn a general tendencyvated by the fact that the nonlinearity in the PDA is esti-
The next theoretical point is the question how self-trappednated to have an exponent near that number. Of course,
excitations aggregate to one another. Here we use the wottlere is another case in which the excitations occur stepwise.
“excitation” instead of “exciton,” because there is no We do not deny such a possibility, but that might have less
electron-hole (eR) attraction in our model. With such exci- possibility than our scenario, because it is there assumed that
tations apart from each other, the above mechanism of northe same electron is excited more than once.
linearity does not work, because the accumulation of excited The rest of this article is composed in the following way.
el-h pairs in a relatively small spatial region is assumed bedin the next section, the model and the method for the calcu-
forehand. Of course, there are cases in which the light intenlation is briefly introduced. In the third and fourth sections,
sity is high enough and excitations are condensed already #te above two points, i.e., the nonlinearity and the aggrega-
the beginning. However, even in that case, an attractive forcgon, are investigated by the analyses of the adiabatic poten-
between excitations is necessary to keep merged ones stalbial surfaces, respectively. It is shown in the fifth section that
enough. these mechanisms really work in dynamical simulations. The
Based on the above points, we here describe our generklst section is devoted to the conclusions and discussions.
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() hv cally. These equations consist of electronic time-dependent
p\'} Shradinger equations and classical equations of motion for
@ the lattice, which are, in the case of the coupli@®p),
. d
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respectively. Herey, (1) is the uth occupied wave function

of an electron with spir, and| W (t)) is the Slater determi-
nant. In the cases of one or several chains, we use the open
— ) — BC along the chain direction, but the periodic BC along the
direction perpendicular to the chain. In a 2D case, on the
FIG. 1. A schematic illustration describing a typical case of Other hand, the periodic BC is applied for both the directions.
photoinduced phase transition from a metastable phase to a stad¥€Xt, we change the lattice variables to dimensionless ones
one. (a): A single-chain case. Here “1-Ex” means an felpair as
which is locally self-trapped. Due to a relatively small formation

energy of domain walls, even one photon can yield a stable phase as _ E Q 2.6
expressed by a shaded regid). A four-chain system. In a model G al < '
later shown, four excitation@-Ex) aggregate to form a seed for the . . .
transition. and define the el-interaction energy as
2
o
Il. MODEL AND METHOD S= < (2.7

Throughout this article we utilize the following type of ) ) ) ) o
el-l model Then, scaling out the time variable by the lattice vibration

frequencyw=+K/m asu=tw, the above evolutional equa-
+ A | tions are transformed into
H=— > toCl Cpp+H.Cc)+ > }l‘, [1—(—1)'In,
(L1 d ~
Ty +m2 ) 2+K 2 ) (2 1) IEwuo(l)_(h)H’l//ua(l )! (28)
et 2 4 Qity T Qr ' with

an electron witho spin at thelth site in a system of general =1"),
dimension, and), is thelth lattice displacement with mass (A=

m. The first term means the nearest-neighbor hopping with B t_o nearest-neighbot and 1)
transfer energyy. The site energy in the second term is ho ( 9 '
introduced to lift up the degeneracy of the twofold ground (2.9
states. In the cases with two directions, the facterl{'
means (-1)'x(—1)', with I=(l,,l,). Although we do not
have a special real system in mind, it is necessary to fix the d2?

type of el coupling for practical calculations. In most of the gzd= " +(P(W)|n|P(u)—1]. (210

calculations, we assume a site-diagonal term as

whereC,T(r andC,,, are creation and annihilation operators of A
E[l—(—l)']—Sq] / ho (I

and

In real calculations, both the equations are solved step by
step, using a time mesh &@&i=0.01. In solving Eq(2.8),
the lattice variables are fixed at the values at that time, and
then the evolution of the wave functions are easily calcu-
In the following calculations, we use an adiabatic ap-lated, using the basis set obtained by the diagonalization. The
proximation to treat the lattice. Namely, we first calculate alattice Newtonian equatior§2.10 is, on the other hand,
rough sketch of adiabatic potential surfaces. This is very easgolved by a midpoint method. We check the reliability by
because we neglect electron-electron interactions here. Agversing the evolution or calculating the expectation value
the next step, we solve the evolutional equations numerief the total energy defined as

He ph= —aEI Qi(n—1). (2.2
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Ho({ah)=— 3 to(Cl,Cpro+H.c) > v /\ \
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27 ' Ith site
(212 M=1: S=1.1, A=0.05
again in the case of the couplirig.2). It should be empha- 07 ;
sized here that our model has no term of energy dissipation. 06 \ (b)
Thus, this total energy should be conserved. We avoid in- 0.5
cluding the dissipation phenomenologically at this stage, be- 04
cause we want to know how the extra heat is released as a D os ¢\
result of relaxation. However, the existence of dissipation is 0 02
implicitly taken into account if it is necessary. 01 .~ \
As the last remark of this section, we mention the strength 0
of the el coupling parameter chosen in the following. When 01
it is very large compared witty, the potential surfaces have 02 ;
many local minima, representing a localized nature of the 03 m % % 2
system. For example, we find a different local minimum ) . )
even when the distance between two domain walls is in- Kink-Antikink Distance |,

creased by one lattice constant. This leads to a situation FIG. 2. (a) Th 4 confi .  the lattice. The |
where the relaxation ends at each attracting point, and hence hG.' '(f‘)l i € sta}tgi]getre tcon Iguratt;ophst(r)] the datt!cet.h t? O\tl\rl{
many photons are needed for the formation of a sufficienthy”>: "°"'20Nt& iN€ With Stuctures on bot the ends 1s that for the

. : . . metastable state. The stable one is located around the dashed line
large domain. We therefore chooseiatermediatecoupling [ . -
4 . - near (—1)'q;=0.4. In between, kink-antikink type ones are as-
region all throughout this article.

sumed to connect both the extrenth) The adiabatic potential

curves as functions of the kink-antikink distarigen a single-chain

I1l. NONLINEARITY system. The lower one is for the ground state, and the upper one for

the first excited state. The energy is measured from the lowest en-

ergy in the metastable statthis definition is common to all the
First, as the simplest case, we discuss the feature of paimilar figures.

tential surfaces in a single-chain system. The chain leNgth

is 100, being e”OHQh for the present purpose. The nondegew is fixed at about 3.5, i.e., that of an isolated kink. The
eracy paramete is set to be 0.08hereafter all the energies oper of the kink-antikink pair i, , but the following result
are measured in the unit &f). We use the term in Eq2.2)  4as not depend on its choice.

with S= */K=1.1. This choice oBgives a value near 0.75 Using this trajectory, the potential curves for the ground
as the CDW gap. Thus this belongs to an intermediate €l-ga1e and the first excited one are shown in Figp).2Here
coupling region. In Fl'g' @), we show staggered lattice con- 54 hereafter we measure the total energy from the lowest
figurations, €., €1)'q. The lowest horizontal line drawn  gnergy in the metastable state. By definition, the former one
around (-1)'q;=—0.4 with structures on both the ends cor- 55 3 |ocal minimum arourig=0, i.e., the metastable state,
responds to the metastable st?te, while the stable one exifgh a potential barrier separating it from the stable state. In
around the dashed line at-(1)'q)=0.4. Connecting these he first excited state, on the other hand, the surface has no
two states, we assume a one-parameter trajectory drawn iy rier. This property in a single chain is easily understood
Fig. 2(a), which is expressed as by a similar tendency in a degenerate systéfihus we can
say that even one photon absorbed in the metastable state can

}‘(“ —|c|—%|o) “ drive the system into the stable state if there is no dissipa-

tanh ——| — ,

A. 1D system(a single-chain casg

tion, which can be calleduperlinearnonlinearity.

qI:(_l)|QO[1_QD
(3.1)

wherel, the only one parameter, specifies the kink-antikink
distance. The other quantities are fixed at suitable values. Next, we discuss a case in a 2D system. The system size
Namely,qq is the CDW amplitude for the metastable state,is 20X 20, which is again large enough to be considered as a
and the depth of the deformatiap, is adjusted for the con- 2D system in the following calculation. We use the same
figuration to lead to the stable one. The half width of a kinkexpression for the lattice trajectory, but witk(l,,l). In

B. 2D system
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. 2-dim: S=1.25, A=0.05 M=2: S=1.25, A=0.05
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FIG. 3. The adiabatic potential curves as functions of the radius
r of a local deformation in a 2D system. The abbreviation Ex”

means thdowest nrelectron excitation statéhis is used here and ) ] ) )
hereaftey. (3.1) with I=(l,l,), for the lattice trajectory. Since the cen-

ter I, is placed at the center of gravity of the cylinder, the
these configurations, the staggered lattice takes a deformBattern corresponds to two domain walls apart from each
tion pattern similar to a pancake with a radius | /2. other with a distancé,, each of which is localized around a
In Fig. 3, we show potential curves on various statesC"0SS section of the cylinder surface. The other quantities are

HereSandA are 1.25 and 0.05, respectively. The CDW gap29ain fixed in the same way as in the previous cases.

is about 1.1. We use as the only one parameter, with the " Fig. 4, we show the first example witN=100 and
other quantities fixed as in the previous way. For example, M=2. The values ofS and A are 1.25 and 0.05, respec-

is about 1.0. The abbreviationsn“Ex” on each curve tvely. With this choice ofS the CDW gap is about 1.2. As
means thdoweststate ofn-electron excitations. Of course, S€€n from the figure, the overall structure of the potential
there are also other states, for example, higher one-electr&'ve has a slight barrier aroung=6 for the 1-Ex state.
excitations, and so on, but they are not shown. The reason While, it is barrierless for more than ong—electron excitations.
that we are interested in the phenomena where the lowe&Y the way, the curves are accompanied by small structures
absorption edge is photoexcited. Generally speaking, highep_etween sites. This comes from the so-called Peierls poten-
energy excitations will lead to easier phase conversion belial- ) )

cause of the increase in the relaxation channels. Although ncreasing the number dfl to four and changing the
such cases are also interesting, they are not suitable for tf¥@lue ofSto 1.1, we obtain another result in Fig. 5. Now the

present purpose of demonstrating the nonlinearity. It shoul@ualitative feature_is very clgar: the curve has a barrier up to
be also mentioned tha-Ex (n>1) states are embedded in the 3-Ex state, while no barrier for the 4- and 5-Ex states. To

the continuum of’-Ex (n’<n) states in some parts around confirm the_existence _of_the bgrrier_, particularly, at the 3-Ex,
r=0, although the latter are not explicitly shown in the fig- W& have tried an optimizing iteratiofan overdamped dy-
ure. The mutual transitions among those states are properJ@MIc$ from a configuration arounty=0, and found that
considered in the dynamical calculations shown later. As fof1€ €xtension of the deformation stops just before the barrier
the potential surfaces themselves, there is a huge potentiBPint: Hence we expect that, when the dissipation, which is
barrier between the metastable state and the stable one, eV included in our model, is strong enough, the structural
in the 1-Ex state. The origin of this barrier comes from thechange is limited to a local one in the former cases , 2,
geometrical reason: the kink-antikink structure in 2D is noth-21d 3. While, in the latter casem&4), a global structural

ing but a circular domain wall. Thus the total energy in- change can occur, whether the dissipation works or not. Thus

creases in a region where the radius is small, because tNi€ €an say that this is a prototype to realizesublinear

energy loss due to the formation of a domain wall is domi-
nant. This barrier structure remains even in the 6-Ex state. M=4: S=1.1, A=0.05
Thus in this situation the phase conversion by photons is

almost impossible. Of course, this property is directly related 25
to the present selection &andA, but it demonstrates how 5
the dimensionality affects the nonlinearity when it is com-
pared with the result in the previous 1D case.

FIG. 4. Same as Fig.(B), but with M =2 (double chains

E/t,

C. 1D system(cases of more than one chain 05

From the above results, we understand that the nonlinear- 0
ity will be effectively controlled by the geometry of the sys- \
tem. Then we prepare systems which consist of more than 0 5 10 15 20 25
one chain, namely, a cylinderlike system according to the Kink-Antikink Distance I
present BC. The actual sizei&x M, with M as the circum-
ference of the cylinder. We again use the expression in Eq.  FIG. 5. Same as Fig.(B), but with M=4 (four chaing.
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nonlinearity. However, to conclude that this nonlinearity re- M=1: S=1.1, A=0.05
ally works, there are still some questions. First, we must
collect excitations in a rather small region, as already men-

tioned. This is discussed in the next section. Next, the dy- /
namics in the 4-Ex state, for example, will be affected by

remaining effects such as radiative and nonradiative transi-

(=)
tions to smaller number of electron excitations. As for the ._:u 09
former process, we must judge whether the time needed for 08
the phase transition is short enough compared to a typical '
radiation life time of the order ofis. The latter one, on the o
other hand, is properly treated in the dynamical simulations. '
10 20 30 40 50
(a) Distance

IV. AGGREGATION
M=1: S=1.1, A=0.05

In this section, we investigate what kind of interactions
are working between two local excitations, in order to clarify
whether the aggregation really occurs.

A. Single-chain system

First, we study the system consisting of a single chain.
The model and its parameters are the same as those corre-
sponding in Sec. Ill, but we must focus on the excited states
in the stablestate. The reason is that the local excitations in
the metastable state are all unstable for making local excita- 12
tions. In fact, judging from Fig. 2, we expect a very fast b)
formation of a kink-antikink pair even in the case of the
lowest excitation. M=1: S=1.1, A=0.05

Figure Ga) shows the potential curve as a function of the 24
distance between two localized 1-Ex’s. Here the optimized
lattice form of an isolated 1-Ex is assumed for each of them.
The interaction is clearly attractive and its origin is similar to 2
the binding force in a hydrogen molecule, as shown in Fig.
7(a). In this simple way of thinking, the lattice elastic energy
is assumed to be almost constant or in the same tendency as
the electronic energy. If we proceed with this way of think- 1.6
ing, it will be that the interaction is also attractive between a \
2-Ex and a 1-Ex, and almost zero between two 2-Ex’s, as 2-Ex + 2-Ex
shown in Figs. ) and 7c). However, the real potentials are 10 20 30 40 50
only slightly attractive for the former, as shown in Figéb)s () Distance
Here we again assume a lattice pattern in which the opti- ) ) )
mized 1-Ex and 2-Ex are superimposed with a distance. A FIG. 6. (a) The 2-Ex potential curve as afunctlon_of the distance
more detailed analysis shows that disappearance of apprR€tWeen a 1-Ex and another 1-El) The 3-Ex potential curve as a
ciable attractive force comes from the increase in the elecnction of the distance between a 2-Ex and a 1-gx.The 4-Ex

L . o potential curve as a function of the distance between a 1-Ex and a
tronic kinetic energy for a pair of excitations closer to each . . .
o . 3-Ex (dashed ling and the same curve as a function of the distance
other. This is because an excited electron and a hole sep

Batween a 2-Ex and another 2-Bsolid line).
rated in each of the excitations should be confined in one B0 )

region when a pair is merged. When we add one more 1-Ex
to the slightly bound 3-Ex, the interaction then becomes at-
tractive (dashed ling but it has a channel of dissociation,  Next, we investigate a system of four chains, from the
namely, the conversion into two 2-Ex(solid line), as shown same viewpoint. The model and the parameters are the same
in Fig. 6(c). as those corresponding in Sec. lIl. In Figag we show the
Since our potential-curve analysis is based on somewhgdotential curve as a function of the distance between two
restricted assumption for the configuration, we check the inlocalized 1-Ex’s. The overall structure is attractive, although
stability of a bound 4-Ex by the optimizing iteration. When it is not so monotonic as that in a single-chain system. We
we start the iteration from a distant pair of a 3-Ex and a 1-Exyeturn back to this point later.
they come closer to each other, and then they actually disso- The interaction between 2-Ex’s is cleardtractive as
ciate into two 2-Ex’s. In other words, the interaction betweenseen in Fig. &). The origin of this attractive interaction is
two 2-Ex’s isrepulsive against the expectation at the begin- schematically explained in Fig(d). Namely, we have more
ning. Thus the aggregation of excitations never proceeds beéhan one “bond” for binding, due to the coupled chains.
yond two excitations in a single-chain system. This makes it possible that all the excited electrons and the

2-Ex + 1-Ex

10 20 30 40 50
Distance

22

(o)
hy 3-Ex + 1-Ex
| i

B. Four-chain system
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(a) (b) M=4: S=1.1, A=0.05
C.B 11 "
1-Ex + 1-Ex
i S S o !
- ar i
0.9
(© (d) \/
08
0 10 20 30 40
(a) Distance
. ——
%‘2"'*—1—#”’}% %‘('T‘:ﬂ_ﬂy_ﬁ 74 M=4: S=1.1, A=0.05
1.72 / . 2-Ex+2-Ex
FIG. 7. Schematic electronic level structures. Considering the 17
el-h symmetry, we only show the upper half part above the gap 1.68 |
center. From(a) to (c), a single-chain system is assumed. The total :°1 66
number of excited electrons changes from 2 to 4, respectively. w
While, in (d), we illustrate the case where four electrons are excited 164t
in a four-chain M =4) system. Notice that an attractive interaction 162 |
is possible in the last case, because of the “multibond mechanism.” 16}
. . . . . . 1.68
holes are contained in bonding orbitals. There is a little com- 0 10 20 30 40
plicated structure for a small distance, but it is not important (b) Distance

because we are now thinking about a situation where two

2-Ex’s are initially apart from each other. It is also worth ~ FIG. 8. (a) The 2-Ex potential curve as a function of the distance
mentioning that the minimum point has a configuration simi-between a 1-Ex and another 1-Ex, in the case of a four-chdin (
lar to that of the 4-Ex at,=6~7, in Fig. 5. Thus it is =4) system.(b) The 4-Ex potential curve as a function of the
conjectured that the phase convergence can occur after tvfstance between a 2-Ex and another 2-Ex.

2-Ex’s come closer to each other and get merged. pair, there always should be a translational symmetry. This

symmetry is important particularly when we discuss the very
V. DYNAMICS early stage of the relaxation from the freetelstate. It is,
éwwever, an unsolved problem to treat that stage correctly in
D systems. Thus we here put aside that and start our simu-
ation from this slightly localized state because our concern
here is not to determine the transition probability correctly,
ut to understand the tendency of the dynamics.
Returning to the figure, it is easily seen that the system is
eing converted to the stable state. This conversion is driven

In this section we demonstrate how the predictions in th
previous sections are realized in the dynamical calculation
performed using the method in Sec. Il. All through this sec-
tion, we use a small value for the lattice frequency, i.,
=0.005. One reason for this choice is of course to give a
adiabatic situation consistent with the potential-surfac

analyses performed in the previous sections. In particula

our proposed mechanism needs no tunneling effect througlpfj/ the moving kink and antikink. If we compare the snap-

barriers, and so the quantum effect can be neglected in thpots at different times, we notice that the kinks have almost
sense ' constant velocities. Since the conservation of the total energy

holds with a very small deviatiofless than 10°) in this
simulation, this means that the released energy has flown to
the other vibrational modes except for the center-of-gravity
First we treat the single-chain system in order to undermotion of each kink. In fact, it is stored in the particular
stand common and basic features of the dynamics, befongbrational mode, which appears as the oscillations in the
discussing the main points. Again, the same model for aonverted part, as seen in the lattice pattern. To make it more
single chain as those in Secs. lll and IV is used with thetransparent, we show a Fourier transform of a fraction of the
same parameters. Here we investigate a situation where theavy part. Here only the real part is plotted in FigbP The
metastable state is photoexcited as expressed by the arrowdentral peak is nothing but the Peierls mode with the wave
Fig. 2. As is already discussed, we expect that even the exxumber ofky=2kg, and the second largest ones hdve
citation to the lowest excited state makes it possible for the=ky=27/\ with A as nearly twelfth times the lattice con-
whole system to relax down to the stable state. Figyeg 9 stant. Since thi. is almost the same as the kink widtbee
shows some snapshots of the staggered lattice. The initishe snapshojswe think that this mode is closely related to
state, drawn by the dashed line, is assumed to be a smale kink itself, although the detail is not clear at this stage.
deformation. This assumption will need an explanation.Anyway, we can say that the released energy is not distrib-
Since the state just after the photoexcitation is a fred el- uted evenly to almost all the vibrational modes, in other

A. Single-chain system
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FIG. 10. A snapshot of the lattice configuratigsolid line) at
(b) t=20/w, in the case of the SSH model. Again the initial configu-
05 ration is depicted by the dashed line.

0 F- e g U
‘I " =Qq .1, instead ofq, itself. Then we clearly see that a
similar selection of a mode is occurring although the wave
-1 length of the selected mode is now shorter than the previous
15 case, representing a shorter kink width. This special behavior
seems to be related to a breather in the degeneraté’case
(A’=0). A breather has a finite spatial size and a constant
2.5 energy, while the present structure is growing with time. In
this sense, the latter can be called a reminiscent of a breather.
0 ! 2 3 4 5 6 Generally speaking, we think that this mode selection, or
k a nonergodicity, will be important at least in the following
two senses. First, this will make the phase conversion easier,
FIG. 9. (@) A snapshot of the lattice configuratidsolid lin®  eyen if the original state, i.e., the metastable one, is the high-
and its velocity(dotted ling at t=60/. For both, the staggered o harature phase, because the inverse conversion due to the

field is shown. The initial configuration is specified by the dashed;, - oae in the temperature is suppressed. Next, the selection
line, while the initial electronic state is a 1-Eth) The real part of

the Fourier component of the configuratitolid line), as a func-

Fourier Component

tion of the wave numbek. Only the region of =121-180 is ana- o
lyzed. 03l t=32/0
0.2

words, not as heat. Moreover, we have tried other initial 01
conditions by changing the initial depth of the deformation to 1Y) SR NS S | EYPHOII—:
confirm that the result is always similar. Then, to know 01

whether this is not an effect special to this model, but a

q| *(-1)I

general behavior, we also perform a similar simulation in a o2
different type of elt model, namely, a Su-Schrieffer-Heeger 08 Av" "
(SSH modet! with nondegenerate ground states: 040 2 p” poy P 100
, Ith site
A [
Hssi=— 2 [to=B(Qi+1= Q)+ 5 [1-(~1)]
(1o
0.3 '
m ) oz t=64/0
X(Cl‘rer|’<r+ HC)+ Y 2 le ’
2 9 - o1
K 0
5 2 Q= Q)% (5. = o1
! -0.2
where means the siteff-diagonal elt coupling, andA’ is 03 A AI
the nondegeneracy parameter. Again, changing the lattice -o.4OV - ” po —~ foo

variable to dimensionless one gs= (K/8)Q,, the el cou- )
pling parameter is redefined so as to have the dimension of Ith site

energy, asS'= /K. As is well known, this model has de- i, 11. Snapshots of the lattice configurationt a32/w and
generate ground states of a bond-order w@W) for the g4y, in the case of a four-chaifM(=4) system. The meaning of
half-filling case, ifA"=0. Taking values oA’ andS" as  each line follows those in Fig. 9, but only the configuration in a
0.05 and 0.5, respectively, we obtain the result of the simueertain chain is shown for simplicity. The initial electronic state is a
lation in Fig. 10. Here we have plotted the bond variaple 1-Ex.
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FIG. 12. Same as Fig. 11, but with a 2-Ex as the initial elec- p

tronic state.

FIG. 13. Another relaxation channel for a pair of 1-EXa. An
of the special vibrational mode seems to be related to thassumed one-parameter trajectory of the staggered lattice field. By
internal structure of the domain wall. This might give a pos-definition, the two deformations are equivalent when the parameter
sibility to study the nature of the domain walls through op-p is zero. In increasing, one of each grows, and, accordingly, the

tical properties such as transient absorption spéctra. other becomes smaller and finally vanishepatl. (b) The total-
energy curve as a function pf

B. Four-chain system tential curve in the 2-Ex, i.e., Fig. 3. Here the parameter

Next, we discuss the dynamics in a four-chain systemp measures the trajectory changing from two neighboring
whose model and parameters are completely the same asEx’s (p=0) to one 2-Ex p=1), as shown in Fig. 13).
those corresponding in Secs. Il and IV. The first example isAs is clearly seen, the potential curve is monotonically de-
the case where the initial state is a small deformation on thereasing from the former to the latter, which confirms our
1-Ex. In Fig. 11, the snapshots &t 32/w and 64l are  expectation. The “equivalent” merging, on the other hand,
shown. There the staggered lattice field remains localizedeems to occur with less possibility, because the potential
with an oscillatory behavior. Since the optical gap energy issurve is not so monotonic, as already pointed out in Fig.
smaller than the barrier height measured from the Franckg(a). Here the reader might have a question how the symme-
Condon ground state, it is very natural that there occurs nary breaking related to the parity has occurred. In our simu-
phase conversion. We have also checked the mixing effeg¢ation, which treats the lattice classically, it is incorporated
between the electronic levels, but it is negligible. by placing the center of gravity of the initial deformation

We then proceed to the case in the 2-Ex. Here we choosgetween sites. This is not so artificial, because there will be
the initial condition to be a pair of 1-Ex’s, apart from each many parity-breaking imperfections in real materials. More-
other as drawn by the dashed line in Fig. 12. Each of thesever, if we treat the lattice quantum-mechanically, such a
1-Ex’s is assumed to be already relaxed individually.tAt relaxation becomes possible even in a regular system, due to
=32/w (upper ong they are slightly approaching to each the emission of odd-parity phonons. During such a process,
other, as expected from the potential surface. More importhe true state should be expressed by the linear combination
tantly, they are no longer equivalent, in spite of the sameof the two possible states: the one in which an electronic
initial shape. This tendency is more conspicuous after &xcitation is transferred from the left to the right, and vice
longer time, for examplet=70/w (lower ong. There the versa. As for the phase conversion, it is not realized in this
left-hand excitation is almost similar to a locally relaxed simulation, representing the existence of the energy barrier
2-Ex (see Fig. 14 while the right-hand one seems to be discussed in Sec. IlI.
almost vanishing although local oscillations are still remain- As the last example, we investigate the most important
ing. This result suggests another channel of relaxationcase, a relaxation process in the 4-Ex. We start our simula-
namely, not a merging accompanying the lattice, but thation from a pair of 2-Ex’s, which are apart from each other at
triggered by a pure electronic transfer from one excitation tahe initial time, as shown in Fig. 14see the dashed lihe
the one nearby. Thus we are tempted to draw one more pdach of them is prepared to have the optimized shape of the
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0.4 " VI. CONCLUSIONS AND DISCUSSIONS
0.2} =50 We have proposed a scenario for the photoinduced struc-
- tural phase transitions. In that scenario, we start from a situ-
& 00 ation where individual excitations are already relaxed by
< themselves. As far as the concentration is low and they are
0.2 apart from each other, it is almost the same as in conven-
oalt tional insulators, and so nothing special happens. However,
R 0 with increased light intensity, two of them happen to be
nearby. Then, they come closer to each other and get
0'4_ 96/ merged, due to an attractive force. Still, such a deformation
ozl t= 9%/ is local. This comes from a rather strong nonlinearity which
—_ . suppresses a global lattice change triggered by a small defor-
* 00 y mation. Therefore we assume again an attractive force be-
° ’ tween merged excitations, to form a larger unit of excita-
0.2 tions. In our scenario, this plays the role of a seed for the
! photoinduced structural phase transition and makes the origi-
0.4

nal phase unstable in a global region of the system.

To realize the above scenario, we need, at least, two nec-
0.8 : 3 essary conditions: the nonlinearity and the aggregation of the
06| t=128/0 \

0 20 40 60 80 100

excitations. From the analyses of adiabatic potential surfaces,
_ oal we predict that both the conditions are satisfied simulta-
fj 0.2 neously by an appropriate &l-model made of coupled
> chains. There the system is prepared to have nondegenerate

0.0 g CDW ground states, and then we assume that the lowest
0.2 Jﬁ SRR v\'\«ﬁ absorption edge above the CDW gap is photoexcited in the

0.4 i— metastable state. To demonstrate that our model really works
0 20 40 60 80 100 for the purpose, we have also performed dynamical calcula-

Ith site tions, in which the lattice is treated classically, while the

electrons full-quantum mechanically. Choosing a low vibra-

FIG. 14. Same as Fig. 11, but with a 4-Ex as the initial elec- " o . ) )
tronic state. tional frequency which is consistent with the assumption of a

classical lattice, we actually observe the aggregation of the
isolated one. Being different from that for the 1-Ex, it con- excitations, and the phase conversion afterward. In that

tains a long-wave component in addition to the staggere&?mu!ation’ we have not inclu<_jed the effect (.)f extrinsic .dis'
one. Att=50/w (top), we see that they are approaching eachsiPation. One of the reasons is _that we are mterested_ln the
other, judging from the staggered pattern and velocity. Afted W Of released energy from kink motions to other vibra-
a while, they get almost merged, as shown in the middidional modes. The result shov_vs that selections of spemals
snapshot att=96/w. Finally, in the bottom one at modes are common to both single- and coupled-chain sys-
=128/, the expected phase conversion is really occurringtéms. Moreover, the proposed mechanism does not include
We again notice an oscillatory behavior in the converted par@ny tunneling or overpassing effect related to potential bar-
of the lattice. This has the same origin as those in Figw. 9 riers. Therefore the existence of extrinsic dissipation does
and 10, but is now rather complicated due to chain couplingnot matter here.
To know the degree of the level mixing, we have made a The time needed for the whole process of this conversion
detailed analysis of the electronic wave functions tat depends on the initial excitation densities determined by the
=96/w, because it is not relevant at later times. The result idight intensity. In this study, we have confined ourselves to
about 20%. Namely, among four excited electrons, nearlyestimate the time needed for the elementary processes,
one electron has decayed to the lower levels. This decagamely, the merging of excitations which are initially located
itself, however, accelerates the phase conversion, at leastearby, and the formation of a seed for the phase conversion.
just after the decay, because the released energy is trans-the case of the four-chain system, two 1-Ex’s, which are
formed to the lattice kinetic energy. We think that this is why initially placed with a mutual distance of about twice their
the phase conversion has been realized in the present casesine, have merged within 70/ Also, almost the same length
spite of the one-electron decay. of time is found to be enough for the merging of two 2-Ex’s
Lastly, we mention another explanation for the differentinto a seed. Since 100/is about 10 ps ifiw is 0.005 eV,
behaviors seen for the 2-Ex and 4-Ex. As shown in F{d),7 this is much shorter than typical radiation life times of the
the lower two levels on the left- and right-hand sides are albrder of ns. Moreover, the radiation life time is expected to
occupied by excited electrons in the case of the 4-Ex. Therésecome longer and longer as the kink-antikink structure
fore there occurs no pure electronic transition between thgrows to have a larger kink-antikink distance, because the
left and the right. While, in the case of 2-Ex, there are onlyradiative decay to the ground state occurs as a result of the
two excited electrons, i.e., one for each side, and so the tramlectron transitions between the two kinks.
sition between them is possible. In the rest of this section, we mention some future prob-
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