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Bain transformation in Cu,Pd,_, (x~0.5 alloys: An embedded-atom study
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We investigate the B2 to random-fcc structural transformation igPGu , alloys as a function of concen-
tration aroundx=0.5. The system is modeled by the embedded atom mgtAaM), and its free energy is
computed by Monte Carlo simulation in the isothermal-isobaric ensemble. Our results show that the tempera-
ture stability range for the B2 phase is estimated correctly by the EAM model, whibedependence of the
transformation temperature around the stoichiometric compositier0(5) is not well reproduced.

INTRODUCTION densityp(R)). In turn, p(R) is given by the superposition of
all the valence electron distributions associated to each atom
The interplay of electronic and thermal effects in solidjn the system. The indexésndJ on ¢,; andF, indicate that
metallic alloys gives rise to a surprising variety of different these functions depend on the ty{@u or Pd of the atoms
phases, whose stability boundaries are often difficult to 104,y0lved.
cate accurately both by experiments and by theoretical meth- 11,4 repulsive potential and the embedding functiof

Odf' tud test the ability of imol oh are devised in order to reproduce the ground-state structure,
Q ggr j ut y we deészM(;lft ! '3’ Ot' atilmp € motc[ t'e and to fit the elastic properties and vacancy formation ener-
embedaded atom modtk 0 identify the concentration (%ies of the pure elements. One additional parameter in the
and temperature stability range for the ordered B2 phase . : -
the CyPd, , alloy. On cooling from the liquid state embedding part determines the mixing enthalpy of the alloys.
X ' _In the case of the Cu-Pd system, the mixing is exothermic,

Cu,Pd,_, crystallizes in a continuous solid solution, based. . 7 S
on the fcc lattice. At low temperature, the phase diagraM'e" the cohesive energy is increased by hetero-coordination

displays several intermetallic phases, of which the orderegf €U @nd Pd in the alloy.
L1, (atx~0.75) and B2(atx~0.5) structures are the most To sample the phase space of the system, we use the

prominent oned.We focus on the transformation that gives MonFe Car!o algorithm in the isothermal-isobaric ensemble.
rise to this second phagee., the B2, which involves the All simulations are performed at zero pressure. The uncon-
simultaneous order/disorder and structural transitions. strained variation of all the parameters defining the simula-

We find that the EAM predicts a temperature range for theion cell sometimes makes it difficult to identify the resulting
stability of the B2 structure in fair agreement with the ex- structures, especially at high temperatures, for which shape
perimental data. However, this model is unable to accounfiuctuations can be large. To circumvent this problem, we
for the large asymmetry of the B2 stability region with re- explore the phase diagram by a series of simulations in
spect to the stoichiometricx 0.5) composition, that is ob- which the system volume is allowed to change at fixed shape
served in the experimental phase diagram. The comparisaof the simulation celf. This constraint extends th@neta)
with previous ab-initio computation$ allows us to under- stability of each structure up to the melting point, and allows
stand both the reasons for the agreement and the disagrass to compute the free energy of each solid phase over a
ment between the computational results and the experimentalide temperature range. This computation is complemented
data. by a series of unconstrained isothermal-isobaric funsor-

der to check the ability of the system to transform from one
THE COMPUTATIONAL METHOD metastable phase to the stable one, and to rule out the pres-
ence of unexpected structures.

The embedded atom method provides the simplest model Since the order-disorder transition is a crucial component
to describe the metallic bonding of transition and post-of the phase transformation, and inter-diffusion does not oc-
transition metals. We adopt the original approach, introducedur in the solid phase during runs of practical length, we
in Ref. 1, together with the explicit parametrization of Ref. 4 sample the atomic exchange processes by attempting to swap
for the Cu-Pd potential. Here we simply remind that the po-the position of a pair of atoms chosen at random and belong-
tential energ)E as a function of the atomic coordinatg, ; ing to the two different atomic species.

(I=1,N)} is written as Simulations are performed for samples of 1024 atoms,
within a cubic cell i\n/_the case of the B2 phase, and a tetrag-
1 onal cell withc/a= /2 for the disordered fcc solution. This
ElRI=3 gj Su(IR=Ri)+ Z Fite(RD1. (D yajue for thec/a ratio has been chosen in such a way that the
two simulation cells are related by the well-known Bain
where ¢, is a repulsive pair potential, arf{[ p(R,)] is the  transformation between the bcc and the fcc structtidest
energy gain in embedding the atdrinto the valence charge runs extend over T0single atom move$,with volume
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FIG. 1. Excess energy of mixingee textat T=0 K for the -~ 0 5(')0 10'00 1300
ordered B2(full line) and disordered fc¢dash ling phases as a T K]
function of concentration. The shading identifies the stability range 0 | | |
for the B2 phase. 0 300 600 900 1200 1500

T [K
changes and atom pairs interchanges attempted, on average, !
every 200 single atom steps. Thermal averages are accumu- FIG. 2. Average potential energyer atom as a function of
lated over the last 4 fGsteps of the runs. In most cases, thetemperature at composition=0.5. Full line: B2 phase; dash line:
statistical uncertainty on the internal energy per atom is oflisordered fcc phase. The zero of the energy is set equal td the
the order of 5 K. For the B2 phase the estimated error bar is0 K energy of the B2 structure. Inset: constant pressure-specific
twice as large in the interval 600 «KT<900 K, tempera- heat of the B2 phase.
tures at which the atomic exchanges are already importa

but still difficult to sample rEu and Pd(i.e., produced in the same way as described

above, but with random atom exchanpkas an energy 0.02
eV/atom higher than that of the annealed fcc sample.
RESULTS As apparent from Fig. 1, the EAM predicts the stability of

As a first step, we compute te=0 K phase diagram of (he B2 phase af=0 K for concentrations 0.34x<0.63.
CuPd; , as a function of composition in a wide interval This results is in qualitative agreement, but apparent quanti-

aroundx=0.5. For several 0.39x<0.70, we compare the tative disagreement with the experimental phase diagram:
' y. ipccording to the data reported in Ref. 2, the B2 phase is

the B2 case, fok#0.5 we start our computation by assum- stable forx between 0.42 and 0.78.The reasons for this

ing that the majority element fully occupies one of the twodisagreement are discussed below.

cubic sublattices, while the excess concentration appears as AS @ second stage, we perform a series of simulations for
anti-site defects on the other sublattice. the system at & T<1500 K, with the CsCl and disordered

All systems are equilibrated at oW (T=100 K) by the fce structures. The internal energy as a function of tempera-

Monte Carlo (MC) procedure described abovéncluding ture U(T) is reported in Fig. 2 In the case _of the b_cc struc-
atom pair exchanggbefore their energy is minimized. The ture, U(T) has a clear deviation from linearity starting from

results for the excess energy of mixingTat 0, defined by ~700 K, corresponding to the onset of the order-disorder
transition. The specific hedt,(T) of the B2 phase, com-
E, . (X)=E(x)—XE(CU) — (1—x)E(Pd), puted by differentiation of a Padi for U(T),* displays a

peak centered at~940 K (See the inset of Fig.)2that we

[whereE(x), E(Cu), andE(Pd) are the cohesive energies identify with the order-disorder transition temperature for the
per atom of the alloy and of the pure metals, respectivaly  bcc lattice (according to the data reported below, the bcc
reported in Fig. 1. lattice is only metastable at this temperajuiehe fcc phase

It is apparentand was already well knowrthat the po- does not have such a sharp transition, and the corresponding
tential energy gain in mixing Cu and Pd is the driving force U(T) is almost linear over the entire temperature range.
for the stability of the B2 phase, which, being based on the The determination of the relative stability of the B2 and
bcc lattice, provides atx=0.5 the optimal hetero- fcc phases requires the computation of their free-energy dif-
coordination of each atom. By contrast, the same energy gaiference as a function of temperature. In particular, we need
cannot be obtained by the fcc lattice, because, in this case, & evaluate the difference of their entropies, that we compute
x=0.5 it is impossible to surround each atom by a nearestia the relation
neighbors’ shell of hetero-atoms. bee fec bec fee

We observe that, despite the high degree of disorder inthe  S°(T) =S™(T)=S5"*%(To) —S*(To)
fce solid solution, non-negligible correlations do exist in the T CheS () — CIee(TY)
atomic distribution of the optimized structures, sincexat +j p P
=0.5 the fcc alloy with completely random distribution of To T

dT’. (2
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200 plicity of the EAM model, this result is in surprisingly good
agreement with the experimental transition temperature of
770 K atx=0.5

The computation shows that the transition is weakly first
0 order, with a minor volume change [(25?—V'c¢]/[VB?
+V'¢€1=0.1%), and a significant discontinuity in the con-
stant pressure-specific heat [(5°—C*]/[CE?+C ‘]
=0.25).
Tg =750K - To check the validity of this description of the transfor-

mation, we performed extensive MC simulations Tor Ty

upon removing the constraint of fixed shape for the simula-
tion box, starting from both the bcc and the fcc lattices. Over
-400 ' ' ' ' simulation runs of considerable length (20°19ngle-atom

0 300 600 900 1200 1500 MC steps, we do not observe the spontaneous transforma-

T I[K] tion of one structure into the other, suggesting that the two

FIG. 3. Difference in the Gibbs free enerfper atom of the B2 phases are Sepa'rated by a sizable free-energy' barrlgr. To
; ; evaluate this barrier, we reintroduced the constraint of fixed
and disordered fcc phases as a function of temperature at composiz - . :
tion x=0.5. shape for the simulation cell, and we performed a new series
of simulations for tetragonal boxes with three values of the
%/a ratio (c/a=1.1, 1.2, and 1Bintermediate between the
N . cc (c/a=1) and the fcc ¢/a=2) cases. The free-energy
monic limit at lowT, Eq.(2) is well behaved at any tempera- difference of these artificial phases with respect to the B2

turg, and pr0\_/|dehs a lwelll-delfmedhent.rOp%/ d|ffe|re_nce Todr and random-fcc structures is evaluated in complete analogy
—0 K, even in the classical mechanics formulation undery, i the procedure described above. This computation con-

lying our simulation results. For the same reason, the entropyms the presence of a free-energy barrier separating the B2
difference aff=0 K can be attributed to the mixing contri- .00 the random-fcc phase, that B is equal to 80 K per

bution only. The consistent choice of this integration Con'atom, and never becomes smaller than 50 K over the interval
stant requires some care, because at low temperature the d4§

W L . <=T=<1500 K.
tribution of Pd and Cu on the fcc lattice is neither ordered B

fully disordered. H that the mi As a final stage of our computational study, we investi-
hor Tully disordered. HOwever, we can assume that th€ MiXy e the dependence of the transition temperature on compo-
ing is fully random aff = 1500 K, and, therefore, we can set

foc sition x. On the one hand, it is apparent already from Fig. 1
Smix(1500 K)=—Kg[xlogx+(1-x)log(1-x)]. Then, the ¢ the potential energy advantage of the B2 phase decreases
mixing entropy at any temperature lower tham 1500 Kis  rapidly in moving away from the= 0.5 composition. On the

obtained by computing the average potential energyiher hand, also the mixing entropy that stabilizes the ran-

ufeemrand(T) for an artificial fcc phase with random ex- qom fcc structure has a maximum at the stoichiometxic (
changes of the atoms, and using a relation analogous t0 EQ. 5y composition, and it is not obvious which contribution

(K]

Ggy (T)-Gr, (T)

(2): will prevail at T#0 andx#0.5. Explicit simulations(fol-
lowing the same procedure of tlke= 0.5 casg¢ show that the
sfec(T) — sfecrand ) energy dependence aris, by far, the dominant factor. More
precisely, the decomposition of thermal effects into a mixing
=SIe(1500 K)—S/cC 91500 K) contribution and a remaindedue to the phonons shows

that the phonon contribution to the entropy and to the aver-

a7’ age potential energy is rather similar in all the phases in-

J15OO KC:)CC(T/ ) _ C;ccfrand(-l—,)

- T volved, and, to first approximation, the transition tempera-
ture is determined by the equalitifig(x)SISS(x,T=0 K)

=Ufx, T=0 K)—UB?(x,T=0 K). Moreover, since the
Smix k dependence of mixing entropy on concentration is very weak
—X)], and, as explained above, alS¥5(1500 K) is as- aroundx=0.5, the transition temperature follows closely the
sumed to be equal t8[55 ", These considerations allow pehavior of the potential energy differenca U(x)
us to computeS’*(0 K)—S°%(0 K), and to use eq2)  —ufe(x,T=0 K)—UB2(x,T=0 K). For instance, ax
with To=0 K. =0.58, which corresponds to the highest transition tempera-
The results for the Gibbs' free-energy difference ture measured by experiments, the compufgds already

[AG(T)] of the B2 and random-fcc phases are reported ineduced to 300 K, in apparent disagreement with the experi-
Fig. 3: the conspicuous potential energy advantage of the Bghental data.

phase aflf =0 is progressively compensated by the mixing
entropy of the fcc alloy, which is the major reason for the
linear behavior oAG(T) at low T. The compositional dis-
ordering of the bcc-based alloy, startingTat 700 K, slows The analysis of the computational results shows, at first,
down the free-energy gain of the random fcc phase, but ithat the EAM is remarkably successful in reproducing the
comes too late to prevent the crossing of the B2-random fcqualitative features observed in the experimental phase dia-
free energy that occurs @ag=750 K. Considering the sim- gram: the B2 phase is stable at low temperature around

where, for any T, Sf¢¢ "= _K[xlogx+(1—X)log(1

DISCUSSION
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=0.5, and transforms with increasing temperature to thelependent on the band fillinge., onx), relativistic effects
disordered fcc structure. Moreover, as described in thémainly spin-orbit interactions etc. These features are not,
appendix, the stability of the Lilphase ax=0.75 is also and cannot be, fully included in a simple model like EAM,
reproduced by EAM, with a critical temperature for the that implicitly assumes a spherical Fermi surface and a sche-
order/disorder transition in qualitative agreement with thematic description of the electronic density of states.
experimental result. In both cases, the driving force stabiliz- However, the inclusion of these effects into slightly more
ing the ordered structures is the positive heat of mixing of Cusophisticated modeldike the modified EAM'? the corrected
and Pd, favoring the optimal alternation of these two ele-EAM,* or the EAM including low-order moments of the
ments in the alloy. electron density of stat& is possible, at least to some de-
However, if we look more in detail into the comparison of gree of approximation. Then, the bainitic transformation in
the computational with the experimental data, we see thaCu,Pd, ,, described fairly well by the zero-order model,
EAM is unable to reproduce the maximum in the transfor-but displaying also sizable differences with the experimental
mation temperature at~0.58, and, moreover, the tempera- data, could provide an ideal testing ground for the extension
ture range of stability for the B2 phase is somewhat underef these methods to alloys.
estimated. More precisely, we find that the bell-shaped
region of the k—T) plane in which the B2 phase is pre- ACKNOWLEDGMENTS
dicted to be stable by EAM is centered aroud 0.5, and
covers a smaller area than the corresponding region reported We thank E. Bruno and B. Ginatempo for useful discus-
in the experimental phase diagram. sions.
In focusing on these points of disagreement, it is impor-
tant to identify the problems that are intrinsic to the EAM APPENDIX
formulation, and those that, instead, could be eased by a
better parametrization of the potential. For instance, the pa- To complete the overview of the phase diagram of Cu-Pd,
rametrization of Ref. 4, covering a wide set of different al- we investigated the transition from the 4 phase to the dis-
loys, underestimates the mixing enthalpy of Cu and Pd byrdered fcc alloy fox=0.75. The simulation has been per-
nearly 25%(See Table Ill in Ref. # A better parametriza- formed following exactly the same method described above,
tion for the CyPd, _, system(easily achieved by changing assuming a cubic simulation box with 864 atoms, and a vari-
the single parameter determining the alloy mixing propertiesable volume to enforce th®=0 condition. The resulting
could bring the maximum transition temperature in betterpotential energy displays, as a function dF, a clear linear
agreement with the experimental result for both #%0.5  behavior both at low and at high temperatures, with a cross-
andx=0.75 case. over starting afT~400 K and culminating af ~500 K.
More important is the problem related to the asymmetryThe specific heat, obtained by differentiating a Pétiéor
of the stability region arounc=0.5, that is not quantita- U(T), has a broad but apparent peak centeredTat
tively reproduced by the EAM formulation, and does not=470 K, that we identify with the order-disorder transition
seem to be affected by any of the parameters defining thieemperature. This result has to be compared with the experi-
potential of Ref. 4. Previouab-initio computation reveal mental phase diagram, displaying a transition temperature of
that the electronic structure of (R, _, alloys is fairly com- 730 K atx=0.75, and a stability region for the LIphase
plicated, and the electronic energy is affected by a variety o€entered ak~0.82, with a maximum transition temperature
factors, including Fermi surface effects, which are stronglyof 770 K.
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