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Angle-resolved photoemission spectra taken from atomically uniform films of Ag ¢tOBeshow layer-
resolved quantum-well peaks. The measured peak positions as a function of film thickness permit a unique
determination of the initial band dispersion via the Bohr-Sommerfeld quantization rule. This information,
combined with normal-emission data taken from a single crystdl@@, leads to a unique determination of
the final band dispersion. In this study, we employ a two-band model with four adjustable parameters for a
simultaneous fit to these experimental results. The initial and final band dispersions deduced from the fit are
accurate to better than 0.03 eV at any wave vektaithin the range of measurement. The analytic formula for
the band dispersions and the parameters for the best fit are given for future reference. The Fermi wave vector
along[100], normalized to the Brillouin-zone size, is determined tdkpéky=0.828+0.001, which is more
accurate than the de Haas—van Alphen result. The corresponding Fermi velogity is06 in units of the
free-electron value. The combined reflection phase for the electron wave at the two boundaries is also deduced
and compared with a semiempirical formula. This comparison allows us to deduce the edges of the hybridiza-
tion gap in the Fe substrate.

[. INTRODUCTION terference from surface photoemissfoAs a result of these
complications, an energy uncertainty 8£=0.1-0.2eV is
An important application of angle-resolved photoemissiontypical. These energy and momentum uncertainties are much
is band-structure determination of soltdBhotoemission in-  too large for modern research in many-body interactions and
volves an optical transition from an occupi@ditial) state to  phase-transition effects near the Fermi surface, and essen-
an unoccupiedfinal) state, and the resulting spectra gener-tially all recent high-resolution studies in such areas have
ally depend on both the initial and final band properties. Thebeen limited to two-dimensional systems.
information is thus convoluted, and much of the historical Loly and Pendry pointed out already in 1983 that photo-
development of the angle-resolved photoemission techniquemission from thin films might be a way to solve tke
has focused on methods to untangle this information sucproblem. The basic idea is thet may no longer be a con-
that the initial band properties, the dispersion relation in partinuous variable as in an infinite solid. The finite thickness of
ticular, can be extracted accurately. While this is straightforthe film can lead to quantization within the film, resulting in
ward for two-dimensional systems such as layer compounds set of discretd, values determined by the film thickness
and surface states, this is a major problem for threeand boundary conditions. Photoemission should reveal a set
dimensional systems. Because the surface of a crystal break$ peaks at positions corresponding to these allowedal-
the translational symmetry, momentum conservation doeges. Although it was an interesting idea, their work went
not hold along the surface normal direction. The momentumargely unnoticed because the predicted quantization effects
component perpendicular to the surfake, of the photo- had never been observed despite numerous photoemission
electron outside the crystal can be measured accurately, bgtudies of thin films. In retrospect, the failure for experimen-
this information is generally insufficient for a determination tal observation then was most likely a consequence of ex-
of k, for the initial state inside the crystal. In contrast, thetreme sample imperfections. Discrete film states, also known
parallel component of the momentuhy,, is conserved, and as quantum-well states, were observed a few yearster,
this is the only component of interest for two-dimensionaland quantum-well spectroscopy has since flourished. Al-
systems. This K, problem” for three-dimensional systems though the original idea of solving the problem was real-
has been the subject of much research, and many method®d and demonstrated in a few cases, this method did not
have been devised to overcome this difficulty with varyingoffer much improvement in experimental band
degrees of success and utility. Generally, approximationgjispersions:° The uncertaintyAk, remained quite large
interpolations, and/or theoretical calculations are invoked irdue to film thickness fluctuation and uncertainty. To deter-
these methods, resulting in an uncertaintyAd, typically = mine E(k,) accurately, several precisely known film thick-
on the order of one-tenth of the Brillouin zone size at annesses in terms of the atomic layer thickness are required.
arbitrary point ink space. Another related problem is that the Few films made in the laboratory are uniform on an atomic
measured photoemission line shape is often quite broad becale, and even the average thickness is often uncertain by
cause it is dominated by a very large final-state lifetimel10% or more based on standard laboratory methods of film
width.2® Furthermore, the line shape can be distorted by inpreparation.
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Recent success in preparing atomically uniform f?ﬁﬂ% _ AgIFe(100) hv=16 eV
has finally made a precise band-structure determination
based on quantum-well spectroscopy possible. The purpose
of this paper is to document in detail the process in which a
highly accurate band structure of Ag is derived from
guantum-well measurements of atomically uniform films of
Ag(100) grown on F¢€100). The accuracy is sufficiently high

Coverage (ML)

to challenge the Fermi wave vector determined by the ven- 42.5
erable de Haas—van Alphen methdd:he final band disper-

sion of Ag is also deduced using normal-emission data taken 42
from a bulk Ag100) single crystal. Both the initial and final

bands are fitted simultaneously using a two-band model with 28

four adjustable parameters, and these parameters and the
analytic formula are given for future reference. The quantum
well analysis also yields gap parameters fof10€) which

have been difficult to obtain otherwise.

Photoemission Intensity (arb. units)

Il. EXPERIMENTAL DETAILS

“\—/\__.JL_\'E
The photoemission experiment was performed using the M
M/\—/\‘z—

Four-Meter Normal Incidence Monochromator at the Syn-
chrotron Radiation Center of the University of Wisconsin, in
Stoughton, Wisconsin. Photoelectrons emitted normal to the o o
sample surface were detected with a hemispherical analyzer. 5 1 0
The total-energy resolution of the experiment was about 50
meV. Fe whiskers were used as substrates. These were pre-

pared by numerous cycles of Aion sputtering at energies FIG. 1. A set of normal-emission spectra for Ag films on

between 0.5 and 1.5 keV starting at room temperature anfly100). The coverages are indicated. All spectra are taken at a
ending at 550 °C. After sputtering the sample was annealeghoton energy ofiv=16eV.

for 5 min at 600 °C. A freshly prepared surface exhibited the
very pronounced but extremely contamination-sensitiv
Fe(100) surface staté?

An effusion cell was used to deposit Ag on the substrat
surface at a temperature of 100 K. The growth rate, about 0.
ML per minute, was monitored by a quartz thickness moni-
tor. The actual amount of deposited Ag was determined by Ill. RESULTS AND DISCUSSION
following the evolution of quantum well peaks as a function
of film thickness for layer thickness up to 20 Misee be-
low). The thickness monitor had been calibrated previously Figure 1 shows a selected set of normal-emission spectra
based on layer growth characteristics and reconstructions olat various Ag coverages as indicated. All spectra were taken
served for various systems, and its nominal reading was corwith a photon energy of 16 eV. The bottom spectrum in Fig.
sistent with the absolute film thickness determined by thel is taken from a 2-ML-thick Ag film, and shows a quantum-
guantum-well method to within 5%. After deposition at 100 well peak at a binding energy of about 1 eV. The peak at the
K the film was annealed to 300 °C for 90 s and cooled backrermi level is the remnant of a Fe substrate feature. The
down to 100 K for the photoemission measurements. Thisecond spectrum, taken from a 5.5-ML-thick film, shows two
procedure led to sharp and pronounced quantum well peakguantum-well peaks. The one at 1.44 eV corresponds to a

If the film coverage was not an exact integer multiple offilm thickness of 5 ML, and the other at 1.04 eV corresponds
monolayers either by design or due to a 5% experimentdio a film thickness of 6 ML. The next spectrum is for a
error in deposition, two sets of quantum-well peaks derivedl2-ML coverage, and two quantum-well peaks are seen. The
from two thicknesses differing by 1 ML would coexist in the 18.1-ML spectrum shows three major quantum-well peaks
spectra. By regrowing submonolayer amounts of Ag on theorresponding taN=18. On the lower-binding-energy side
film, and subsequently annealing the film as discussed abovef each peak is a very small satellite peak; these satellite
it was possible to make up the difference to the next integepeaks are quantum-well peaks correspondinly t019. The
multiple and obtain atomically uniform films. Starting from a intensity ratio between the satellite peak and the main peak is
bare substrate, a series of absolute film thickness calibratiomot the same for the three pairs because the cross sections of
could be made aN=1,2,3... as the film wasuilt up  these quantum-well peaks are not necessarily the same, and
gradually by submonolayer depositions. Such a procedurdepend orN and the photon energy us&u.
was followed in our experiment fa¥ up to 20. This data set The spectrum for 27.5-ML coverage shows two sets of
was sufficiently large to establish a unique functional relapeaks; one set, being at higher binding energies, corresponds
tionship between the film thickness and quantum-well peako N=27, and the other set corresponds\te: 28. The peak
positions, which could be used for higher thicknesses by exjust below the Fermi level is fo=27, and the correspond-

Binding Energy (eV)

e[rapolation. Additional layers atl greater than 20 were pre-
ared and the peak positions were consistent with this rela-
‘ﬁonship.

A. Layer resolution and atomically uniform films
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surface and the Ag-Fe interface, amis a quantum number.
Since we employ a normal-emission geometry, the wave
vector is limited to the direction perpendicular to the surface
(k,=0 andk=k,). Equation(1) states that the total phase
shift in a round trip perpendicular to the surface is equal to
an integer(quantum numben) times 27. Under this condi-
tion, the de Broglie wave associated with the valence elec-
tron for eachn forms a standing wave or a stationary state.
Photoemission from this stationary state gives rise to a peak
as observed in experiment. Equati¢h) is sometimes re-
ferred to as the phase accumulation model in the
NL L NLLL literature®®~2* and its origin dates back to the beginning of
40 quantum mechanics. Reference 12 gives a simple derivation

- o
T T

Initial State Binding Energy (eV)

N
T

0 10 20 30
Thickness (ML) of this equation in the context of photoemission from a film.

[ It also shows that quantum-well states are similar to the
%‘ 0.10 I Fabry-Peot modes in an interferometer. Quantum well spec-
Py - @ troscopy is essentially an interferometric measurement, and
§ 0.05 [ . can be highly accurate if the interferometer thickness is
5 0,00 |—steee So S} known precisely.
£ : o o ® o
(=] i : .

005 o0 by e e 1 C. Two-band model

0 10 20 _ 30 40 50 60 It is convenient to work with a simple analytic form of the
Thickness (ML) band dispersion relations with the minimum number of pa-

FIG. 2. The top panel is a structure plot showing the quantum_rameters needed to reproduce the band structure. A standard

well peak binding energies as a function of film thickness. Themodel for the Agsp band near the Fermi level is the usual

circles are data points, and the curves are computed using pararwyo'band model described in S(.)“d'State tethOOKS.‘ Two
eters from a best fit. The quantum numberfor each curve is plane-wave components and a single pseudopotential form

shown. The bottom panel shows the difference between the best fitctor are employe® The wave vectok as a function of

and experiment using an amplified vertical scale. binding energyE (referred to the Fermi levels given by
1/2( 242 212

ing peak forN=28 is above the Fermi level and therefore ki ¢= le'f) {h_p_\/Jr Eyom— E—|V2+4 h7p -V

not observed. The next spectrum was obtained by adding 0.5 h m; ¢ 2m; ¢

ML to this 27.5-ML film to yield a 28-ML film. The set of #2p2]12) 112

N=27 peaks is now completely suppressed, and the set of +Evpm— E)Z } } , 2

N=28 peaks becomes twice as intense as before. This be- M1

havior illustrates the layer resolution and atomic uniformnessyhere the wave vectok is measured from th& point, p
of the films at integer coverages. A similar behavior is evi-= 7/t is the distance between tfieand X points ink space,
dent by comparing the 42- and 42.5-ML spectra. The 42-MLthe subscripts and f refer to the initial and final bands,
spectrum shows just one set of quantum-well peaks. Addingespectively,m; ; are effective masses associated with the
0.5 ML to this film results in a reduction of these peaks andinjtial and final bands, respectively, is the absolute value
the appearance of a new set of peaks at lower binding enegf the pseudopotential form factor and equals one-half of the
gies, which correspond thi=43. gap at the zone boundary, aBg,, is the binding energy of
The spectra are analyzed by fitting to a set of Voigt peakshe valence-band maximupa negative quantity for AG.00
superimposed on a smooth background function. The Voigéince the valence-band maximum is above the FermiJevel
function is a convolution of a Lorentzian with a Gaussian t0This model contains four adjustable parameters, V, and
account for lifetime broadening and instrumental effects. Th@vbm. The parametery andE,,,, determine the bositions of
resulting peak positions as a function of layer thickness argne band edges, and these are the only parameters used in the
shown as circles in the structure plot presented in Fig. 2. Thetandard nearly free-electron model. The free-electron mass
curves are fits based on the Bohr-Sommerfeld quantizatiop, the same model is replaced by the paramatersin order

rule and a two-band model to be presented below. to set the curvatures of the initial and final bands correctly.
They represent higher-order corrections from multiband ef-
B. Bohr-Sommerfeld quantization rule fects. Note thatn; ; do not equal the inverse curvatures of

the bands. There are other ways to parametrize the band
structure?® but four parameters represent the minimum re-
quirement.

_ Equation(2) can be inverted to express the binding en-
2k(BE)Nt+ ®(E)=2n, D ergy E (increasing downwandn terms ofk. The formula is

The Bohr-Sommerfeld quantization rule is given by the
equation

wherek is the initial-state wave-vector component perpen-
dicular to the surface is the binding energy, is the mono- E=Eym—V

h2k2 ﬁ2p2 ﬁ2k2 1/2
- +
layer thickness® is the total phase shift of reflection at the 2m; ¢ 2m; ¢ 2m; ¢

+V2| ., (3
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where the+ sign andm; should be used for the initial band,
and the— sign andm; should be used for the final band.
Note that in the above equations we have chosen to mea-
surek from the band edge at th¢ point (the distance from
the zone center to th& point is #/t). One could choose
instead to measutle from the zone centéf~*°The different
choices are really a matter of personal taste, but the quantum
numbern will depend on this choice. Our choice is more

convenient in the present case because the observed quantum 15
well states are all near thé point. The wave vectok is @ | 7 .~
small near theX point, and the quantum numbaeris also 14
small in accordance with Eql). Then=0 stateisclosestto & | = =~ =
the top of the valence band, time=1 state is the next one 13
down, etc. A physical interpretation of the quantum number & | T AL
n can be made in terms of the number of antinodes of the 12

Photoemission Intensity (arb. units)

envelope function of the probability density functioninthe £ | 7 _
quantum welP? The concept of envelope function is useful 11
only near the Brillouin-zone boundary. With the other choice Ag(100) T

of k, n=N according to Eq(1), becaus&= 7/t near theX Normal Emission __.__.~ 10
point. For a thick film such abl=57, the relevant quantum ' ' ' :
numbers are=57,56,55. .. for thepeaks near th¥ point. 4 3 2 1 0

The state closest to the valence-band maximum has quantum
numbern=N, and the next one down has=N-1, etc.
When the film thickness changes by 1 ML the quantum num-
ber for the state closest to the valence-band maximum
changes by one, and so do all of the other states nearby. The
guantum numben is related to the number of antinodes of
the probability density function itself. Each time the film

thickness changes by 1 ML, an additional antinode is adde L) by an arbitrary factor, and the resulting equation would

within the quantum well. Itis a little awkward to work with iy e consistent with the normal emission data. The com-
such large quantum numbers that change with film thickness

and often an offset by the layer thickness is made to simpli1‘)}jlete lack ofk constraints is the origin of thi, problem

. ; ) mentioned earlier. If the initial band structure is known, the
the coding schem¥. This alternate choice ok would be , . . :
. : final band structure is then uniquely determined by &g,
more convenient for quantum well states nearhgoint.

Most films examined in previous photoemission workand vice versa.
. pre P -~ The spectra in Fig. 3 are rather broad, and the peaks are
were quite rough on the atomic scale, and therefore indi-

vidual quantum well peaks from different discrete thick- obviously asymmetric. The width is dominated by a final-

nesses in a given film are not resolved. Quantum-well eak%tate lifetime contribution. The asymmetry is due to interfer-
ag : PeaZnce from surface photoemission. A detailed analysis of this
for such films are broad and represent the average thlckneﬁs

of the film. As the film coverage increases, the quantum-wel e shape was discussed in the literattfeand the result-

peaks appear to evolve continuously rather than discretely 892 peak positionst-;, are used for the band-structure analy-

in the case of atomically uniform films. With our labeling Sis to be presented below.
scheme, the peak closest to the valence band maximum is o
always then=0 state, etc. Each peak for a giventhus E. Band-structure determination

evolves smoothly, and they all converge asymptotically to  Quantum-well spectra alone allow a unique determination

the valence-band maximum &sbecomes very large. With ot the injtial band dispersion. In Eql), bothk and & are

the other scheme, each smoothly evolving peak would b@ependent orE, but these two unknown functions can be

assigned a continuously changing average quantum numb&fecoupled because of the multiplicative fackbassociated

and this would be a little cumbersome. with k only. It is thus important to have data for different
D. Normal-emission data from bulk Ag(100) thicknesses. If quantum well statefor thicknessN happens

to be at the same enerdyas that of quantum well state

For thicknessN’, we will have the additional phase relation

Binding Energy (eV)

FIG. 3. A set of normal-emission spectra from(Ag0) used in
r band-structure analysis.

final band energies is known, and this does not provide any
information abouk. For example, one could rescdén Eq.

Figure 3 shows a set of normal-emission spectra take
from bulk Ag(100. The peak positions are determined by

hy=E;(k)— E¢(k), (4) 2kN't+d=2n", (5)

wherehv is the photon energy, anffl, ; are the initial and wherek and® are the same as before in Efj) becausé is

final binding energies, respectivelf(is positive ande; is  the same. Equationd) and(5) can be solved to yiel&t and
negative. The set of spectra provides some constraints orb at E in terms of the known quantitigd, N’, n, n’, andt.

the two-band model mentioned above. A unique solution ofOf course, it is rather seldom that quantum-well peaks from
the band structure is, however, impossible with @y alone.  different thicknesses happen to have the same energy, but
For a givenhv, only the difference between the initial and mathematical interpolation can be employed becduaad



1808 J. J. PAGGEL, T. MILLER, AND T.-C. CHIANG PRB 61

TABLE |. Parameters values for the Ag0) band structurerf, i
denotes the free-electron mass 15 Ry Experiment
r . —— - Eckardt et al.
Parameter Value N~ — —Fuster et al.

Vv 3.033 eV —_— /////// * BulkData
Evom —1721 eV 101~ /////////
m, 0.75dm, L N X
m; 0.890m, 3 ™~ T
S
(3]
® are continuous functions d. In practice, a number of & kelkpy = 0.828
thicknesses are used in the experiment to deterrk{it® X,
and ®(E) via a least-squares fitting procedure. The band ]

dispersionE(k) is obtained by invertin(E). ==
For our fitting analysis, we use the two-band model for-

mula discussed above f&(E). The boundary phase shift

®(E) is modeled by a third-order polynomial within the en-

ergy range of interedbetween 0 and 2 eV The final band I

information is provided by the normal-emission data from 0.6 0.7 0.8 0.9 1.

bulk Ag(100). Equations(1), (2), and(4) are used to fit the Klkpse

guantum-well data and the bulk crystal data simultaneously

(with the N=1—-3 quantum-well data excluded; see below FIG. 4. Band d?spersions of Ag from our best®blid curve$

In all, a total of 46 quantum-well peak positions and nine@nd from calculations by Refs. 2@lash-dotted curvgsand 25

normal-emission peak positions are used in this simultaneogashed curves The circles indicate the final states based on the

fit. The resulting four band structure parameters are preqprmal-em|35|on spectra from bulk £90. The shaded region in-

sented in Table I. As mentioned above, the quantum-welfic3!eS Wwhere we have data from both guantum wells and bulk

data alone are sufficient to determine the initial band disper§Ingle Cryﬂal?' Outside this range, th.e dispersion curves are simply

sion. The addition of the normal-emission data from the bulk™" extrapolation based on the best-fit two-band model.

c_rystal to the fittin_g procedure allows the final band diSper'meV which is similar to the deviations seen in the bottom
sion to be determined. '

, o - l'in Fig. 2. Thus, i h i i
The quality of the fit is excellent. The curves in Fig. 2 are panetin Hig us, it appears that our band dispersions are

predictions of the quantum well peak positions as a functioriuzClJrate fo this level. This statement applies only to the
) . " ; . haded ion indicated in Fig. 4, -
of film thicknessN based on the fit. AlthougN is an integer aded region indicated i 719 where the quantum-well

- X . L > eaks are observaavithin 0—2 eV below the Fermi
by definition, this calculation assumes that it is a contlnuoui elavithi W | levpl

) ) . ) he dispersions elsewhere represent an extrapolation based
variable. These continuous curves illustrate the evolution o

" . h - i )
peak positior{at largeN) for each quantum number which n the two-band model, and the uncertainty can be larger

L ; ; . The dashed and dash-dotted curves in Fig. 4 indicate the
is given in the figure. The differences between the curves anFjesults of two-band structure calculations, ong in Ref. 24 and

the data points are too small to be noticeable. The bottonEhe other in Ref. 25. These calculations are chosen as repre-

panel in Fig. 2 shows the differences using an amplified Velgantative for the large number of available res(se Ref.

tical scale. There are no systematic deviations excephfor 25 for a discussion The differences between various calcu-

; 1’N2L aimd33,han§ the_averagi error_t;e\mocllmts%m ImeV. lations are much larger than our experimental accuracy. This
orN=1-3, the deviation can be attributed to overlap of thefj e jllustrates the level of accuracy of modern band-
surface and interface potentials. The screening length in g cture calculations

metal is quite short, and therefore the surface and interface
potential steps are fairly short ranged. Nonetheless, there can
be a significant overlap at very small film thicknesses, and
Eq. (1), based on the assumption that the phase shifts at the An important quantity associated with the band structure
two boundaries are independent and additive, is no longes the Fermi wave vector. Our measurement yields a normal-
valid. For this reason, the quantum well datalfbr 1-3 are  ized Fermi wave vector dfg /kx=0.828+0.001. This dif-
excluded from the fit as mentioned above. The same reasofers from the de Haas—van Alphen value of 0.81This
ing explains why this model fails ai= 0.1 discrepancy cannot be attributed to a sample temperature dif-
The initial and final band dispersion relations deducederence, as we have carried out a temperature dependent
from the fit are plotted as solid curves in Fig. 4. The circlesmeasuremeft and by extrapolation, the Fermi wave vector
represent the final states reached by direct transitions froohanges negligibly from 100 to 0 K. The de Haas—van Al-
the initial band based on the normal emission data from bulpphen method has been the standard method of choice for
Ag(100. The positions of these circles are in excellentFermi-surface measurements, but it gives only the circumfer-
agreement with our fit. We have performed additional fittingence of the Fermi surface. The Fermi wave vector is deduced
analyses in which data points were added or subtracted froiftom a parametrization of the Fermi surface, and the accu-
the fitting procedure[including removing the normal- racy of this parametrization is not fully established. It has
emission data from bulk A400 to yield the initial band been shown in a radio-frequency size-effect study of the
dispersion only, and the results are consistent to within 30 Fermi surface of Au that the de Haas—van Alphen value

F. Fermi-level crossing and band edges
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along[100] is 1% too smalf’ This is very similar to the 1%
discrepancywith the same signfound for Ag in this study. -0.6 —\
An issue of concern is the possibility of a lattice distortion
in the film samples employed in our study. Ag with a fcc -0.8
structure and Fe with a bcc structure have a small lattice
mismatch of 0.8% in th€100 plane. For semiconductor
epitaxial systems with such a small mismatch, strained
growth to a critical thickness followed by unstrained growth
and defect formation is typical. For metal epitaxial systems,
the situation is less clear. Since metallic bonding is not di-
rectional as the covalent bonds in semiconductors, lattice re- -1.4
laxation is likely to occur already at the early stages of film T
growth. Our films are likely unstrained in view of the fairly 16| — — Semiempirical
high annealing temperature of 300 °C. Assuming the worst
case that our films are fully strained by 0.8% in the interface 18 |
plane, this translates into a 0.6% expansion along the surface 0 1 2
normal direction with a Poisson ratio of 0.37. Incorporating Binding Energy (eV)
this change in lattice constant into the analysis leaves the
band-edge parameters in the fit unchanged. However, it FIG. 5. Boundary phase shift as a function of binding energy.
changes the effective masses by about 1.5%, and the effectT§e solid curve is our experimental result, and the dashed curve is
essentially the same as a rescaliniriThe band structure, derived from a semiempirical formula as discussed in the text.
when plotted against the normalized wave vedtdkry,
changes by less than 1 meV in the energy range of interestons are no longer confined. Partial reflection at the interface
(0—2-eV binding energy and the change in the normalized could give rise to weak and broad quantum-well resonances.
Fermi wave vector is negligible. This analysis suggests that Some authors have identified the hybridization gap of
lattice strain is very unlikely an explanation for the discrep-Fe100) to be in between th€;, critical point and the high-
ancy between the de Haas-van Alphen and quantum-wedist point of the lowest-lying\; band®~*° Based on avail-
results. able band-structure calculations, this estimate would give
Another quantity of interest is the Fermi velocitthe E ,=E(I';)=—-1.3eV andE,=E(AT®)=2.7eV. The gap
slope of the band at the Fermi leyelOur measurement would be about 4 eV, which is much larger than our re€ilt
yields vg=1.06 in units of the free-electron value. An early eV). The factor of 2 discrepancy is very large, and cannot be
determination of the same quantity based on a temperaturentirely attributed to inaccuracies in band-structure calcula-
dependent de Haas—van Alphen method yielded a value @fons (up to about+0.5 e\). A possible explanation for this
0.97+0.03%° The lower band edge at thepoint (X, is the s that the hybridization between tspandd states involves
valence-band maximupis 1.72 eV above the Fermi level a gradual shift in orbital character, and estimating the gap
from our determination. The is in good agreement with theboundary by visual inspection of the band dispersions is not
two estimates given by Himpsel and Orté4af 1.6 and 1.9 very accurate. If we assunig,=E(I';,)=—1.3eV andE,
eV as the lower and upper bounds. The Fermi-level crossing- E(AT®)=2.7 eV and use Smith’s semiempirical formtfla
of the direct transition peak in normal emission ishat  to generate the phase shift, the computed quantum-well peak
=9.69eV based on our determination, and this agrees weflositions are very much off compared to our experiment. In
with the result ofhv=9.6 eV from Himpsel and Orteda. comparison, the peak positions derived from am initio
layer-Korringa-Kohn-Rostoker calculatibh are in much
closer agreement with our experiment.

(Phase Shift) /n

—— Experiment

G. Boundary phase shifts and the band edges of F£00)

The boundary phase-shift functich(E) from our fit is
shown in Fig. 5 as the solid curve. The phase shift at the
Ag-Fe interface should change hyacross the Fe hybridiza- Our experiment is not sensitive to electron spin, and
tion gap'® The phase shift at the Ag surface also changesherefore we do not have information about the spin polar-
over the same energy range, but this change is much smalldzation of the quantum-well states. Previous spin-polarized
Smith et al!® derived a semiempirical formula fob(E)  measurements at low coverages suggest that the quantum-
with the upper and lower edges of the Fe hybridization gapwell peaks are of the minority spin charactéf? As men-

E, andE,, as the only two adjustable parameters. If we taketioned above, the Fe hybridization gap covers a range of 2
E,=0eV andE,; =2 eV, respectively, the result of the semi- €V below the Fermi level. This is actually the minority gap,
empirical formula, with the addition of an arbitrary vertical and so it is not surprising that minority quantum-well states
offset, yields the dashed curve in Fig. 5. It is in excellentare observed in this energy range. Available band-structure
agreement with our result, thus suggesting that the hybridealculations show thaF;, and A7 are at about 0.8- and
ization gap in Fe covers the range from 0 to 2 eV below the3.2-eV binding energy for the majority-spin states in'fe.
Fermi level. Our data show that quantum-well peaks becomé&ssuming that the same factor of 2 correction is needed as
significantly weaker and broader at binding energies greatetiscussed above, the majority gap should be about 1.2 eV
than 2 eV. Again, this is consistent with the lower band edgevide. Applying the same linear mapping needed to go from
being at about 2 eV. Outside this gap, the Ag valence electhe calculated™;, and AT to E,, and E, for the minority

H. Spin polarization
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states, we can estimate thag=1.6 eV andE,=2.8eV for vide a precise definition of the electron momentum. Our
the majority states. This range, though far below the Fermimeasurement yields a value of the Fermi wave vector
level and relatively small, should support some majoritykr /krx=0.828+0.001. This sets a new standard of accu-
guantum-well states. Although we have looked for th@mn  racy, and shows that the de Haas—van Alphen value of 0.819
the form of extra peaks not explainable by the minority-spinis off by 1%. The band structure deduced from our measure-
state$, we have not found any. Perhaps they are just toonents is expressed in terms of a two-band model with four
weak or broadthe Bohr-Sommerfeld quantization rule saysindependent parameters. These parameters and the analytic
nothing about the peak intensityThis lack of majority formula are given for future reference. Parameters for the
peaks is in agreement with previous work carried out at lowhybridization gap in F&.00) are also deduced.

coverages/*%a quantitative explanation is not yet available.
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