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Occupied and unoccupied band structure of Ag„100… determined by photoemission
from Ag quantum wells and bulk samples

J. J. Paggel,* T. Miller, and T.-C. Chiang
Department of Physics, University of Illinois, 1110 West Green Street, Urbana, Illinois 61801-3080

and Frederick Seitz Materials Research Laboratory, University of Illinois, 104 South Goodwin Avenue, Urbana, Illinois 61801-2
~Received 26 August 1999!

Angle-resolved photoemission spectra taken from atomically uniform films of Ag on Fe~100! show layer-
resolved quantum-well peaks. The measured peak positions as a function of film thickness permit a unique
determination of the initial band dispersion via the Bohr-Sommerfeld quantization rule. This information,
combined with normal-emission data taken from a single crystal Ag~100!, leads to a unique determination of
the final band dispersion. In this study, we employ a two-band model with four adjustable parameters for a
simultaneous fit to these experimental results. The initial and final band dispersions deduced from the fit are
accurate to better than 0.03 eV at any wave vectork within the range of measurement. The analytic formula for
the band dispersions and the parameters for the best fit are given for future reference. The Fermi wave vector
along@100#, normalized to the Brillouin-zone size, is determined to bekF /kGX50.82860.001, which is more
accurate than the de Haas–van Alphen result. The corresponding Fermi velocity isnF51.06 in units of the
free-electron value. The combined reflection phase for the electron wave at the two boundaries is also deduced
and compared with a semiempirical formula. This comparison allows us to deduce the edges of the hybridiza-
tion gap in the Fe substrate.
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I. INTRODUCTION

An important application of angle-resolved photoemiss
is band-structure determination of solids.1 Photoemission in-
volves an optical transition from an occupied~initial! state to
an unoccupied~final! state, and the resulting spectra gen
ally depend on both the initial and final band properties. T
information is thus convoluted, and much of the historic
development of the angle-resolved photoemission techn
has focused on methods to untangle this information s
that the initial band properties, the dispersion relation in p
ticular, can be extracted accurately. While this is straightf
ward for two-dimensional systems such as layer compou
and surface states, this is a major problem for thr
dimensional systems. Because the surface of a crystal br
the translational symmetry, momentum conservation d
not hold along the surface normal direction. The moment
component perpendicular to the surface,k' , of the photo-
electron outside the crystal can be measured accurately
this information is generally insufficient for a determinatio
of k' for the initial state inside the crystal. In contrast, t
parallel component of the momentum,ki , is conserved, and
this is the only component of interest for two-dimension
systems. This ‘‘k' problem’’ for three-dimensional system
has been the subject of much research, and many met
have been devised to overcome this difficulty with varyi
degrees of success and utility. Generally, approximatio
interpolations, and/or theoretical calculations are invoked
these methods, resulting in an uncertainty ofDk' typically
on the order of one-tenth of the Brillouin zone size at
arbitrary point ink space. Another related problem is that t
measured photoemission line shape is often quite broad
cause it is dominated by a very large final-state lifetim
width.2,3 Furthermore, the line shape can be distorted by
PRB 610163-1829/2000/61~3!/1804~7!/$15.00
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terference from surface photoemission.4 As a result of these
complications, an energy uncertainty ofDE50.1– 0.2 eV is
typical. These energy and momentum uncertainties are m
too large for modern research in many-body interactions
phase-transition effects near the Fermi surface, and es
tially all recent high-resolution studies in such areas ha
been limited to two-dimensional systems.

Loly and Pendry5 pointed out already in 1983 that photo
emission from thin films might be a way to solve thek'

problem. The basic idea is thatk' may no longer be a con
tinuous variable as in an infinite solid. The finite thickness
the film can lead to quantization within the film, resulting
a set of discretek' values determined by the film thicknes
and boundary conditions. Photoemission should reveal a
of peaks at positions corresponding to these allowedk' val-
ues. Although it was an interesting idea, their work we
largely unnoticed because the predicted quantization eff
had never been observed despite numerous photoemis
studies of thin films. In retrospect, the failure for experime
tal observation then was most likely a consequence of
treme sample imperfections. Discrete film states, also kno
as quantum-well states, were observed a few years late6–8

and quantum-well spectroscopy has since flourished.
though the original idea of solving thek' problem was real-
ized and demonstrated in a few cases, this method did
offer much improvement in experimental ban
dispersions.9,10 The uncertaintyDk' remained quite large
due to film thickness fluctuation and uncertainty. To det
mine E(k') accurately, several precisely known film thick
nesses in terms of the atomic layer thickness are requi
Few films made in the laboratory are uniform on an atom
scale, and even the average thickness is often uncertai
10% or more based on standard laboratory methods of
preparation.
1804 ©2000 The American Physical Society
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PRB 61 1805OCCUPIED AND UNOCCUPIED BAND STRUCTURE OF . . .
Recent success in preparing atomically uniform films11,12

has finally made a precise band-structure determina
based on quantum-well spectroscopy possible. The purp
of this paper is to document in detail the process in whic
highly accurate band structure of Ag is derived fro
quantum-well measurements of atomically uniform films
Ag~100! grown on Fe~100!. The accuracy is sufficiently high
to challenge the Fermi wave vector determined by the v
erable de Haas–van Alphen method.13 The final band disper-
sion of Ag is also deduced using normal-emission data ta
from a bulk Ag~100! single crystal. Both the initial and fina
bands are fitted simultaneously using a two-band model w
four adjustable parameters, and these parameters and
analytic formula are given for future reference. The quant
well analysis also yields gap parameters for Fe~100! which
have been difficult to obtain otherwise.

II. EXPERIMENTAL DETAILS

The photoemission experiment was performed using
Four-Meter Normal Incidence Monochromator at the Sy
chrotron Radiation Center of the University of Wisconsin,
Stoughton, Wisconsin. Photoelectrons emitted normal to
sample surface were detected with a hemispherical analy
The total-energy resolution of the experiment was about
meV. Fe whiskers were used as substrates. These were
pared by numerous cycles of Ar1-ion sputtering at energie
between 0.5 and 1.5 keV starting at room temperature
ending at 550 °C. After sputtering the sample was annea
for 5 min at 600 °C. A freshly prepared surface exhibited
very pronounced but extremely contamination-sensit
Fe~100! surface state.14

An effusion cell was used to deposit Ag on the substr
surface at a temperature of 100 K. The growth rate, about
ML per minute, was monitored by a quartz thickness mo
tor. The actual amount of deposited Ag was determined
following the evolution of quantum well peaks as a functi
of film thickness for layer thickness up to 20 ML~see be-
low!. The thickness monitor had been calibrated previou
based on layer growth characteristics and reconstructions
served for various systems, and its nominal reading was c
sistent with the absolute film thickness determined by
quantum-well method to within 5%. After deposition at 10
K the film was annealed to 300 °C for 90 s and cooled b
down to 100 K for the photoemission measurements. T
procedure led to sharp and pronounced quantum well pe

If the film coverage was not an exact integer multiple
monolayers either by design or due to a 5% experime
error in deposition, two sets of quantum-well peaks deriv
from two thicknesses differing by 1 ML would coexist in th
spectra. By regrowing submonolayer amounts of Ag on
film, and subsequently annealing the film as discussed ab
it was possible to make up the difference to the next inte
multiple and obtain atomically uniform films. Starting from
bare substrate, a series of absolute film thickness calibra
could be made atN51,2,3, . . . as the film wasbuilt up
gradually by submonolayer depositions. Such a proced
was followed in our experiment forN up to 20. This data se
was sufficiently large to establish a unique functional re
tionship between the film thickness and quantum-well p
positions, which could be used for higher thicknesses by
n
se
a

f

-

n

th
the

e
-

e
er.
0
re-

d
d

e
e

e
.5
i-
y

ly
b-
n-
e

k
is
ks.
f
al
d

e
e,
r

on

re

-
k
x-

trapolation. Additional layers atN greater than 20 were pre
pared and the peak positions were consistent with this r
tionship.

III. RESULTS AND DISCUSSION

A. Layer resolution and atomically uniform films

Figure 1 shows a selected set of normal-emission spe
at various Ag coverages as indicated. All spectra were ta
with a photon energy of 16 eV. The bottom spectrum in F
1 is taken from a 2-ML-thick Ag film, and shows a quantum
well peak at a binding energy of about 1 eV. The peak at
Fermi level is the remnant of a Fe substrate feature. T
second spectrum, taken from a 5.5-ML-thick film, shows tw
quantum-well peaks. The one at 1.44 eV corresponds
film thickness of 5 ML, and the other at 1.04 eV correspon
to a film thickness of 6 ML. The next spectrum is for
12-ML coverage, and two quantum-well peaks are seen.
18.1-ML spectrum shows three major quantum-well pea
corresponding toN518. On the lower-binding-energy sid
of each peak is a very small satellite peak; these sate
peaks are quantum-well peaks corresponding toN519. The
intensity ratio between the satellite peak and the main pea
not the same for the three pairs because the cross sectio
these quantum-well peaks are not necessarily the same
depend onN and the photon energy used.15

The spectrum for 27.5-ML coverage shows two sets
peaks; one set, being at higher binding energies, corresp
to N527, and the other set corresponds toN528. The peak
just below the Fermi level is forN527, and the correspond

FIG. 1. A set of normal-emission spectra for Ag films o
Fe~100!. The coverages are indicated. All spectra are taken a
photon energy ofhn516 eV.
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1806 PRB 61J. J. PAGGEL, T. MILLER, AND T.-C. CHIANG
ing peak forN528 is above the Fermi level and therefo
not observed. The next spectrum was obtained by adding
ML to this 27.5-ML film to yield a 28-ML film. The set of
N527 peaks is now completely suppressed, and the se
N528 peaks becomes twice as intense as before. This
havior illustrates the layer resolution and atomic uniformn
of the films at integer coverages. A similar behavior is e
dent by comparing the 42- and 42.5-ML spectra. The 42-
spectrum shows just one set of quantum-well peaks. Add
0.5 ML to this film results in a reduction of these peaks a
the appearance of a new set of peaks at lower binding e
gies, which correspond toN543.

The spectra are analyzed by fitting to a set of Voigt pe
superimposed on a smooth background function. The V
function is a convolution of a Lorentzian with a Gaussian
account for lifetime broadening and instrumental effects. T
resulting peak positions as a function of layer thickness
shown as circles in the structure plot presented in Fig. 2.
curves are fits based on the Bohr-Sommerfeld quantiza
rule and a two-band model to be presented below.

B. Bohr-Sommerfeld quantization rule

The Bohr-Sommerfeld quantization rule is given by t
equation

2k~E!Nt1F~E!52np, ~1!

wherek is the initial-state wave-vector component perpe
dicular to the surface,E is the binding energy,t is the mono-
layer thickness,F is the total phase shift of reflection at th

FIG. 2. The top panel is a structure plot showing the quantu
well peak binding energies as a function of film thickness. T
circles are data points, and the curves are computed using pa
eters from a best fit. The quantum numbern for each curve is
shown. The bottom panel shows the difference between the be
and experiment using an amplified vertical scale.
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surface and the Ag-Fe interface, andn is a quantum number
Since we employ a normal-emission geometry, the wa
vector is limited to the direction perpendicular to the surfa
(ki50 andk5k'). Equation~1! states that the total phas
shift in a round trip perpendicular to the surface is equal
an integer~quantum numbern! times 2p. Under this condi-
tion, the de Broglie wave associated with the valence e
tron for eachn forms a standing wave or a stationary sta
Photoemission from this stationary state gives rise to a p
as observed in experiment. Equation~1! is sometimes re-
ferred to as the phase accumulation model in
literature,16–21 and its origin dates back to the beginning
quantum mechanics. Reference 12 gives a simple deriva
of this equation in the context of photoemission from a fil
It also shows that quantum-well states are similar to
Fabry-Pe´rot modes in an interferometer. Quantum well spe
troscopy is essentially an interferometric measurement,
can be highly accurate if the interferometer thickness
known precisely.

C. Two-band model

It is convenient to work with a simple analytic form of th
band dispersion relations with the minimum number of p
rameters needed to reproduce the band structure. A stan
model for the Agsp band near the Fermi level is the usu
two-band model described in solid-state textbooks. T
plane-wave components and a single pseudopotential f
factor are employed.20 The wave vectork as a function of
binding energyE ~referred to the Fermi level! is given by

ki , f5S 2mi , f

\2 D 1/2H \2p2

mi , f
2V1Evbm2E2FV214S \2p2

2mi , f
2V

1Evbm2ED \2p2

2mi , f
G1/2J 1/2

, ~2!

where the wave vectork is measured from theX point, p
[p/t is the distance between theG andX points ink space,
the subscriptsi and f refer to the initial and final bands
respectively,mi , f are effective masses associated with t
initial and final bands, respectively,V is the absolute value
of the pseudopotential form factor and equals one-half of
gap at the zone boundary, andEvbm is the binding energy of
the valence-band maximum@a negative quantity for Ag~100!
since the valence-band maximum is above the Fermi lev#.
This model contains four adjustable parametersmi , f , V, and
Evbm. The parametersV andEvbm determine the positions o
the band edges, and these are the only parameters used
standard nearly free-electron model. The free-electron m
in the same model is replaced by the parametersmi , f in order
to set the curvatures of the initial and final bands correc
They represent higher-order corrections from multiband
fects. Note thatmi , f do not equal the inverse curvatures
the bands. There are other ways to parametrize the b
structure,20 but four parameters represent the minimum
quirement.

Equation~2! can be inverted to express the binding e
ergy E ~increasing downward! in terms ofk. The formula is

E5Evbm2V2
\2k2

2mi , f
6S 4

\2p2

2mi , f

\2k2

2mi , f
1V2D 1/2

, ~3!
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where the1 sign andmi should be used for the initial band
and the2 sign andmf should be used for the final band.

Note that in the above equations we have chosen to m
surek from the band edge at theX point ~the distance from
the zone center to theX point is p/t). One could choose
instead to measurek from the zone center.16–19The different
choices are really a matter of personal taste, but the quan
numbern will depend on this choice. Our choice is mo
convenient in the present case because the observed qua
well states are all near theX point. The wave vectork is
small near theX point, and the quantum numbern is also
small in accordance with Eq.~1!. Then50 state is closest to
the top of the valence band, then51 state is the next one
down, etc. A physical interpretation of the quantum num
n can be made in terms of the number of antinodes of
envelope function of the probability density function in th
quantum well.22 The concept of envelope function is usef
only near the Brillouin-zone boundary. With the other cho
of k, n>N according to Eq.~1!, becausek>p/t near theX
point. For a thick film such asN557, the relevant quantum
numbers aren557,56,55, . . . for thepeaks near theX point.
The state closest to the valence-band maximum has qua
numbern5N, and the next one down hasn5N21, etc.
When the film thickness changes by 1 ML the quantum nu
ber for the state closest to the valence-band maxim
changes by one, and so do all of the other states nearby.
quantum numbern is related to the number of antinodes
the probability density function itself. Each time the fil
thickness changes by 1 ML, an additional antinode is ad
within the quantum well. It is a little awkward to work with
such large quantum numbers that change with film thickn
and often an offset by the layer thickness is made to simp
the coding scheme.16 This alternate choice ofk would be
more convenient for quantum well states near theG point.

Most films examined in previous photoemission wo
were quite rough on the atomic scale, and therefore in
vidual quantum well peaks from different discrete thic
nesses in a given film are not resolved. Quantum-well pe
for such films are broad and represent the average thick
of the film. As the film coverage increases, the quantum-w
peaks appear to evolve continuously rather than discrete
in the case of atomically uniform films. With our labelin
scheme, the peak closest to the valence band maximu
always then50 state, etc. Each peak for a givenn thus
evolves smoothly, and they all converge asymptotically
the valence-band maximum asN becomes very large. With
the other scheme, each smoothly evolving peak would
assigned a continuously changing average quantum num
and this would be a little cumbersome.

D. Normal-emission data from bulk Ag„100…

Figure 3 shows a set of normal-emission spectra ta
from bulk Ag~100!. The peak positions are determined by

hn5Ei~k!2Ef~k!, ~4!

wherehn is the photon energy, andEi , f are the initial and
final binding energies, respectively (Ei is positive andEf is
negative!. The set of spectra provides some constraints
the two-band model mentioned above. A unique solution
the band structure is, however, impossible with Eq.~4! alone.
For a givenhn, only the difference between the initial an
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final band energies is known, and this does not provide
information aboutk. For example, one could rescalek in Eq.
~4! by an arbitrary factor, and the resulting equation wou
still be consistent with the normal emission data. The co
plete lack ofk constraints is the origin of thek' problem
mentioned earlier. If the initial band structure is known, t
final band structure is then uniquely determined by Eq.~4!,
and vice versa.

The spectra in Fig. 3 are rather broad, and the peaks
obviously asymmetric. The width is dominated by a fina
state lifetime contribution. The asymmetry is due to interf
ence from surface photoemission. A detailed analysis of
line shape was discussed in the literature,4,23 and the result-
ing peak positions,Ei , are used for the band-structure ana
sis to be presented below.

E. Band-structure determination

Quantum-well spectra alone allow a unique determinat
of the initial band dispersion. In Eq.~1!, both k and F are
dependent onE, but these two unknown functions can b
decoupled because of the multiplicative factorN associated
with k only. It is thus important to have data for differen
thicknesses. If quantum well staten for thicknessN happens
to be at the same energyE as that of quantum well staten8
for thicknessN8, we will have the additional phase relatio

2kN8t1F52n8p, ~5!

wherek andF are the same as before in Eq.~1! becauseE is
the same. Equations~1! and~5! can be solved to yieldk and
F at E in terms of the known quantitiesN, N8, n, n8, andt.
Of course, it is rather seldom that quantum-well peaks fr
different thicknesses happen to have the same energy,
mathematical interpolation can be employed becausek and

FIG. 3. A set of normal-emission spectra from Ag~100! used in
our band-structure analysis.
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1808 PRB 61J. J. PAGGEL, T. MILLER, AND T.-C. CHIANG
F are continuous functions ofE. In practice, a number o
thicknesses are used in the experiment to determinek(E)
and F(E) via a least-squares fitting procedure. The ba
dispersionE(k) is obtained by invertingk(E).

For our fitting analysis, we use the two-band model f
mula discussed above fork(E). The boundary phase shi
F(E) is modeled by a third-order polynomial within the e
ergy range of interest~between 0 and 2 eV!. The final band
information is provided by the normal-emission data fro
bulk Ag~100!. Equations~1!, ~2!, and~4! are used to fit the
quantum-well data and the bulk crystal data simultaneou
~with the N51 – 3 quantum-well data excluded; see below!.
In all, a total of 46 quantum-well peak positions and ni
normal-emission peak positions are used in this simultane
fit. The resulting four band structure parameters are p
sented in Table I. As mentioned above, the quantum-w
data alone are sufficient to determine the initial band disp
sion. The addition of the normal-emission data from the b
crystal to the fitting procedure allows the final band disp
sion to be determined.

The quality of the fit is excellent. The curves in Fig. 2 a
predictions of the quantum well peak positions as a funct
of film thicknessN based on the fit. AlthoughN is an integer
by definition, this calculation assumes that it is a continuo
variable. These continuous curves illustrate the evolution
peak position~at largeN! for each quantum numbern, which
is given in the figure. The differences between the curves
the data points are too small to be noticeable. The bot
panel in Fig. 2 shows the differences using an amplified v
tical scale. There are no systematic deviations except foN
51, 2, and 3, and the average error amounts to;20 meV.
For N51 – 3, the deviation can be attributed to overlap of t
surface and interface potentials. The screening length
metal is quite short, and therefore the surface and inter
potential steps are fairly short ranged. Nonetheless, there
be a significant overlap at very small film thicknesses, a
Eq. ~1!, based on the assumption that the phase shifts a
two boundaries are independent and additive, is no lon
valid. For this reason, the quantum well data forN51 – 3 are
excluded from the fit as mentioned above. The same rea
ing explains why this model fails atN50.16

The initial and final band dispersion relations deduc
from the fit are plotted as solid curves in Fig. 4. The circ
represent the final states reached by direct transitions f
the initial band based on the normal emission data from b
Ag~100!. The positions of these circles are in excelle
agreement with our fit. We have performed additional fitti
analyses in which data points were added or subtracted f
the fitting procedure @including removing the normal
emission data from bulk Ag~100! to yield the initial band
dispersion only#, and the results are consistent to within

TABLE I. Parameters values for the Ag~100! band structure (me

denotes the free-electron mass!.

Parameter Value

V 3.033 eV
Evbm 21.721 eV
mi 0.759me

mf 0.890me
d
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meV, which is similar to the deviations seen in the botto
panel in Fig. 2. Thus, it appears that our band dispersions
accurate to this level. This statement applies only to
shaded region indicated in Fig. 4, where the quantum-w
peaks are observed~within 0–2 eV below the Fermi level!.
The dispersions elsewhere represent an extrapolation b
on the two-band model, and the uncertainty can be large

The dashed and dash-dotted curves in Fig. 4 indicate
results of two-band structure calculations, one in Ref. 24
the other in Ref. 25. These calculations are chosen as re
sentative for the large number of available results~see Ref.
25 for a discussion!. The differences between various calc
lations are much larger than our experimental accuracy. T
figure illustrates the level of accuracy of modern ban
structure calculations.

F. Fermi-level crossing and band edges

An important quantity associated with the band struct
is the Fermi wave vector. Our measurement yields a norm
ized Fermi wave vector ofkF /kGX50.82860.001. This dif-
fers from the de Haas–van Alphen value of 0.819.13 This
discrepancy cannot be attributed to a sample temperature
ference, as we have carried out a temperature depen
measurement26 and by extrapolation, the Fermi wave vect
changes negligibly from 100 to 0 K. The de Haas–van A
phen method has been the standard method of choice
Fermi-surface measurements, but it gives only the circum
ence of the Fermi surface. The Fermi wave vector is dedu
from a parametrization of the Fermi surface, and the ac
racy of this parametrization is not fully established. It h
been shown in a radio-frequency size-effect study of
Fermi surface of Au that the de Haas–van Alphen va

FIG. 4. Band dispersions of Ag from our best fit~solid curves!
and from calculations by Refs. 24~dash-dotted curves! and 25
~dashed curves!. The circles indicate the final states based on
normal-emission spectra from bulk Ag~100!. The shaded region in-
dicates where we have data from both quantum wells and b
single crystals. Outside this range, the dispersion curves are sim
an extrapolation based on the best-fit two-band model.
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PRB 61 1809OCCUPIED AND UNOCCUPIED BAND STRUCTURE OF . . .
along@100# is 1% too small.27 This is very similar to the 1%
discrepancy~with the same sign! found for Ag in this study.

An issue of concern is the possibility of a lattice distorti
in the film samples employed in our study. Ag with a f
structure and Fe with a bcc structure have a small lat
mismatch of 0.8% in the~100! plane. For semiconducto
epitaxial systems with such a small mismatch, strain
growth to a critical thickness followed by unstrained grow
and defect formation is typical. For metal epitaxial system
the situation is less clear. Since metallic bonding is not
rectional as the covalent bonds in semiconductors, lattice
laxation is likely to occur already at the early stages of fi
growth. Our films are likely unstrained in view of the fairl
high annealing temperature of 300 °C. Assuming the wo
case that our films are fully strained by 0.8% in the interfa
plane, this translates into a 0.6% expansion along the sur
normal direction with a Poisson ratio of 0.37. Incorporati
this change in lattice constant into the analysis leaves
band-edge parameters in the fit unchanged. Howeve
changes the effective masses by about 1.5%, and the effe
essentially the same as a rescaling ink. The band structure
when plotted against the normalized wave vectork/kGX ,
changes by less than 1 meV in the energy range of inte
~0–2-eV binding energy!, and the change in the normalize
Fermi wave vector is negligible. This analysis suggests
lattice strain is very unlikely an explanation for the discre
ancy between the de Haas–van Alphen and quantum-
results.

Another quantity of interest is the Fermi velocity~the
slope of the band at the Fermi level!. Our measuremen
yields nF51.06 in units of the free-electron value. An ear
determination of the same quantity based on a tempera
dependent de Haas–van Alphen method yielded a valu
0.9760.03.28 The lower band edge at theX point (X48 is the
valence-band maximum! is 1.72 eV above the Fermi leve
from our determination. The is in good agreement with
two estimates given by Himpsel and Ortega29 of 1.6 and 1.9
eV as the lower and upper bounds. The Fermi-level cross
of the direct transition peak in normal emission is athn
59.69 eV based on our determination, and this agrees
with the result ofhn59.6 eV from Himpsel and Ortega.29

G. Boundary phase shifts and the band edges of Fe„100…

The boundary phase-shift functionF(E) from our fit is
shown in Fig. 5 as the solid curve. The phase shift at
Ag-Fe interface should change byp across the Fe hybridiza
tion gap.16 The phase shift at the Ag surface also chan
over the same energy range, but this change is much sm
Smith et al.16 derived a semiempirical formula forF(E)
with the upper and lower edges of the Fe hybridization g
Eu andEl , as the only two adjustable parameters. If we ta
Eu50 eV andEl52 eV, respectively, the result of the sem
empirical formula, with the addition of an arbitrary vertic
offset, yields the dashed curve in Fig. 5. It is in excelle
agreement with our result, thus suggesting that the hyb
ization gap in Fe covers the range from 0 to 2 eV below
Fermi level. Our data show that quantum-well peaks beco
significantly weaker and broader at binding energies gre
than 2 eV. Again, this is consistent with the lower band ed
being at about 2 eV. Outside this gap, the Ag valence e
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trons are no longer confined. Partial reflection at the interf
could give rise to weak and broad quantum-well resonan

Some authors have identified the hybridization gap
Fe~100! to be in between theG12 critical point and the high-
est point of the lowest-lyingD1 band.16–19 Based on avail-
able band-structure calculations, this estimate would g
Eu5E(G12)521.3 eV andEl5E(D1

max)52.7 eV. The gap
would be about 4 eV, which is much larger than our result~2
eV!. The factor of 2 discrepancy is very large, and cannot
entirely attributed to inaccuracies in band-structure calcu
tions ~up to about60.5 eV!. A possible explanation for this
is that the hybridization between thespandd states involves
a gradual shift in orbital character, and estimating the g
boundary by visual inspection of the band dispersions is
very accurate. If we assumeEu5E(G12)521.3 eV andEl

5E(D1
max)52.7 eV and use Smith’s semiempirical formula16

to generate the phase shift, the computed quantum-well p
positions are very much off compared to our experiment.
comparison, the peak positions derived from anab initio
layer-Korringa-Kohn-Rostoker calculation19 are in much
closer agreement with our experiment.

H. Spin polarization

Our experiment is not sensitive to electron spin, a
therefore we do not have information about the spin po
ization of the quantum-well states. Previous spin-polariz
measurements at low coverages suggest that the quan
well peaks are of the minority spin character.17,30 As men-
tioned above, the Fe hybridization gap covers a range o
eV below the Fermi level. This is actually the minority ga
and so it is not surprising that minority quantum-well sta
are observed in this energy range. Available band-struc
calculations show thatG12 and D1

max are at about 0.8- and
3.2-eV binding energy for the majority-spin states in Fe19

Assuming that the same factor of 2 correction is needed
discussed above, the majority gap should be about 1.2
wide. Applying the same linear mapping needed to go fr
the calculatedG12 and D1

max to Eu and El for the minority

FIG. 5. Boundary phase shift as a function of binding ener
The solid curve is our experimental result, and the dashed curv
derived from a semiempirical formula as discussed in the text.
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states, we can estimate thatEu51.6 eV andEl52.8 eV for
the majority states. This range, though far below the Fer
level and relatively small, should support some majori
quantum-well states. Although we have looked for them~in
the form of extra peaks not explainable by the minority-sp
states!, we have not found any. Perhaps they are just t
weak or broad~the Bohr-Sommerfeld quantization rule say
nothing about the peak intensity!. This lack of majority
peaks is in agreement with previous work carried out at lo
coverages,17,30a quantitative explanation is not yet available

IV. SUMMARY

Methods for bulk band-structure determination have be
available for a long time, but the energy and momentu
uncertainties have been too large to be of much use for m
ern research in electron correlation and phase-transition
fects. This study documents a procedure for an accur
band-structure determination based on a combination
quantum-well spectroscopy of thin films and photoemissi
from bulk crystals. This procedure is carried out for Ag~100!,
and the resulting accuracy is better than 30 meV at a giv
momentum. This improvement is a direct consequence of
ability to prepare atomically uniform films. The film thick-
nesses, expressed in terms of the atomic layer thickness,
i

o

.

n

d-
f-
te
of
n

n
ur

ro-

vide a precise definition of the electron momentum. O
measurement yields a value of the Fermi wave vec
kF /kGX50.82860.001. This sets a new standard of acc
racy, and shows that the de Haas–van Alphen value of 0.
is off by 1%. The band structure deduced from our measu
ments is expressed in terms of a two-band model with f
independent parameters. These parameters and the an
formula are given for future reference. Parameters for
hybridization gap in Fe~100! are also deduced.

ACKNOWLEDGMENTS

This material was based upon work supported by the U
National Science Foundation, under Grant Nos. DMR-9
31582, 95-31809, and 99-75470. An acknowledgment
made to the Donors of the Petroleum Research Fund, ad
istered by the American Chemical Society, and to the U
Department of Energy, Division of Materials Science
~Grant No. DEFG02-91ER45439! for partial support of the
synchrotron beamline operation, and for support of the c
tral facilities of the Materials Research Laboratory. The Sy
chrotron Radiation Center of the University of Wisconsin
supported by the National Science Foundation under G
No. DMR-95-31009.
sc.

s.

s.

.

n
as–
*Present address: Freie Universita¨t Berlin, Institut für Experimen-
talphysik, 14195 Berlin, Germany.
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