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Electronic structure and Fermi surface of CrO,
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We report the results of an all electron self-consistent calculation of the electronic structure,dh@n®
local spin-density approximation, employing an extended version of the linear combination of Gaussian orbit-
als method. Cr@is found to be a half-metallic ferromagnet in agreement with previous calculations and recent
experiments. The predicted Fermi surface is described in detail.

[. INTRODUCTION metallic behavior. In addition, Ranno, Barry, and Chey
_ _CrOZ is unusual amongdstransiti_on_ metal oxides in that mﬁlisg;%%smitggn::z%zdarg gr?goé:%n?:ﬂ;ag:egzzg cro
it is both ferromagnetic and metallic in contrast to the moréy;pis the hehavior expected for a half-metallic ferromagnet.
common occurrence of insulating antlferg?magnets. Itis beyhys recent experiments support the LSDA prediction of the
lieved to be a "half-metallic ferromagnet;”one of a small it metallic character of CrD Additional experiments
class of materials in which an insulating gap separates occyyoyid be desirable to further clarify this matter and provide
pied and unoccupied states of minority spin, while only elecygre information regarding the possible use of €& a
trons of majority spin participate in forming the Fermi source of spin-polarized electrons.
surface’ Its magnetic and conducting properties make £rO  We think it would be useful to make specific predictions
important in technology. In addition to being widely used asof the Fermi surface in Cr{as a possible stimulus to further
magnetic recording media, it has possible applications irexperimental investigations. To this end, we report the re-
spin-polarized electron tunneling devices since a halfsults of self-consistent all electron LSDA calculations of the
metallic material can provide electrons that are 100% spifband structure, density of states, and Fermi surface. The cal-
polarized. From a fundamental point of view, the well- culation is made using the full potential LCG@near com-
known failures of the local spin-density approximation bination of Gaussian orbitalsmethod!? This procedure,
(LSDA) in density functional theory to predict the insulating, which has been documented in the literattfr&, has been
antiferromagnetic ground state of many transition-metal oxmodified to accommodate the tetragonal symmetry of this
ides make it interesting to see to what extent LSDA worksmaterial. Our improved method is described in Sec. Il. The
for a similar but metallic system. band structure and density of states, which are in rather good
There have been several previous studies of this materiagreement with published results, are shown in Sec. lll. The
An early article by Goodenougtpresented a phenomeno- Fermi surface, surprisingly complex, is also described in this
logical model for the electronic structure of metallic oxides.section. The recent paper by Mazin, Singh, and
Band calculations in the LSDA have been reported byAmbrosch—Drain also shows the CroOFermi surface. While
SchwartZ Kulatov, and Mazirf, Sorantin and Schwarfz, the Fermi surface given in the Mazin, Singh, and Ambrosch-
Matar et al.® Lewis, Allen, and Sazaki,and Mazin, Singh, Draxl paper has a similar shape to the one reported here,
and Ambrosch-Draxkt al® These papers emphasize bond-there are several important differences. These differences are
ing and magnetic properties; they agree that £sfould be  discussed in Sec. Il
a half-metallic ferromagnet. An early experimental investi-
gation of spin-resolved photoemission from Grd@ims
formed by chemical vapor decompositiofound that, al-
though the emitted electrons were nearly 100% spin polar- The CrG calculations described in this paper were done
ized for binding energies of 2.0 eV or less below the Fermiwith a new, general version of the prograaANDPACKAGE.
energy, a sharp Fermi edge could not be detected. This resuthe original version oBANDPACKAGE, which is restricted to
is in sharp contradiction to the LSDA calculations reportedcubic symmetry and one atom per unit cell, is described in
and supports a localized picture of the magnetization, but iRefs. 12 and 13 and has been used to perform energy-band
difficult to reconcile with the metallic character of CtO calculations on a number of cubic metals. The new, general
However, in more recent photoemission measurements oversion ofBANDPACKAGE can be applied to crystals with an
bulk polycrystals of Cr@, Tsujiokaet al*° found a small but  arbitrary number of atoms per unit cell and can be adapted to
finite density of states at the Fermi level, consistent with itsa number of different crystal symmetries. Both the original

II. METHOD OF CALCULATION

0163-1829/2000/624)/165827)/$15.00 PRB 61 16 582 ©2000 The American Physical Society



PRB 61 ELECTRONIC STRUCTURE AND FERMI SURFACE OF CyO 16 583

and general versions ®ANDPACKAGE have several advan- whereZ, is the atomic number of atom, eis the charge of
tages compared to other methods in current use, includingn electron, ang is the electronic charge density. In the first

the following: iteration of the self-consistent calculation, we set the elec-
(1) BANDPACKAGE makes no shapée.g., muffin-tin ap-  tronic charge density equal to the sum of the atomic charge
proximations concerning the crystal potential. densities:

(2) BANDPACKAGE Yields analytic, rather than numerical,
wave functions. The use of analytic wave functions makes it
much easier to compute the matrix elements involved in P(r):% Pm(T =R, =Tm) ()
qguantities such as Compton profiles, optical conductivities,
dielectric functions, and susceptibilities, since the needed inwherep,, is the electronic charge density of atam
tegrals can be done analytically rather than numerically. This In order to facilitate the computation of the Hamiltonian
is particularly true when the matrix elements involve deriva-matrix elements, we expand the crystal potential in a Fourier
tives, as in the case of the optical conductivity. series in reciprocal lattice vectoks:

We now give a brief outline of the computational method
used in the general version BANDPACKAGE. This method is K
a generalization of the procedure given in Refs. 12 and 13. V(r)=§K: V(K)e™ . ®
The general version cBANDPACKAGE employs the LCGO

method in which the one-electron wave functi is ex-  The Fourier coefficients of the nuclear part of the Coulomb
panded in Gaussian orbitals: potential are given by

Wi(k,1) =2, Cimi(K) @mi(k,) (D VIS = — DTS 7 ik ©

where() is the volume of the unit cell in the direct lattice and
emi(k,r)= —E e* Rutupi(r—=R,—rm) (2 we have used atomic units in whiel=2. In the first itera-

N u tion, the Fourier coefficients of the electronic part of the
where theC,,; are expansion coefficients, tlag,; are Bloch ~ Coulomb potential are given by
functions, theu,; are atomic orbital§Gaussians the index
m goes over atoms in the unit cell, the indexgoes over cle
atomic orbitals on atorm, k is a reciprocal space vectdr,, VertK)= FP(K) (10
is a direct lattice vecton;, is the vector from the origin of
the unit cell to atomm, | is a band index, an is the number
of unit cells in the crystal. The phase facef'm has been p(K)=~ E e 1K rmf pm(r)e K rd3r (11
inserted in Eq(2) for reasons of computational convenience.

The crystal potentiaV/ is written as a Coulomb potential

. ) where the origin for the integral in Eq11) is atomm and
V¢ and a local density exchange-correlation potentigl: g g 411

the integral is over all space.
The Fourier coefficients of the exchange-correlation po-

V(r)=Ve(r)+Vyd(r) (3 tential V,(K) are calculated as follows:
where the exchange-correlation potential used in the present sph it
calculations is the von Barth-Hedin form as parameterized Ve K) = V32" TK) + Ve(K) (12)

by Rajagopal, Singhal, and Kimbafl.We write the Cou-

sph int
lomb potential as a nuclear part plus an electronic part: whereViZ'{K) andVig(K) are the contributions of atomic

spheres centered on the atoms and of the interstitial region,

ele respectively. This procedure has been described in Ref. 15
Ve(n=Vein+Ve™in @ for a crystal with one atom per unit cell. For the case of more
7. ¢? Lhan one atom per unit ceN/sP"{K) and VI"(K) are given
Ve n=-2 5 %

pm |r_R,u_rm|
VSphiK)— 2 efiK-rmf ch(r)e*iK'(r*rm)d%
m sphs
(13

p(r’)

[r=r']

VEE(r)=e? d3r’ (6)

4 ,
§7Tam K'=K

2 (14
K—K'an) K'#K

int __\/int \/int (K=K’
Vi(K) = Vie(K) = QE ViK' 2 e ira

m .
WM(
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where the integrals in Eq13) are over atomic spheres cen- k2
tered on the atomsa,, is the radius of spheren, j; is a
spherical Bessel function df=1, K’ is a reciprocal lattice
vector, and the Fourier coefficiené.(K') are obtained by
a least-squares fit to the exchange-correlation potential in the
interstitial region. The atomic spheres are chosen to be small
enough so that the exchange-correlation potential inside the
spheres can be treated as being spherically symmetric, in
which case the integrals over the spheres can easily be done
numerically. The least-squares fit in the interstitial region can
be done to a high degree of accuracy by using a sufficient ky |
number of reciprocal lattice vectors in the fit. i
As shown in Eq(1), the Bloch functionsp,,; are the basis y
functions in the LCGO method. The matrix elements of the
potential with respect to the Bloch functions are given by

FIG. 1. Brillouin Zone for CrQ (tetragonal lattice The points
Vininj(K)= E e_ik'(Rn”m_’n)E V(K) and lines of symmetry that define the irreducible wedge are shown
m K according to Ref. 18.
Xf uki(r—=R,—rm+rye’ My (r)d3r. for Cr and O given by WachteYsand Poirier, Kari, and
15 Csizmadia’ respectively. This basis set hass1®p, and
3d orbitals for each of the two Cr atoms in the unit cell, and
The evaluation of the integrals in E(.5) has been described 6s and 4p orbitals for each of the four O atoms. The expo-
in Ref. 12 for the case of cubic symmetry. For crystals withnents and coefficients used in this basis set are available on
arbitrary symmetry, the evaluation of these integrals is aequest. There are a total of 182 atomic basis functions. Thus
straightforward generalization of the procedure given in Refin order to obtain the CrQenergy bands, we diagonalized a
12. Convergence of the reciprocal lattice sums is speeded uk82x 182 complex Hamiltonian matrix at ea&point used
by employing a model potential that is added to the Fouriein the calculations. 24 points in the irreducible section of
series expansion fov(r) and subtracted by computing its the Brillouin zone were used in the self-consistent iterations,
matrix elements in direct spacé. and the self-consistent potential so obtained was then em-
In the self-consistency procedure, the new charge densitgloyed to calculate the energy bands at %8points in the
obtained in each iteration is given by irreducible section of the zone. The Gr@ittice constants
used in the present calculations a@re 4.421A, c=2.916A,

p(r):kZ |\If,(k,r)|2 (16) andu=0.3053.

occ.

where the sum ok is over the first Brillouin zone and the IIl. RESULTS

sum onl is over occupied states only. Using E36), we
obtain the following expression for the Fourier coefficients
of the charge density:
1
P(K)= Ny, 2 24 Cimi(K)Cinj(K)Sminj(k,K) (17

| occ. minj

A. Band structure and density of states

The Brillouin zone for the tetragonal structure is shown in
Fig. 1, which also illustrates the points and lines of symme-
try in the irreducible wedge, according to Matthef8s.

The overall magnetic moment is 2@ per Cr atom, in
agreement with experimeft.

ik _ The bands near the Fermi energy are shown in Fig. 2 for
_ -(k,K)=§ e ik-(R,+rm=rp)
Sml,nj m

0.4
xf uhi(r—=R,—ry+ry) , i J
02F T
xe (M ly () d3r. (18 T T
0.0 .
The self-consistent, spin-polarized Gr@alculations re- £ ; ﬂ Er
ported in this paper were done using the generalized LCGO % -0.2 %
method outlined above. In these calculations, 600 indepen- E ‘.._:.,,’Z
dent reciprocal lattice vectors were used to fit the exchange- = -¢.4 T
correlation potential in the interstitial region. During the self- * L
consistency process, only the first 40 Fourier coefficients of 0.6 %:_
the potential were allowed to change, since the changes be- L "
come very small by the 40th coefficient. The self-consistent -0.8

iterations were continued until the potential coefficients con-
verged to 10°. The atomic orbitalGaussiahbasis set used
in these calculations is obtained primarily from the basis sets

Z AT T MV A S ZUR W XaT

FIG. 2. Majority spin bands.
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FIG. 5. Minority spin density of states.

FIG. 3. Minority spin bands.
atom, already spin polarized, to occupy a band complex that

majority spin(7) and in Fig. 3 for minority spin(|). Our  can hold 3. Hence the system is metallic, and the Fermi level
results appear to be in good agreement with othein Fig. 2 is in the upper part of the,, group of bands.
calculations->® The bands shown are formed by the hybrid- Moreover, since the electrons are already spin polarized, we
ization of O (2) and Cr (31) orbitals. The bottom of this do not expect additional strong correlations that would fur-
complex is about 9.5 eV above the Osf2bands, which are ther split thet,q complex to yield an insulator. Even though
not shown in the figures. The densities of states are shown ithe Fermi energy falls in a minimum of the density of
Figs. 4 and 5. states, we think it is probable that tlde electrons remain
The figures illustrate the half metallic nature of Gr@he  metallic, as our calculation predicts. There is some contro-
minority spin bands are separated by a minimum gap of 1.34&ersy in regard to this point, which will be discussed subse-
eV (at k=0). The Fermi energy is in this gap, so that at quently.
T=0, the| states below the gap are full, and those above it Although the ionic picture explains both the magnetic mo-
are empty. The Fermi energy does intersect the majority spiment and the metallic behavior, it fails in regard to the dis-
bands: the] electrons are metallic, and the Fermi surfacetribution of charge. The calculations of Schwhand Matar
will be described below. The density of states at the Fermet al® find about four electrongabove the coreinside the
energy is 31.671¢ell Ry). Wigner Seitz spheres around the chromium atoms. However,
Although an ionic picture of the electronic structure can-the excess chargavith respect to the ionic pictuyes asso-
not be accepted without some reservations, it does suggestated withp-d hybridization—the charge belongs to wave
gualitative explanation of the major features. In this view,functions that arg-like on oxygen but retaird symmetry
the O (2p) bands are full. This is easy to see from theand  about Cr. Since botf and| states of these hybridized bands
structure of Fig. 3 in which bands holding 12 electrons perare occupied, thigl charge is magnetically inert, leaving the
cell lie below the Fermi energy. We might suppose that foutwo remainingd electrons on each site free to couple their
electrons per atonfof both sping have transferred from Cr spins ferromagnetically, in accord with Hund's rule.
to O, leaving Ct" ions in ad? configuration. These spins The calculatedd spin splittings support this ionic plus
align in accord with Hund'’s rulgThe ground state of a €& covalent picture. The exchange splitting of the predomi-
ion is °F). It is also clear from the figures that the upper nately O (2) bands is not zero, as it presumably would be
bands, which are predominately Crd)3 are split into a in a purely ionic picture, but it is small. At the top of the O
lower set that can hold 6 electrons per céjl,§ and an upper (2p) complex, comparison of the energies of corresponding
set that can hold 4¢;). Thet,, and e, groups of bands states reveals a quite small splitting of about 0.1 eV. It is
overlap only slightly. There are 2 Cr (3 electrons per larger at the bottom, about 0.4 eV, where we have bonding
pdo orbitals, but the spin splitting in the predominately Cr

100 i ‘ i i ' (3d) bands is much larger, mostly in the range of 1.3—-1.6
—_ I 1 eV. From the band view point, it is the difference in ex-
?O; 80r 7 change splittings of thp andd states that is responsible for
L 1 the half-metallic properties: thé d states are lowered and
g 60r . the | d states are raised with respect to the weakly gplit
3 1 states to the extent that tlle| states overlap thp in energy
%’ 401 . and thed | are raised above the Fermi energy.
g a0 -
= B. The Fermi surface

0 * X ! ' It is seen in Fig. 2 that the Fermi energy intersectsfthe

-08 -06 -04 -02E00 02 0.4

E (Ry) band in several places. This leads to a complex Fermi surface

that has both large hole and large electron portions,&@
FIG. 4. Majority spin density of states. compensated metal.
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kx
(c)

FIG. 6. (a) Electron Fermi surface: pillbox and needlés). Hole Fermi surface: the Crab&) Electron Fermi surfacédight) and hole
Fermi surfacgdark).

There is a large, closed, electron surface, “the pill box,” zone but will form closed, cross-shaped surfaces if four
around the zone center, extending about 40% of [thg zones are placed together at an edge. Cross sections of these
distance on thé, axis. It is shown in Fig. @) in a three- portions of the Fermi surface in tH8MAZ plane are shown
dimensional picture. The surface is relatively flat on top.in Fig. 7, and in thd"XRZ plane in Fig. 8.

There are also two cross-shaped surfgoee above the pill There is also a large hole Fermi surface, shown in a three-
box and one beloycentered on the zone edges, each withdimensional view in Fig. @) (“the Crabs”). Cross sections
four thin, needle shaped arms that run into the zone from thare shown in thd"MAZ plane (Fig. 7) and the'’XRZ plane
edges parallel to th& axes. As shown in Fig.(8), these (Fig. 8). This surface does not extend to the top of the Bril-
eight arms are separate structures inside the first Brillouitouin zone, nor does it include the center. There are two
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FIG. 7. Cross section of the electron Fermi surféesteadeg and
hole Fermi surfacélined) in the T'MAZ plane.

crabs; the long thin arms run around the body of the zone.
The hole and electron surfaces are shown together in Fig.

6(c). FIG. 9. Cross sections of the electron Fermi surféstgadel

Figure 9 S,hOWS c;ross sections of the_ Fermi surface in th’E‘lnd hole Fermi surfacgined) in the faces of the irreducible wedge.
faces of the irreducible wedge of the Brillouin zone. The top

face (ZRA) is not shown in the figure because there is no
Fermi surface in this face. not shown.

The CrG, Fermi surface reported by Mazin, Singh, and  tapje | gives cross sectional areas of the Fermi surface in
Ambrosch-Drax has a similar shape to the one given here,the I'XM (k,=0), TMAZ, and TXRZ planes. For each
. . 3 z ’ ’ .
however, there are several important differences: lane, the table lists the areas of only the largest surfaces, all
(1) The hole surface in the Mazin paper has hammerheadsy \yhich are closed surfaces in the full Brillouin zone. The
that are separated from each other by gaps. As a result of thg, et cross section for the electron surfaces is iRz

gaps between the hammerheads, this hole surface does nglne \hile the largest one for the hole surfaces is in the

make contact with the sides of the Brillouin zone. In con-rMAZ plane. The areas given in Table | are extremal cross
trast, the hole surface given here does not have hammerheaé’qi?

74 R

electron structures are mentioned in the Mazin paper but are

X . . ctions of the Fermi surface. They can be measured experi-
bhut instead h.asI a contlnuogls bmﬂ that touches the sides entally, since the frequency of high-field and low-
the zone at circles centered on teaxes. emperature de Haas-van Alphen oscillations of the magnetic

(2) The hole surface in the Mazin paper touches the top o

S . usceptibility is proportional to the area of extremal cross
the Brillouin zone at theZ point, whereas the hole surface ggfigng of the Fermi surface normal to the direction of the

given here does not make contact with the top of the zone
(3) The electron surface given here includes eight needle-
shaped arms that are aligned parallel to $iexes. Such

Table Il gives values of the effective masg for orbits

around the extremal cross-sectional areas of the Fermi sur-

face. The effective mass is proportional to the derivative of

R the cross-sectional area with respect to energy, evaluated at
the Fermi energy, according to the equation

R

. 1 oA 19
= 2n E (19
We approximated these derivatives with ratios of changes in
X the areasAA to corresponding changes in the enetyl.

TABLE |. Extremal cross-sectional areas of the Fermi surface of
CrO,, in units of area in reciprocal space.

I'XM I'MAZ I'XRZ
Electron 0.25 0.23 0.26
R Z R surfaces
Hole 0.12 0.06
FIG. 8. Cross section of the electron Fermi surféesteaded and surfaces

hole Fermi surfacélined) in the 'XRZ (k,=0) plane.
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TABLE IlI. Effective masses for selected orbits, in units of free using the LSDA and an improved form of the LCGO
electron mass. method. The LCGO method, as revised, was briefly de-
scribed. We found that CrQs a half-metallic ferromagnet,

I'’XM 'MAZ '’XRZ XMAR in agreement with previous calculatidfs® and recent
Electron 0.48 0.49 0.58 experiments®!! and in sharp contrast to an earlier photo-
orbits emission experiment that failed to find a Fermi edgkhe
Hole 050 principal contribution of this work is a detailed description of
orbit the predicted Fermi surface. We think that additional mea-

surements relevant to the Fermi surface are particularly im-
portant because of the clear contrast between the earlier pho-
We used values foAE of 0.01 and 0.005 Ry around the toemi_ssion experiment and both theoretical and recent
Fermi energy and averaged the results from these two valugXPerimental work. Such measurements could also provide
to obtain the effective masses listed in Table II. For a giverfdditional information regarding the possible use of £
plane, only the largest cross-sectional area has been consfgeVices that require spin-polarized electrons.

ered in these calculations. As shown in the table, the largest OUr predictions concerning the Fermi surface should be
electron effective mass is the one for an orbit in iRz testable either through photoemission or de Haas-van Alphen
plane. We note that the hole effective mass is negative, ifffect measurements provided that single crystals can be
agreement with Hall-effect measurements. These values &0wn. We think such measurements would be of great in-
the effective mass should permit additional comparisons witherest regarding the ability of density functional theory to
experiment, asn* appears in several measured quantitiesdescr'be an unusual, metallic, transition-metal oxide.
including the cyclotron frequency and the transverse Hall

voltage.
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