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Condensation energy and spectral functions in high-temperature superconductors
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If high-temperature cuprate superconductivity is due to electronic correlations, then the energy difference
between the normal and superconducting states can be expressed in terms of the occupied part of the single-
particle spectral function. The latter can, in principle, be determined from angle-resolved photoemission
~ARPES! data. As a consequence, the energy gain driving the development of the superconducting state is
intimately related to the dramatic changes in the photoemission line shape when going belowTc . These points
are illustrated in the context of the ‘‘mode’’ model used to fit ARPES data in the normal and superconducting
states, where the question of kinetic-energy versus potential-energy-driven superconductivity is explored in
detail. We use our findings to comment on the relation of ARPES data to the condensation energy and to
various other experimental data. In particular, our results suggest that the nature of the superconducting
transition is strongly related to how anomalous~non-Fermi-liquid-like! the normal-state spectral function is
and, as such, is dependent upon the doping level.
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I. INTRODUCTION

The origin of high-temperature superconductivity in t
cuprates is still a matter of great debate. Recently, there h
been several different theoretical proposals for the mec
nism of high-Tc superconductivity, each of which leads to
characteristically different reason for the lowering of the fr
energy. This has focused attention on how various spec
scopic probes can yield information on the source of
condensation energy which drives the formation of the
perconducting ground state.

The first, and perhaps the most radical, proposal is
interlayer tunneling theory of Anderson and co-worke
where it is conjectured that the condensation energy is du
a gain in thec-axis kinetic energy in the superconductin
state.1 Some measurements of thec-axis penetration depth2

are in conflict with the predictions of this theory. Othe
such as recentc-axis optical conductivity data3 indicating a
violation of the optical sum rule, are in support of this h
pothesis, although alternative explanations have been
posed for these observations.4 An even more unusual sugge
tion has been recently made by Hirsch and Marsiglio,5 where
they argue that the bulk of the condensation energy co
from a gain in the in-plane kinetic energy. A rather differe
approach proposes the lowering of the Coulomb energy
the long-wavelength, infrared region,6 which has not been
experimentally tested as yet. A fourth approach advocat
lowering of the exchange energy in the superconducting s
due to the formation of a resonant mode in the dynamic s
PRB 610163-1829/2000/61~21!/14742~9!/$15.00
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susceptibility7,8 nearq5(p,p,p), and has recently receive
experimental support from neutron scattering studies.9

We note that all of the above proposals focus on a par
the Hamiltonian describing the system: either a part of
kinetic energy or a part of the interaction energy. Cor
spondingly, the experiments to test these ideas focus on
particle correlation functions in a specific region of mome
tum and frequency space.

In this paper we propose to exploit a very general ex
relation between the one-particle Green’s function of a s
tem and its internal energy@see Eq.~1! below#. This ap-
proach, in principle, allows us to determine the ‘‘source’’
the condensation energywithout making anya priori as-
sumptions about which piece of the Hamiltonian is resp
sible for the gain in condensation energy. The exact exp
sion used involves moments of the occupied part of the o
electron spectral function, and since this quantity is direc
related10 to angle-resolved photoemission spectrosco
~ARPES! measurements, our approach also appears v
promising from a practical point of view.

As a specific illustration of this general framework, w
study the condensation energy for a very simple self-ene
for the normal and superconducting states which captures
essential features of the observed ARPES line shapes
so-called mode model.11–13This analysis leads to several in
teresting conclusions as discussed below, but most im
tantly, it suggests an intimate connection between the na
of the normal-state spectral function~Fermi liquid or non-
Fermi liquid!, the formation of sharply defined quasipartic
14 742 ©2000 The American Physical Society
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excitations belowTc , and the gain in free energy in th
superconducting state.

This paper is organized as follows. In Sec. II, the form
ism relating the condensation energy to the spectral func
is developed. In Sec. III, the mode model is introduced, a
the nature of the resulting condensation energy is discus
In Sec. IV, our observations concerning ARPES spectra
used to comment on the results of previous spectrosc
studies, as well as the origin of the condensation energy
Sec. V, we address the question of the nature of the su
conducting transition versus hole doping. In Sec. VI, we
fer some concluding remarks. Finally, we include two app
dixes. Appendix A further explores questions raised in S
II in regards to the full Hamiltonian and the virial theorem
In Appendix B, we comment on the applicability of the fo
malism of Sec. II to experimental data~ARPES and tunnel-
ing!.

II. FORMALISM

We begin with the assumption that the condensation
ergy does not have a component due to phonons, thoug
we mention below, this condition can be relaxed. We n
that at optimal doping, the isotope exponenta is essentially
zero,14 and Chester15 proved that the change in ion kinet
energy between superconducting and normal states van
for a50. To proceed, we assume an effective single-b
Hamiltonian which involves only two-particle interaction
~possible limitations of this assumption will be discussed
low!. Then, simply exploiting standard formulas16,17 for the
internal energyU5^H2mN& (m is the chemical potentia
and N the number of particles! in terms of the one-particle
Green’s function, we obtain

UN2US5(
k
E

2`

1`

dv~v1ek! f ~v!@AN~k,v!2AS~k,v!#,

~1!

where the spin variable has been summed over. Here
below the subscriptN stands for the normal state,S for the
superconducting state.A(k,v) is the single-particle spectra
function, f (v) the Fermi function, andek the bare energy
dispersion which defines the kinetic energy part of
Hamiltonian. Note that themN term has been absorbed in
v andek ; that is, these quantities are defined relative to
appropriate chemical potentialmN or mS . In general,mN and
mS will be different. This difference has to be taken in
account, since the condensation energy is small.

The condensation energy is defined by the ze
temperature limit ofUN2US in the above expression. Not
that this involves defining~or somehow extrapolating to! the
normal-state spectral function atT50. Such an extrapola
tion, which we return to below, is not specific to our a
proach, but required in all estimates of the condensation
ergy. We remark that Eq.~1! yields the correct condensatio
energyN(0)D2/2 for the BCS theory of superconductivity.18

We also note that Eq.~1! can also be broken up into tw
pieces to individually yield the thermal expectation value
the kinetic energy@using 2ek in the parentheses in front o
f (v)], and that of the potential energy~using v2ek in-
stead!. Further, this expression can also be generalized to
-
n
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free energy by including the entropy term as discussed
Wada.19 Moreover, if the phonons can be treated in a h
monic approximation, the terms missing in Eq.~1! ~half the
electron-phonon interaction and all other phonon terms! re-
duce to twice the phonon kinetic energy.17,19 The phonon
kinetic energy can then be determined if the isotope coe
cient is known.15 For a51/2, the missing terms in this ap
proximation reduce to twice the condensation energy, so
Eq. ~1! is realized again, but with anegativesign.

The great advantage of Eq.~1! is that it involves just the
occupied part of the single-particle spectral function, wh
is measured by angle-resolved photoemiss
spectroscopy.10 Therefore, in principle, one should be able
derive the condensation energy from such data, if an ap
priate extrapolation of the normal-state spectral function
T50 can be made. On the other hand, a disadvantage is
the bare energiesek are a priori unknown. Note that these
are not directly obtained from the measured ARPES disp
sion, which already includes many-body renormalizatio
nor are they simply determined by the eigenvalues of a b
calculation, as such calculations also include an effective
tential term. Rather, they could be determined by project
the kinetic energy operator onto the single-band subsp
Methodologies for doing this when reducing to an effecti
single-band Hubbard model have been worked out for
cuprates20 and could be exploited for this purpose.

Equation~1! trivially reduces to the following:

UN2US5(
k

ek@nN~k!2nS~k!#

1E
2`

1`

dv v f ~v!@NN~v!2NS~v!#, ~2!

wheren(k) is the momentum distribution function andN(v)
the single-particle density of states. While ARPES has
advantage of giving information on both terms in this expr
sion, other techniques could be exploited as well for the
dividual terms in Eq.~2!. For instance,n(k) in principle can
be obtained from positron annihilation or Compton scatt
ing, while N(v) could be determined from tunneling dat
although matrix elements could be a major complication
both tunneling and ARPES.

We conclude this section with some remarks about a lo
energy effective single-band Hamiltonian used to derive
~1! versus thefull Hamiltonian of the solid which includes
quadratic dispersions for all~valence and core! electrons and
ionic kinetic energies, together with all Coulombic intera
tions ~see, e.g., Ref. 15!. As shown by Chester15 the full H
can be very useful for studying the condensation energy.
discuss some points related to such a description in App
dix A.

Here we only wish to emphasize one important po
which will come up later in our analysis. In terms of the fu
Hamiltonian, the transition to the superconducting state m
be driven by a gain in the potential energy~ignoring ion
terms for this argument!, as is intuitively obvious and also
rigorously shown by Chester using the virial theorem. Ho
ever, the kinetic energy terms in the effective single-ba
Hamiltonian can~and in general do! incorporate effects of
the potential energy terms of the full Hamiltonian. Furth
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14 744 PRB 61NORMAN, RANDERIA, JANKÓ, AND CAMPUZANO
there is no virial theorem restriction on the expectation v
ues of the kinetic and potential terms of the effective Ham
tonian~since these do not, in general, obey the requisite
mogeneity conditions!. As a consequence, there is nothi
preventing the effective low-energy Hamiltonian from ha
ing a superconducting transition driven by a lowering of t
~effective! kinetic energy.

III. MODE MODEL

To illustrate the power of the formalism, as well as som
of the subtleties discussed above, we now analyze the
densation energy arising from a spectral function descri
by a simple model self-energy which captures some of
essential features of the ARPES data in the important reg
of the Brillouin zone near (p,0) in the cuprates. These fea
tures are~1! a broad normal-state spectral functionA which
seemsT independent in the normal state~except in the un-
derdoped case, where there is a pseudogap which fills inT
increases!, and thus can be used as the extrapolated ‘‘n
mal’’ state AN down to T50 in Eq. ~1!; ~2! a
superconducting-state spectral functionAS which shows a
gap, a sharp quasiparticle peak, and a dip-hump structu
higher energies. At a later stage, we will have to make so
reasonable assumptions about thek dependence of the spec
tral functions to perform the zone sum in Eq.~1!.

These nontrivial changes in the ARPES line shape go
from the normal to the superconducting state have b
attributed11,12 to the interaction of an electron with an ele
tronic resonant mode belowTc , which itself arises self-
consistently from the line shape change. Strong argum
have been given which identify this resonant mode with o
observed by magnetic neutron scattering.11,13 Thus our
analysis below will also have bearing upon the argume
mentioned in the Introduction which relate the reson
mode directly to changes in the exchange energy.

The simplest version of the resonant mode model i
self-energy of the form

S5
G

p
lnUv2v02D

v1v01DU1 iGQ~ uvu2v02D!, ~3!

wherev0 is the resonant-mode energy,D the superconduct
ing energy gap, andQ the step function.~A more compli-
cated form has been presented in earlier work.12! This self-
energy is then used in the superconducting state spe
function18

A5
1

p
Im

Zv1e

Z2~v22D2!2e2
, ~4!

where Z512S/v. We note that for this form ofS, the
spectral functionAS will consist of twod functions located
at 6E, whereE satisfies two conditions:~1! it has a value
less thanv01D and~2! the denominator of Eq.~4! vanishes.
The weight of thed functions is then determined as22

udA21(6E)/dvu. In addition, there are incoherent pieces f
uvu greater thanv01D. We use the same self-energy for th
~extrapolated! normal state withD50 andv050, so thatAN
reduces to a Lorentzian centered ate with a full width at half
maximum of 2G.
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To begin with, for simplicity, we treat bothv0 andD as

momentum independent. It is straightforward to evaluate
~1! with the sum over momentum reducing to an integ
over e. In Fig. 1~a!, we plot the integrand of thee integral
~i.e., after thev integral has been done!. The parameters
used are the same ones used earlier12 to fit ARPES data near
optimal doping at the (p,0) point. The result is somewha
surprising. The integrand is negative fore near zero~i.e., k
nearkF) and positive fore far enough away. This should b
contrasted with the BCS result,23 shown in Fig. 1~b!, where
the contribution atkF ~which is D/2) is maximal and posi-
tive.

To gain insight into this unusual result, we also show
Fig. 1~a! the decomposition of this result into kinetic an
potential energy pieces. Unlike BCS theory@Fig. 1~b!#,
where the condensation is driven by the potential energy
the mode model case, it is kinetic energy driven. To und

FIG. 1. ~a! Condensation energy contributionEcond vs single-
particle energye for the model self-energy of Eq.~3!. As discussed
in the text, the quantity plotted is the result~as a function ofe) after
the v integration is done in Eq.~1!. The parameters areG5230
meV, D532 meV, andv0541.6 meV, which were obtained from
fits to ARPES spectra at (p,0) ~Ref. 12!. The normal state is ob-
tained by settingv0 andD to zero. The dotted lines are a decom
position ofEcond into separate kinetic and potential energy piec
~b! Condensation energy contribution for the BCS theory using
sameD. ~c! A repeat of ~a!, but with the superconducting stat
replaced by the normal state withv0541.6 meV~and so labeled as
DE instead ofEcond).
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stand the unusual decrease in the kinetic energy as one
below Tc , we show in Fig. 2 the momentum distributio
function n(k) plotted versuse. Note that in contrast to BCS
theory,n(k) is sharperin the superconducting state than
the normal state. The reason is very simple. The~extrapo-
lated! normal state is subject to a large broadeningG all the
way down toT50 which smears outn(k) on the scale ofG.
At T50 the result is simplynN(k)51/22tan21(e/G)/p. In
the superconducting state, althoughD broadensn(k) as in
BCS theory, one now has quasiparticle peaks. The effec
this on sharpeningn(k) is much larger than the broadenin
due toD ~for D!G), so the net effect is a significant shar
ening. As a consequence, the kinetic energy is lowered in
superconducting state.

Note that these counterintuitive results would not ha
been obtained hadv0 retained the same~nonzero! value in
the normal state. In this case, sharp quasiparticles would
ist in the normal state, and all of our usual expectations
fulfilled: nN(k) would have had a step discontinuity~also
illustrated in Fig. 2!, and the normal-state kinetic energ
would have been considerably lower than the supercond
ing one. In fact, for this situation, the model is equivalent
that of Einstein phonons in an approximation where the
is treated as a~real! constant in frequency.18 However, the
normal-state ARPES data near (p,0) are clearly consisten
with v050 and areT independent with aG@T, which sug-
gests that theT50 extrapolation used here is reasonable

These points are further illustrated in Fig. 1~c!, where we
show the energy difference between the normal state withv0
nonzero and the normal state withv0 zero. Note the similar-
ity to Fig. 1~a!; i.e., the unusual behavior in Fig. 1~a! is due
to the formation of a gap in the incoherent part of the sp
tral function, with the resulting appearance of quasiparti
states, and thus not simply due to the presence of a su
conducting energy gapD. Now, in the real system, it is the
transition to a phase-coherent superconducting state w
leads to the appearance of the resonant mode at non
energy, which causes the gap in ImS, which results in the
incoherent gap and quasiparticles, which in turn gener

FIG. 2. Momentum distribution function vse in the supercon-
ducting state~SC!, normal state withv050 ~NS!, and in the normal
state withv0541.6 meV~NS mode!. Same parameters as Fig. 1
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of

e

e

x-
re

t-

p

-
e
er-

ch
ero

es

the mode. Although this self-consistency loop clearly in
cates the electron-electron nature of the interaction~as op-
posed to an electron-phonon one!, the connection of these
effects with the onset of phase coherence~as opposed to the
opening of a spectral gap, which is known to occur a
higher temperatureT* ) is not understood at this time. Tha
is, the mode model is a crude simulation of the consequen
of some underlying microscopic theory which has yet to
developed.

As for the potential energy piece, we note that the con
bution to Eq.~1! at kF ~where ek50) reduces to the firs
moment of the spectral function. In Fig. 3~a!, we plot the
spectral function atkF in both the normal and superconduc
ing states.~For illustrative purposes, we have replaced thed
function peaks in the superconducting state by Lorentzi
of half width at half maximum 10 meV!. From this plot, we
note that the quasiparticle peaks give a positive contribu
to the condensation energy, but that at higher energies~large
uvu), there is a negative contribution. This negative con
bution is very important because it is weighted byv in the
integrand of Eq.~1!. To see this quantitatively, we plot in
Fig. 3~b! the first moment difference at the Fermi surfa
(ek50) as a function of the lower cutoff on thev integration
~the upper cutoff atT50 is v50). We clearly see the posi
tive contribution due to the quasiparticle peak and the~5
times larger! negative contribution due to the incoherent ta
This explains why the net contribution from the potent
energy term is negative. We can contrast this with B
theory, where only the quasiparticle part exists, and so
net contribution is positive.

An interesting question concerns what happens in
model as the broadeningG is reduced. In Fig. 4, we show
results as for Fig. 1~a!, but for variousG values. AsG is

FIG. 3. ~a! Spectral function at the Fermi surface (e50) in the
superconducting~SC! and normal states~NS!. ~b! First moment
contribution of~a! to the condensation energy vs the lower cutoff
the v integration in Eq.~1!. Note the positive contribution of the
quasiparticle peak and the large negative contribution from
high-energy tail. Same parameters as Fig. 1.
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reduced and becomes comparable toD, one crosses ove
from the unusual behavior in Fig. 1~a! to a behavior very
similar to that of BCS theory in Fig. 1~b!. That is, the con-
densation energy crosses over from being kinetic ene
driven to being potential energy driven. This is not a s
prise, since in the limit thatG goes to zero, the model re
duces to BCS theory. The physics behind this, though
quite interesting. For largeG, the normal state is very non
Fermi-liquid-like. AsG is reduced, though, the normal sta
becomes more Fermi-liquid-like.24 As a consequence, on
crosses over from being kinetic energy driven to poten
energy driven~when G;D). The relation of kinetic energy
driven behavior with the presence of a non-Fermi-liquid n
mal state and a Fermi liquid superconducting state was r
ized early on by Anderson25,1 and will be returned to again in
Sec. IV. Figure 4 also draws attention to the fact that be
kinetic or potential energy driven is a relative point. Note
Fig. 4~b! that nearkF , the two contributions have thesame
sign. Individual terms, such as the potential energy in F
4~b! and the kinetic energy in other cases we have explo
can even change sign as a function ofek .

A noteworthy feature of the above calculations is t
large contribution in Figs. 1 and 4 at largeueu. In particular,
in most cases, the bulk of the contribution to the conden

FIG. 4. Condensation energy contribution, as in Fig. 1~a!, for ~a!
G516 meV,~b! 32 meV, and~c! 64 meV. HereD andv0 are both
32 meV. Note the crossover from kinetic-energy-driven behavio
potential-energy-driven behavior asG is reduced.
y
-

is

l

-
l-

g

.
d,

a-

tion energy comes well away from the Fermi surface,
contrast to BCS theory. In Fig. 1~a!, this is due to the large
G, which leads to a substantial rearrangement of the spe
function even for largeueu, causing large contributions to
both the potential and kinetic energy pieces. Even in the c
of Fig. 4~a!, whereG is quite small, there is still a potentia
energy contribution at largeueu. This can be traced to the ga
in the incoherent part of the spectral function, with the
sulting spectral weight being recovered aroundv5e, lead-
ing to a potential energy shift. Even in the BCS case, F
1~b!, the individual potential and kinetic energy pieces wou
not converge if integrated over an infinite range ine. In BCS
theory, this is corrected by an ultraviolet cutoff~the Debye
frequency!. We elect not to include such a cutoff in the mod
model, since it would be lead to another adjustable para
eter, and thee integral is bound by the band edges, and so
convergent. In the real system, the ‘‘mode’’ effects in t
spectral function disappear as one approaches the b
edges, and as discussed in the following paragraph, this
fect can be crudely simulated by setting the mode ene
proportional toDk , the latter quantity in thed-wave case
vanishing along the zone diagonal where the band edges
located.

Although we plot only the differences in Figs. 1, 3~b!, and
4, the individual normal- and superconducting-state ter
are quite large. This raises the question of what the valu
Eq. ~1! would actually be if summed over the zone. To d
this, we must make some assumptions about what the
mentum dependence of various quantities is. For simplic
sake, we will treatG ask independent, though we note th
available ARPES data are consistent with this quantity be
reduced in size as one moves from (p,0) towards the Fermi
crossing along the (p,p) direction. In the first sum, denote
by case~a!, we treatD and v0 as k independent. In the
second sum, denoted by case~b!, we replaceD by Dk
5D0@cos(kxa)2cos(kya)#/2, whereDk is the standardd-wave
gap function, but still retain ak-independentv0. In the third
sum ~c!, in addition to thed-wave Dk we also takev0
5cuDku, with thek dependence ofv0 crudely simulating the
fact that the mode effects in the spectral function are redu
as one moves away from the (p,0) points of the zone.12 The
values of these parameters are the same as used in Fig.~a!,
and are consistent with ARPES and neutron data for Bi2
(G5230 meV,D0532 meV,c51.3). To perform the zone
sum, we have to make some assumptions on what theek are.
As the mode model is designed to account for the differe
between the normal state and superconducting state, we
to use normal state ARPES dispersions forek ,26 though we
caution that this represents a different choice for the ‘‘
netic’’ energy part of the effective single-band Hamiltonia
than is typically used.27 Because this dispersion has particl
hole asymmetry, the chemical potential will not be the sa
in the superconducting state as in the normal state.
chemical potential is thus tuned to achieve the same den
~a hole dopingx50.16) as the normal state. Note that t
normal state density itself is a function ofG ~we assume
v050 for the normal state!.

Performing the zone sum, we find condensation energ
of 13.6,13.3, and11.1 meV, per CuO plane, for cases~a!,
~b!, and ~c!, respectively. We note that the last result is t
more physically appropriate, and though small, is somew

o
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larger than the condensation energy of 1/4 meV per pl
estimated by Loramet al. from specific heat data for optima
doped YBa2Cu3O7 ~YBCO!.28 The above values will be re
duced if a more realistick,v dependence is used forG,
since, as we noted above,G decreases as one moves aw
from (p,0). As consistent with Fig. 1~a!, the contribution to
the condensation energy is negative for an anisotropic s
around the Fermi surface~due to the anisotropy ofDk and
ek) and positive outside of this shell. Again, this will b
sensitive to thek dependence ofG, as can be seen from Fig
4. We also remark that there are chemical potential shift
12.6, 12.1, and11.4 meV, respectively, for cases~a!, ~b!,
and ~c!. Again, the last value is the more physically appr
priate. It is very interesting to note that somewhat sma
positive shifts~around10.6 meV! have been seen exper
mentally in YBCO.29 These shifts are a consequence
particle-hole asymmetry and the change innk when going
into the superconducting state.

IV. CONNECTIONS WITH PREVIOUS WORK

While a quantitative evaluation of Eq.~1! using experi-
mental data as input on the right hand side must await fur
progress as discussed in Appendix B, several qualita
points can be made even at this stage. From Eq.~1!, there is
a one to one correspondence between the changes in
spectral function and the condensation energy. That is,
condensation energy is due to the profound change in
shape seen in photoemission data when going belowTc .
When summed over the zone, this in turn leads to change
the tunneling density of states@second part of Eq.~2!#. These
spectral function changes cause, and are themselves ca
by, changes of various two particle correlation functio
such as the optical conductivity and the dynamic spin s
ceptibility, which have previously been used by others
comment about the nature of the condensation energy.

In this context, we now discuss the earlier work conce
ing the c-axis conductivity. The most dramatic changes
the ARPES line shape when going belowTc occur near the
(p,0) points of the zone. It is exactly these points of the zo
which appear to have the largestc-axis tunneling matrix el-
ements associated with them.31 Previous work has found a
strong correlation between thec-axis conductivity and
ARPES spectra near the (p,0) points of the zone.32,4 There-
fore, it is rather straightforward to speculate that it is t
formation of strong quasiparticle peaks in these regions
the zone and the resulting changes in the spectral functio
higher binding energy, which are responsible for the low
ing of the c-axis kinetic energy. We note that earlie
Anderson25,1 had remarked that if the quasiparticle weight
coming from high binding energy, then one would expec
lowering of the kinetic energy. This in fact is what is occu
ing in the mode model calculations, though we note from
work that the true quantity which determines the sign of
kinetic energy change in the vicinity ofkF is the gradient of
the momentum distribution function atkF .

We also remark that the change inc-axis kinetic energy
has been recently addressed by Ioffe and Millis in the con
of the same mode model used in the current paper.4 These
effects would enter directly in Eq.~1! by including ac-axis
tunneling contribution toek .4 As for the in-plane kinetic
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energy, it is so large that it is difficult to determine its co
tribution to Eq.~1! from optical conductivity data because o
some of the same normalization concerns mentioned in
pendix B in regards to ARPES and tunneling data. Still,
the mode model calculation is a reflection of reality, we c
speculate thatn(k) will probably sharpen in the supercon
ducting state, leading to a lowering of the in-plane kine
energy. How large the effect will be is somewhat difficult
determine, in that the same regions of the zone where la
changes are seen in the ARPES line shape are also ch
terized by small Fermi velocities~the optical conductivity
involves a zone sum weighted byvF

2). Along the (p,p)
direction, for instance, there is still some controversy co
cerning how dramatic the line shape change is belowTc .33,34

Also, as can be seen from Fig. 4, this question is very
pendent on the variation of the normal state line shape in
zone. Although the line shape near (p,0) is highly non-
Fermi-liquid-like, the behavior along the (p,p) direction ap-
pears to be marginal Fermi-liquid-like.33,34 As remarked in
Sec. III, the more Fermi-liquid-like the normal state lin
shape is, the greater the tendency is to switch over to po
tial energy driven behavior instead. Improved experimen
tion should again lead to a resolution of these issues.

This brings us to the question concerning the relation
the magnetic resonant mode observed by neutron scatte
to the condensation energy. All calculations of the reson
mode assume the existence of quasiparticle peaks. In
absence of such quasiparticle peaks, a sharp resonance
expected. That is, the sharp resonance observed by ne
scattering and the resulting lowering in the exchange ene
part of thet-J Hamiltonian are again a consequence of t
formation of quasiparticle states. In this context, it is impo
tant to note that thed-wave coherence factors associated w
quasiparticle states are important for the formation of
resonance, whether in the context of calculations in
particle-hole channel35 or in the particle-particle scenari
proposed by Demler and Zhang.36 In any case, this again
supports our statement, motivated by Eq.~1!, that it is the
dramatic change in the ARPES spectra belowTc which is the
source of the condensation energy.

In this regard, we note a puzzling feature in connect
with the mode model. Although it was designed to take in
account the effect of the magnetic resonance mode on
spectral function, the condensation in the mode model is
netic energy driven. This is in contrast to the potenti
energy-driven nature of the condensation with the reson
mode discussed in the context of thet-J model,7–9 despite
the same underlying physics. There are two possibilities
this apparent discrepancy. First, the breakup of the Ham
tonian into potential and kinetic energy pieces depends
the particular single-band reduction which is done. The
perexchange energy, which is a kinetic energy effect at
level of the Hubbard model,30 appears as a potential energ
term when reduced to thet-J Hamiltonian. In the mode
model, the kinetic energy is equated toek based on normal-
state ARPES dispersions,27 while the potential energy term
leads to effects described by theS of Eq. ~3!.

The second possibility is that the argument of Ref. 8
confined to low energies of orderD. As demonstrated in Fig
3~b!, if the mode model is confined to such energy scales,
first moment~i.e., the potential! term would reverse sign
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since the quasiparticle peak always gives a positive con
bution to the first moment. That is, one would expect
resonance to lower the exchange energy since it is a co
quence of the quasiparticle states, which lower the poten
energy in Eq.~1!. It is the difference in the high-energ
incoherent tails~Fig. 3!, though, which is ultimately respon
sible for the increase of the net potential energy in Fig. 1~a!.
This would imply that the neutron scattering results9 may
change if more complete data at higher energies and othq
values are obtained. That is, the true answer will depend
where the weight for the neutron resonance is coming fro
in complete analogy to the earlier mentioned argumen
Anderson25 in regards to where the quasiparticle weight
coming from.

This discussion again emphasizes that the current de
concerning kinetic-energy-driven superconductivity vers
potential-energy-driven superconductivity must be kept
proper context, as the very definition of the kinetic and p
tential pieces is dependent upon what effective low-ene
Hamiltonian one employs and what energy range one c
siders.

V. DOPING DEPENDENCE

The condensation energy as estimated from specific
is known to decrease strongly as the doping is reduce28

This is despite the increase of the spectral gap.37,38,13There
are two reasons for this suggested by the above line of
soning. First, the normal state itself atTc already exhibits a
large spectral gap, the so-called pseudogap, which ac
reduce the difference in Eq.~1!. Second, the weight of the
quasiparticle peak strongly decreases as the doping
reduced.13 This reduces the quasiparticle contribution to bo
the first moment and ton(k). We caution that the normal
state extrapolation down toT50 will be more difficult to
estimate for underdoped experimental data because of
influence of the pseudogap, which is known to fill in as
function of temperature.39 Still, the available underdope
ARPES and tunneling data are certainly in support o
smaller condensation energy than overdoped data due to
pseudogap, which is in agreement with conclusions base
specific heat data.40 The new contribution to these argumen
is the strong reduction of the weight of the quasiparticle p
in the underdoped case which makes the condensation
ergy smaller still. In fact, based on our arguments, the str
reduction of the superfluid density upon underdoping is
most certainly connected with the strong reduction in
quasiparticle weight.

Finally, Anderson41 has speculated that the supercondu
ing transition temperature is potential energy driven on
overdoped side and kinetic energy driven on the underdo
side. This is a distinct possibility, sinceG is known from
ARPES data33 to be strongly reduced as the doping increa
on the overdoped side, and as Fig. 4 demonstrates, one m
expect~if the mode model is a reflection of reality! a cross-
over from kinetic-energy-driven behavior to potentia
energy-driven behavior asG is reduced. In this context, w
note the result of Basovet al3 that the lowering of thec-axis
kinetic energy appears to be confined to the underdoped
of the phase diagram. Moreover, if one attributesT* on the
underdoped side to the onset of pairing correlations,42 then
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one anticipates a potential energy gain due to pairing to
cur at this finite temperature crossover. AtTc , phase coher-
ence in the pair field is established, and the resulting qu
particle formation43 and related spectral changes could le
to a kinetic-energy-driven transition of the sort discuss
above. We emphasize ‘‘could,’’ since in the context of E
~1!, there is no unambiguous evidence yet from real ARP
data that such is the case.

VI. CONCLUDING REMARKS

We conclude this paper by noting that the above ar
ments based on condensation energy considerations h
lights one of the key question of the high-Tc problem: why
do quasiparticle peaks only appear belowTc? This is espe-
cially relevant in the underdoped case, since the spectral
turns on at a considerably higher temperature thanTc , but
the quasiparticle peaks again form only atTc .43 This implies
that there is a deep connection between the onset of p
coherence in the pair field and the onset of coherence in
single electron degrees of freedom.1 We suggest that the un
derstanding of this connection will be central to solving t
high-Tc problem. The result of the current paper is that E
~1! brings this issue into much sharper focus. In particular
a cautionary note, the incoherent part of the spectral func
is likely to be as important as the quasiparticle componen
determining the condensation energy~Fig. 3!. That is, it is
the overall shape of the spectral function@the peak-dip-hump
behavior of Fig. 3~a!#, rather than just the quasiparticle pa
which is ultimately responsible for the total condensati
energy. We believe that experimental data analyzed in
context of Eq.~1! will play an important role in providing a
solution to the high-Tc problem.
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APPENDIX A: THE FULL HAMILTONIAN AND THE
VIRIAL THEOREM

In this appendix, we make further comments on so
issues which were briefly discussed at the end of Sec
relating to the use of the full Hamiltonian versus an effect
single-band Hamiltonian.

We note that as written, Eq.~1! does not apply to thefull
Hamiltonian of the solid which includes all the electron
and ionic degrees of freedom together with their Coulom
interactions as discussed in Ref. 15. In principle an exp
sion similar to Eq.~1! could be written if the quantities in
Eq. ~1! were replaced by matrices in reciprocal latti
space.44 For our purposes, where an energy difference is
ing looked at, a unitary transformation to band index spa
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would be desirable. The resulting off-diagonal terms wo
then represent interband transitions. These could be of po
tial importance, even for the energy difference. For exam
the violation of thec-axis optical conductivity sum rule3 im-
plies a change in interband terms so that the total optical
rule is satisfied.

The usefulness of the full Hamiltonian is that one can u
the virial theorem15,21 2K2nV23PV50, exploiting the
fact that the kinetic energyK is a homogeneous function o
order 2 in momentum, and the potential energyV is a homo-
geneous function of ordern in position. HereP is the pres-
sure andV denotes the volume. For Coulomb forcesn5
21, and ignoring the pressure terms~which are negligible at
ambient pressure!, this reduces to 2K1V50.

If we assume that the form of Eq.~1! applies to the full
Hamiltonian~which could be possible if all interband term
dropped out of the energy difference, as well as all electr
ion and ion-ion terms!, then by using the virial theorem, th
right hand side of Eq.~2! can be shown to reduce to 2/3 th
first moment of the density of states atT50. In addition, the
change in the kinetic energy would be the negative of
condensation energy, with the potential energy twice
condensation energy.

This reduced form of Eq.~2!, though, must be treate
with extreme caution, and is likely not useful to the proble
at hand. The reason is that the kinetic energy and pote
energy terms of the full Hamiltonian are not the same as
kinetic and potential energy terms of the effective sing
band Hamiltonian. It is only for the former that the viria
theorem manipulations would be allowed. As an examp
BCS theory obeys Eq.~2!, but not the reduced form.

APPENDIX B: COMMENTS ON ARPES AND TUNNELING

The purpose of Sec. III was to demonstrate how Eq.~1!
works out in practice for a model where exact calculatio
could be done. This is important when considering real
perimental data. We have spent considerable effort analy
Eqs. ~1! and ~2! using experimental data from ARPES an
tunneling as input, and plan to report on these endeavors
future publication. But given what we have learned from t
mode model, some of the problems associated with an an
sis based on experimental data can be appreciated. Firs
condensation energy is obtained by subtracting two la
numbers. Therefore, normalization of the data become
central concern. Problems in this regard when conside
N.
z-
tu

es
ce
d
n-

e,

m

e

-

e
e

ial
e
-

,

s
-

ng

a
e
ly-
the
e
a
g

n(k), which is the zeroth moment of the ARPES data, we
discussed in a previous experimental paper.45 For the first
moment, these problems are further amplified due to thev
weighting in the integrand. This can be appreciated from F
3, where the bulk of the contribution in the mode mod
comes from the mismatch in the high-energy tails of t
normal-state and superconducting-state spectral functi
When analyzing real data, we have found that the tail c
tribution, either from ARPES or from tunneling, is very se
sitive to how the data are normalized. Different choices
normalization can even lead to changes in sign of the fi
moment.

Another concern concerns thek sum in Eq. ~1!. Both
ARPES and tunneling have~their own distinct! k-dependent
matrix elements, which lead to weighting factors not pres
in Eq. ~1!. For ARPES, these effects can in principle
factored out by either theoretical estimates of the ma
elements46 or by comparing data at different photon energ
to obtain information on them.47 For tunneling, information
on matrix elements can be obtained by comparing differ
types of tunneling@scanning tunnel microscopy~STM!, tun-
nel junction, point contact# or by employing directional tun-
neling methods.

Another issue in connection with experimental data is
appropriate extrapolation of the normal state to zero te
perature. Information on this can be obtained by analyz
the temperature dependence of the normal-state data, rem
bering that the Fermi function will cause a temperature
pendence of the data which should be factored out be
attempting theT50 extrapolation. We finally note that th
temperature dependence issue is strongly coupled to the
malization problem mentioned above. In ARPES, the ab
lute intensity can change due to temperature-depen
changes in absorbed gases, surface doping level, and sa
location.45 In tunneling, the absolute conductance can cha
due to temperature-dependent changes in junction chara
istics. In both cases, changes of background emission
temperature is another potential problem.

Despite these concerns, we believe that with careful
perimentation, many of these difficulties can be overcom
and even if an exact determination of Eq.~1! is not possible,
insights into the origin of the condensation energy will ce
tainly be forthcoming from the data. This is particularly tru
for ARPES, which has the advantage of beingk resolved and
thus giving one information on the relative contribution
different k vectors to the condensation energy.
.

n-
o-
1P. W. Anderson,The Theory of Superconductivity in the High- Tc

Cuprates~Princeton University Press, Princeton, 1997!.
2K. A. Moler, J. R. Kirtley, D. G. Hinks, T. W. Li, and M. Xu,

Science279, 1193~1998!; A. A. Tsvetkov, D. van der Marel, K.
A. Moler, J. R. Kirtley, J. L. de Boer, A. Meetsma, Z. F. Ren,
Koleshnikov, D. Dulic, A. Damascelli, M. Gruninger, J. Schut
mann, J. W. van der Eb, H. S. Somal, and J. H. Wang, Na
~London! 395, 360 ~1998!.

3D. N. Basov, S. I. Woods, A. S. Katz, E. J. Singley, R. C. Dyn
M. Xu, D. G. Hinks, C. C. Homes, and M. Strongin, Scien
283, 49 ~1999!.
re

,

4L. B. Ioffe and A. J. Millis, Science285, 1241~1999!; Phys. Rev.
B 61, 9077~2000!.

5J. E. Hirsch and F. Marsiglio, cond-mat/9908322~unpublished!.
6A. J. Leggett, J. Phys. Chem. Solids59, 1729~1998!; Phys. Rev.

Lett. 83, 392 ~1999!.
7D. J. Scalapino and S. R. White, Phys. Rev. B58, 8222~1998!.
8E. Demler and S.-C. Zhang, Nature~London! 396, 733 ~1998!.
9P. Dai, H. A. Mook, S. M. Hayden, G. Aeppli, T. G. Perring, R

D. Hunt, and F. Dogan, Science284, 1344~1999!.
10M. Randeria, H. Ding, J. C. Campuzano, A. Bellman, G. Je

nings, T. Yokoya, T. Takahashi, H. Katayama-Yoshida, T. M



n
ki,

.
T
.

H.

nd
.
,

.

n

s-

n
os

no

a
t

re
e

tt.

ci-
.

.
,

R.
o-

l-

F.

.

, D.

T.
i,

.

r

no,

T.
i,

-
T.
T.

14 750 PRB 61NORMAN, RANDERIA, JANKÓ, AND CAMPUZANO
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