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Magnetic behavior of a mixed Ising ferrimagnetic model in an oscillating magnetic field
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The magnetic behavior of a mixed Ising ferrimagnetic system on a square lattice, in which the two inter-
penetrating square sublattices have sping+1/2) and spinsS (*=1,0), in the presence of an oscillating
magnetic field, has been studied with Monte Carlo techniques. The model includes nearest- and next-nearest-
neighbor interactions, a crystal field, and the oscillating external field. By studying the hysteretic response of
this model to an oscillating field, we found that it qualitatively reproduces the increasing of the coercive field
at the compensation temperature observed in real ferrimagnets, a crucial feature for magneto-optical applica-
tions. This behavior is basically independent of the frequency of the field and the size of the system. The
magnetic response of the system is related to a dynamical transition from a paramagnetic to a ferromagnetic
phase and to the different temperature dependence of the relaxation times of both sublattices.

INTRODUCTION and may show compensation points when their Hamiltonian
includes second-neighbor interactidfisin this paper, we
The behavior of ferrimagnetic compounds in the presenc@resent a Monte Carlo study of a mixed Ising spin system,
of oscillatory fields has long been used for technologicawhere spins that can take the value4/2 and spins that can
applications, such as high-density magneto-opticatake the valuest1,0, are nearest neighbors on a two-
recording! but little is known about the mechanisms respon-dimensional square lattice and interact antiferromagnetically.
sible for this behavior. In a ferrimagnet, the different tem-Spins of the same type are next-nearest neighbors. We ana-
perature dependencies of the sublattice magnetizations rai#&e the magnetic response of this system in the presence of
the possibility of the appearance of compensation tempera&n oscillating magnetic field. From these studies, we deter-
tures: temperatures below the critical point, where the totamine the dynamic order parameter, the coercive field and
magnetization is zerd® It has been shown experimentally their variation with temperature, frequency, amplitude of the
that the coercive field is very strong at the compensatio@pplied field, and size of the system. The results reproduce
point favoring the creation of small, stable, magneticthe rapid increase of the coercivity at the compensation tem-
domains® This temperature dependence of the coercivityperature. The dynamical order parameter calculations sug-
near the compensation point can be applied to writing an@est that the model exhibits a phase transition between a
erasing in high-density magneto-optical recording mediaparamagnetic and a ferromagnetic region. A similar result
where the temperature changes are achieved by local heatiti¢as observed by a mean-field study of a simpler version of
the films by a focused laser beam. It has been shown thafis model’> Mean-field approaches and Monte Carlo simu-
magneto-optic thin films with compensation temperaturedations indicate the presence of a dynamical phase transition
higher than room temperatures can attain a direct overwrité a kinetic Ising modet®!” However the distinctive behav-
capability® As far as we know there have been only very fewior of the coercive field at the compensation temperature in
crude attempts to reproduce theoretically the increase of th@rrimagnets seems to be related to the different relaxation
coercivity near the compensation point using mean-fieldimes of the sublattices.
approache8.Recently new classes of magnets have been
synthesized with molecular organic chemistry techniques. THE MIXED ISING MODEL
Biocompatible, organic materials, optically transparent, with Our model consists of two interpenetrating square sublat-
spontaneous moments at room temperature are not far fro

. : . . ces. One sublattice has spinsthat can take two values
reality. Ferrimagnetic ordering seems to play a fundamental’ 1/2: the other sublattice has spiSsthat can take three
role in some of these materials. Ferrimagnetic compounds, "’ . PIRS .

alues,*1,0. EachSspin has onlyr spins as nearest neigh-

called Prussian blue analogs, with a critical temperature oﬁ .

240 K have been reportéddOrganometallic compounds as ors and vice versa. L

the amorphoud/(TCNE),y(solvent) where TCNE is tetra- The Hamiltonian of the model is given by
cyanoethylene are believed to have ferrimagnetic structure
and ordering temperatures as high as 2®bme of these H=—3,, 0iS;—J, > ooy
compounds have compensation temperatures near 30 K. (nm (nnm

Most of these compounds have been synthesized by assem-

bling molecular building blocks of different magnetic mo- +DY, S,-Z—H(t)(E oit+ > S-), 1)
ments in such a way that adjacent magnetic moments are ! ! !

antiparallel’ Since real ferrimagnets have extremely compli-where thel’s are exchange interaction parametddsis the
cated structures, mixed Ising models have been introduced asystal field, andH is an oscillating magnetic field of the
simple systems that can show ferrimagnetic behadViét  form
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H(t)=Hgcog wt), 2 0.30 ' ' ' ' '
wherew is the frequency of the external field, its period is T
given by ®=27/w. TheJ's, D, andH, are all in energy 020 1 +:* i
units. We choose);=—1 such that the coupling between -H, <
nearest neighbors is antiferromagnetic. 0.10 + *qF .
Previous results with Monte Carlo and transfer-matrix *

techniques have shown that the— D model J, andH are £ 400 ..
equal to zerp does not have a compensation temperature.E **
These studies show that a compensation temperature is ir i

duced by the presence of the next-nearest-neigfryoy fer- -010 q:%F 1
romagnetic interaction,J,, between thex1/2 spins. The *;f

minimum strength of thed,>0 interaction for a compensa- -0.20 | e .
tion point to appear depends on the other parameters of th i

Hamiltonian®* 030

-0.60 —0140 —0120 O.IOO O.I20 O.I40 0.60
MONTE CARLO CALCULATIONS H(Y)
We use standard importance sampling techniques to simu- F/G: 1. Hysteresis loop =6, D=-19, kgT=05,
late the model described by E@) on aL X L square lattice ~ ™/30)- The coercive field is indicated.
with periodic boundary conditions. Configurations are gener-
ated by randomly choosing spins on the lattice and flipping
them one at a time according to a heat bath algorithm. In  The value ofQ is calculated by averaging its values over
each complete sweep through the lattice L sites are vis- 100 cycles of the external field, once the system is in its
ited. Each Monte Carlo step per spin is associated with atationary state. Most of the measurements were done for a
time interval 75 such that the frequency of the external field L =40 lattice. Lattices of different sizes were used to study

RESULTS

can be written as the finite-size effects. In Fig. 1, we show a hysteresis loop,
M (t) vs H(t), for a particular combination of parameters in
_ 27 &) the Hamiltonian. The coercive fieldl; is defined as the
(N)7g’ minimum value of the external field needed for the total

magnetization to go to zero, as is indicated in the figure. In
Fig. 2 and Fig. 3 we show the coercive field vs the tempera-
ture for oscillating fields of several amplituded,. In the
same figures, we also plot the total magnetization for the
equivalent system subject to a constant field of magnitude
H,. Notice that the compensation temperature, defined as the
2 2 point where the total magnetization is zero, previous verifi-
Mi(t)=— 2 Si(t), My(t)=— 2 ai(t) (4) cation that Egs(5) and (6) are satisfied, increases with the
L% L7 magnetic field, whereas the temperature at which the magne-

whereN is the number of Monte Carlo steps per spin neces:
sary to cover an entire cycle of the field. To perform the
simulations, we arbitrarily chooseg to be one, such that
®=N. Our program calculates the sublattice magnetizations
per site at the timé defined as

and the total magnetization per spin at the titmeM (t)

=1[M4(t)+M,(t)]. The averages are taken over all con- a ' e
figurations, the sums ovgrare over all sites witts spins, 03 '+ @ oH, |
and the sums overare over all sites witlr spins. Each sum 02 ]
hasL?/2 terms. 04 b, _meoman 1
The compensation temperature is defined as the temperz o %%N
ture below the criticalT comg<T;it, Where the two sublattice i il
magnetizations cancel each other such that the total magne I Teome i
tization is zero, i.e., —2(250 y 5 3 7 s
|M 1(Tcomp)| = | M Z(Tcomp)| 5 0.5 f+ oo *m g
- 0) < = oon
and 04 e = E © B
=
03| ™, .
Sigr[Ml(Tcomp)]: _Sigr[MZ(Tcomp)]- (6) 02 _*:*—_’q_ = T P“\:[{%% E
. . . 01 F 3 o 1
To characterize the time behavior, we calculate the dy- o % =
namical order paramet&) defined as o1 ‘ e .
5 o 1 2 3 4 5
m kT
Q= o § M (t)dt. (7) ®

FIG. 2. Coercive field and magnetization vs temperatudg. (
The closed integral implies that the integral is performed=6, D=-1.9, w=/100) (a) Hy=0.1. (b) Hy=0.5. Notice the
over a cycle of the external magnetic field. discontinuity in the coercive field.
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kg T FIG. 5. Hysteresis loop J,=6, D=-1.9, w==/100, H,
=0.5). Notice that for high temperatures there is no coercive field

FIG. 3. Coercive field and magnetization vs temperatudg. (
=6, D=-1.9, w=7/100.) (8) Hy=0.8. (b) Hy=2.1. For this
choice of parameters there is no compensation poinHfpr1.

(see Fig. 6.

coercive field is not define@ee Fig. 4. This behavior of the
coercive field has been observed experimentdliyhis re-
tization becomes discontinuous does the opposite. At a cesult can be understood by looking at Fig. 5, where it is
tain field, which amplitude depends on the parameters of thehown how the hysteresis loop changes with the temperature.
Hamiltonian, both temperatures become equal and for angs the temperature increases the loop moves in such a way
field of larger amplitude, there is no more compensatiorthat the coercive field increases until it reaches its maximum,
point, as can be seen in Figh3. From the figures, itis clear after which, if the temperature keeps increasing, the loop
that the coercive field increases in the vicinity of the com-stays below(or above the M=0 axis without crossing it,
pensation temperature where it reaches its maximum. Thesgeaning that the applied field is not strong enough to flip the
results are summarized in Fig. 4. As expected, the maximurspins. If we look at Fig. 6, where we plot the coercive field
value of the coercive field at the compensation temperature iand the dynamical order parameter vs the temperature, we
given byH,. see that there is a dynamical phase transition between a para-
It is interesting to notice the asymmetric behavior of themagnetic regiorQ~0 and a ferromagnetic regidp+ 0, the
coercive field around the compensation point. In the low-region where the coercive field is not defined is well into the
temperature regionT <T.,m,, the coercive field decreases ferromagnetic phase where the magnetization does not
with increasingT until it reaches a minimum, after which it change sign.
grows rapidly reaching its maximum af.,m, when T By changing the size of the system and studying the be-
>Teomp the coercive field decreases. Notice that for smallhavior of the coercive field, see Fig. 7, we notice that there
values ofH, there is a range of temperatures for which theare finite size effects, particularly evident for small systems
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FIG. 4. Coercive field vs temperaturd,&6, D=—1.9,

=7/100). The maximum value dfl. is given byH,.

FIG. 6. Coercive field and dynamical order parameter vs tem-

perature = /30, Hy=0.5,J,=6, D=—1.9).
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FIG. 7. Coercive field vs temperature for different lattice sizes F|G. 9. Coercive field vs temperatureH§=0.5, J,=6,
(w=m/100,H,=0.5,J,=6, D=—1.9). D=-1.9).

(L<20). However, for larger systems, the location of the Next, we explore how the results depend on the fre-
peak of the coercive field around the compensation temperguency. In Fig. 9, we show how the coercive field vs the
ture seems to be independent of the size of the system. F@gmperature changes for different values of the frequency of
small systemsl(<20), the peak of the coercive field appearsthe external field. We found a quite different response to the
before the system reaches its compensation temperatufgequency of the magnetic field depending on the dynamical
Also, the coercive field seems to decrease more rapidly fophase of the system. In the paramagnetic ph&se @, see
the larger systems. Fig. 6), the coercive field is larger for systems driven by
In Fig. 8, we present some results that show the deperfields with higher frequency, but in the ferromagnetic phase
dence of the coercive field with the size of the system. Theseq «0), just the opposite happens, as can been seen in Fig.
results agree qualitatively with the experimental behavior 0%, This behavior is related to the temperature dependence of
magnetic films and nanostructured Fe and Ni samples  the relaxation time in the different regiofs22 In the ferro-
which the coercitivity depends on the average size of thenagnetic phase we must take into account the relaxation
grain. The size dependence of the coercive field is very simitime of both sublattices ther and theS, whereas in the
lar to the size dependence of the switching field of a kineticparamagnetic phase only theone is relevant because tBe
Ising model(field at which magnetization reversal is ther- |attice follows the field with almost no deldy.We also no-
mally induced on experimental time scales for given tem+jce in Fig. 9, that when the field has a high frequency, the
peratures and system sizeshich behavior has been shown maximum value of the coercive fielthat occurs at the com-
to be strongly dependent on the modes by which the systefhensation temperatureloes not reach the field amplitude,

decays.™ i.e., the coercive field does not reach its saturation value.
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FIG. 8. Coercive field vs lattice sizewE /100, Hy=0.5, J, FIG. 10. Coercive field vs inverse frequendy4=0.5, J,=6,

=6, D=-1.9). The lines are guides for the eye. D=-1.9). The lines are guides for the eye.
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In Fig. 10, we show the behavior of the coercive field vssample observed experimentally. The results show the exis-
the inverse frequency for the different values of the temperatence of a dynamical phase transition in which the mean-
ture. If the field has a long period, the coercive field seems t@eriod averaged magnetizatiéh changes fromQ~0 to Q
reach a value that is independent of the frequency and det0. Work in progress indicates that, as recent studies show
pends on the temperature. Again we expect that this behavidgs also the case for the kinetic Ising mod&f?some aspects
is related to the temperature dependence of the relaxatioof the hysteretic response as its dependence on the frequency

times in the different phases. and amplitude of the oscillating field, depends on the meta-
stable decay mode. The behavior in the different regimes can
V. CONCLUSIONS be explained by the nucleation mechanigie., single-

, , droplet or multidropletby which the system decags.
We have applied a Monte Carlo algorithm to the study of

the magnetic response of a mixed Ising ferrimagnetic model

to an oscillating magnetic field. We fou_nd that this m_odel ACKNOWLEDGMENTS
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