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Magnetic behavior of a mixed Ising ferrimagnetic model in an oscillating magnetic field
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Departamento de Fı´sica, Universidad Simo´n Bolivar, Apartado 89000, Caracas 1080, Venezuela

~Received 1 November 1999!

The magnetic behavior of a mixed Ising ferrimagnetic system on a square lattice, in which the two inter-
penetrating square sublattices have spinss (61/2) and spinsS (61,0), in the presence of an oscillating
magnetic field, has been studied with Monte Carlo techniques. The model includes nearest- and next-nearest-
neighbor interactions, a crystal field, and the oscillating external field. By studying the hysteretic response of
this model to an oscillating field, we found that it qualitatively reproduces the increasing of the coercive field
at the compensation temperature observed in real ferrimagnets, a crucial feature for magneto-optical applica-
tions. This behavior is basically independent of the frequency of the field and the size of the system. The
magnetic response of the system is related to a dynamical transition from a paramagnetic to a ferromagnetic
phase and to the different temperature dependence of the relaxation times of both sublattices.
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INTRODUCTION

The behavior of ferrimagnetic compounds in the prese
of oscillatory fields has long been used for technologi
applications, such as high-density magneto-opti
recording,1 but little is known about the mechanisms respo
sible for this behavior. In a ferrimagnet, the different te
perature dependencies of the sublattice magnetizations
the possibility of the appearance of compensation temp
tures: temperatures below the critical point, where the to
magnetization is zero.2,3 It has been shown experimental
that the coercive field is very strong at the compensa
point favoring the creation of small, stable, magne
domains.4 This temperature dependence of the coerciv
near the compensation point can be applied to writing
erasing in high-density magneto-optical recording med
where the temperature changes are achieved by local he
the films by a focused laser beam. It has been shown
magneto-optic thin films with compensation temperatu
higher than room temperatures can attain a direct overw
capability.5 As far as we know there have been only very fe
crude attempts to reproduce theoretically the increase of
coercivity near the compensation point using mean-fi
approaches.6 Recently new classes of magnets have b
synthesized with molecular organic chemistry technique7

Biocompatible, organic materials, optically transparent, w
spontaneous moments at room temperature are not far
reality. Ferrimagnetic ordering seems to play a fundame
role in some of these materials. Ferrimagnetic compoun
called Prussian blue analogs, with a critical temperature
240 K have been reported.8 Organometallic compounds a
the amorphousV(TCNE)xy(solvent) where TCNE is tetra
cyanoethylene are believed to have ferrimagnetic struc
and ordering temperatures as high as 400.9 Some of these
compounds have compensation temperatures near 3010

Most of these compounds have been synthesized by as
bling molecular building blocks of different magnetic m
ments in such a way that adjacent magnetic moments
antiparallel.7 Since real ferrimagnets have extremely comp
cated structures, mixed Ising models have been introduce
simple systems that can show ferrimagnetic behavior11–13
PRB 610163-1829/2000/61~21!/14686~5!/$15.00
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and may show compensation points when their Hamilton
includes second-neighbor interactions.14 In this paper, we
present a Monte Carlo study of a mixed Ising spin syste
where spins that can take the values61/2 and spins that can
take the values61,0, are nearest neighbors on a tw
dimensional square lattice and interact antiferromagnetica
Spins of the same type are next-nearest neighbors. We
lyze the magnetic response of this system in the presenc
an oscillating magnetic field. From these studies, we de
mine the dynamic order parameter, the coercive field a
their variation with temperature, frequency, amplitude of t
applied field, and size of the system. The results reprod
the rapid increase of the coercivity at the compensation t
perature. The dynamical order parameter calculations s
gest that the model exhibits a phase transition betwee
paramagnetic and a ferromagnetic region. A similar res
was observed by a mean-field study of a simpler version
this model.15 Mean-field approaches and Monte Carlo sim
lations indicate the presence of a dynamical phase trans
in a kinetic Ising model.16,17 However the distinctive behav
ior of the coercive field at the compensation temperature
ferrimagnets seems to be related to the different relaxa
times of the sublattices.

THE MIXED ISING MODEL

Our model consists of two interpenetrating square sub
tices. One sublattice has spinss that can take two values
61/2; the other sublattice has spinsS that can take three
values,61,0. EachSspin has onlys spins as nearest neigh
bors and vice versa.

The Hamiltonian of the model is given by

H52J1(
^nn&

s iSj2J2 (
^nnn&

s isk

1D(
j

Sj
22H~ t !S (

i
s i1(

j
Sj D , ~1!

where theJ’s are exchange interaction parameters,D is the
crystal field, andH is an oscillating magnetic field of the
form
14 686 ©2000 The American Physical Society
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H~ t !5H0 cos~vt !, ~2!

wherev is the frequency of the external field, its period
given by Q52p/v. The J’s, D, and H0 are all in energy
units. We chooseJ1521 such that the coupling betwee
nearest neighbors is antiferromagnetic.

Previous results with Monte Carlo and transfer-mat
techniques have shown that theJ12D model (J2 andH are
equal to zero! does not have a compensation temperatu
These studies show that a compensation temperature i
duced by the presence of the next-nearest-neighbor~nnn! fer-
romagnetic interaction,J2, between the61/2 spins. The
minimum strength of theJ2.0 interaction for a compensa
tion point to appear depends on the other parameters o
Hamiltonian.14

MONTE CARLO CALCULATIONS

We use standard importance sampling techniques to s
late the model described by Eq.~1! on aL3L square lattice
with periodic boundary conditions. Configurations are gen
ated by randomly choosing spins on the lattice and flipp
them one at a time according to a heat bath algorithm
each complete sweep through the latticeL3L sites are vis-
ited. Each Monte Carlo step per spin is associated wit
time intervaltS such that the frequency of the external fie
can be written as

v5
2p

~N!tS
, ~3!

whereN is the number of Monte Carlo steps per spin nec
sary to cover an entire cycle of the field. To perform t
simulations, we arbitrarily choosetS to be one, such tha
Q5N. Our program calculates the sublattice magnetizati
per site at the timet defined as

M1~ t !5
2

L2 (
j

Sj~ t !, M2~ t !5
2

L2 (
i

s i~ t ! ~4!

and the total magnetization per spin at the timet, M (t)
5 1

2 @M1(t)1M2(t)#. The averages are taken over all co
figurations, the sums overj are over all sites withS spins,
and the sums overi are over all sites withs spins. Each sum
hasL2/2 terms.

The compensation temperature is defined as the temp
ture below the critical,Tcomp,Tcrit , where the two sublattice
magnetizations cancel each other such that the total ma
tization is zero, i.e.,

uM1~Tcomp!u5uM2~Tcomp!u ~5!

and

sign@M1~Tcomp!#52sign@M2~Tcomp!#. ~6!

To characterize the time behavior, we calculate the
namical order parameterQ defined as

Q5
2p

v R M ~ t !dt. ~7!

The closed integral implies that the integral is perform
over a cycle of the external magnetic field.
e.
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RESULTS

The value ofQ is calculated by averaging its values ov
100 cycles of the external field, once the system is in
stationary state. Most of the measurements were done f
L540 lattice. Lattices of different sizes were used to stu
the finite-size effects. In Fig. 1, we show a hysteresis lo
M (t) vs H(t), for a particular combination of parameters
the Hamiltonian. The coercive fieldHc is defined as the
minimum value of the external field needed for the to
magnetization to go to zero, as is indicated in the figure
Fig. 2 and Fig. 3 we show the coercive field vs the tempe
ture for oscillating fields of several amplitudes,H0. In the
same figures, we also plot the total magnetization for
equivalent system subject to a constant field of magnit
H0. Notice that the compensation temperature, defined as
point where the total magnetization is zero, previous ver
cation that Eqs.~5! and ~6! are satisfied, increases with th
magnetic field, whereas the temperature at which the mag

FIG. 1. Hysteresis loop (J256, D521.9, kBT50.5, v
5p/30). The coercive field is indicated.

FIG. 2. Coercive field and magnetization vs temperature.J2

56, D521.9, v5p/100.! ~a! H050.1. ~b! H050.5. Notice the
discontinuity in the coercive field.
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tization becomes discontinuous does the opposite. At a
tain field, which amplitude depends on the parameters of
Hamiltonian, both temperatures become equal and for
field of larger amplitude, there is no more compensat
point, as can be seen in Fig. 3~b!. From the figures, it is clea
that the coercive field increases in the vicinity of the co
pensation temperature where it reaches its maximum. Th
results are summarized in Fig. 4. As expected, the maxim
value of the coercive field at the compensation temperatu
given byH0.

It is interesting to notice the asymmetric behavior of t
coercive field around the compensation point. In the lo
temperature region,T,Tcomp, the coercive field decrease
with increasingT until it reaches a minimum, after which
grows rapidly reaching its maximum atTcomp, when T
.Tcomp the coercive field decreases. Notice that for sm
values ofH0, there is a range of temperatures for which t

FIG. 3. Coercive field and magnetization vs temperature.J2

56, D521.9, v5p/100.) ~a! H050.8. ~b! H052.1. For this
choice of parameters there is no compensation point forH0.1.

FIG. 4. Coercive field vs temperature (J256, D521.9, v
5p/100). The maximum value ofHc is given byH0.
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coercive field is not defined~see Fig. 4!. This behavior of the
coercive field has been observed experimentally.18 This re-
sult can be understood by looking at Fig. 5, where it
shown how the hysteresis loop changes with the tempera
As the temperature increases the loop moves in such a
that the coercive field increases until it reaches its maximu
after which, if the temperature keeps increasing, the lo
stays below~or above! the M50 axis without crossing it,
meaning that the applied field is not strong enough to flip
spins. If we look at Fig. 6, where we plot the coercive fie
and the dynamical order parameter vs the temperature
see that there is a dynamical phase transition between a p
magnetic regionQ'0 and a ferromagnetic regionQÞ0, the
region where the coercive field is not defined is well into t
ferromagnetic phase where the magnetization does
change sign.

By changing the size of the system and studying the
havior of the coercive field, see Fig. 7, we notice that th
are finite size effects, particularly evident for small syste

FIG. 5. Hysteresis loop (J256, D521.9, v5p/100, H0

50.5). Notice that for high temperatures there is no coercive fi
~see Fig. 6!.

FIG. 6. Coercive field and dynamical order parameter vs te
perature (v5p/30, H050.5, J256, D521.9).
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(L,20). However, for larger systems, the location of t
peak of the coercive field around the compensation temp
ture seems to be independent of the size of the system.
small systems (L,20), the peak of the coercive field appea
before the system reaches its compensation tempera
Also, the coercive field seems to decrease more rapidly
the larger systems.

In Fig. 8, we present some results that show the dep
dence of the coercive field with the size of the system. Th
results agree qualitatively with the experimental behavior
magnetic films and nanostructured Fe and Ni samples19 for
which the coercitivity depends on the average size of
grain. The size dependence of the coercive field is very s
lar to the size dependence of the switching field of a kine
Ising model~field at which magnetization reversal is the
mally induced on experimental time scales for given te
peratures and system sizes!, which behavior has been show
to be strongly dependent on the modes by which the sys
decays.20,21

FIG. 7. Coercive field vs temperature for different lattice siz
(v5p/100, H050.5, J256, D521.9).

FIG. 8. Coercive field vs lattice size (v5p/100, H050.5, J2

56, D521.9). The lines are guides for the eye.
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Next, we explore how the results depend on the f
quency. In Fig. 9, we show how the coercive field vs t
temperature changes for different values of the frequenc
the external field. We found a quite different response to
frequency of the magnetic field depending on the dynam
phase of the system. In the paramagnetic phase (Q'0, see
Fig. 6!, the coercive field is larger for systems driven b
fields with higher frequency, but in the ferromagnetic pha
(QÞ0), just the opposite happens, as can been seen in
9. This behavior is related to the temperature dependenc
the relaxation time in the different regions.21,22 In the ferro-
magnetic phase we must take into account the relaxa
time of both sublattices thes and theS, whereas in the
paramagnetic phase only thes one is relevant because theS
lattice follows the field with almost no delay.15 We also no-
tice in Fig. 9, that when the field has a high frequency,
maximum value of the coercive field~that occurs at the com
pensation temperature! does not reach the field amplitude
i.e., the coercive field does not reach its saturation value

FIG. 10. Coercive field vs inverse frequency (H050.5, J256,
D521.9). The lines are guides for the eye.

s FIG. 9. Coercive field vs temperature (H050.5, J256,
D521.9).



vs
ra

s
d
v
ti

o
d
e
be
th
fe
ef
ita
he

xis-
an-

how

ency
ta-
can

or
rk.
er-
tate

14 690 PRB 61G. M. BUENDIA AND E. MACHADO
In Fig. 10, we show the behavior of the coercive field
the inverse frequency for the different values of the tempe
ture. If the field has a long period, the coercive field seem
reach a value that is independent of the frequency and
pends on the temperature. Again we expect that this beha
is related to the temperature dependence of the relaxa
times in the different phases.

V. CONCLUSIONS

We have applied a Monte Carlo algorithm to the study
the magnetic response of a mixed Ising ferrimagnetic mo
to an oscillating magnetic field. We found that this mod
gives very good qualitative agreement with the magnetic
havior of real ferrimagnets. It shows a rapid increase of
coercive field at the compensation temperature, a crucial
ture that makes ferrimagnetic compounds extremely us
for thermo-optical applications. It also reproduces qual
tively the dependence of the coercitivity with the size of t
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sample observed experimentally. The results show the e
tence of a dynamical phase transition in which the me
period averaged magnetizationQ changes fromQ'0 to Q
Þ0. Work in progress indicates that, as recent studies s
is also the case for the kinetic Ising model,21,22some aspects
of the hysteretic response as its dependence on the frequ
and amplitude of the oscillating field, depends on the me
stable decay mode. The behavior in the different regimes
be explained by the nucleation mechanism~i.e., single-
droplet or multidroplet! by which the system decays.23

ACKNOWLEDGMENTS

We are indebted to Mark Novotny and Per An Rikvold f
many insightful comments during the course of this wo
G.M.B. also acknowledges the kind hospitality of the Sup
computer Computations Research Institute of Florida S
University at Tallahassee, Florida.
to,

v.

d H.

.

d,

tt.
1F. Tanaka, S. Tanaka, and N. Imanura, Jpn. J. Appl. Phys., P
26, 231~1987!; M. Alex, K. Shono, S. Kuroda, N. Koshino, an
S. Ogawa, J. Appl. Phys.67, 4432~1990!.
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